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Dark matter (DM) particles with mass in the sub-GeV range are an attractive alternative to heavier
weakly interacting massive particles, but direct detection of such light particles is challenging. If, however,
DM-nucleus scattering leads to ionization of the recoiling atom, the resulting electron may be detected even
if the nuclear recoil is unobservable. We demonstrate that including this effect significantly enhances direct
detection sensitivity to sub-GeV DM. Existing experiments set world-leading limits, and future experi-
ments may probe the cross sections relevant for thermal freeze-out.
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Introduction.—Despite spectacular improvements in sen-
sitivity over recent years, dark matter (DM) direct detection
experiments have so far failed toobserve conclusive evidence
of a DM signal. While this may be interpreted as a failure
of the paradigm of weakly interacting massive particles
(WIMPs) [1–3], an alternative explanation is thatWIMPs are
lighter than usually assumed and that the energy they can
deposit in a detector is below current experimental thresholds
(see [4] for a recent review). This consideration has led to
increasing interest in experiments with lower thresholds
for nuclear recoils, such as CRESST [5–8], DAMIC [9],
EDELWEISS [10], NEWS-G [11], or SuperCDMS [12], in
experiments sensitive for electron recoils [13–16], or indeed
in the development of completely novel types of detectors
[17–33].
Direct detection experiments basedon liquidxenon, on the

other hand, are usually believed to be insensitive to nuclear
recoils with sub-keVenergy, corresponding to sub-GeV DM
particles. This conclusion is based on the implicit assumption
that the electron cloud of the recoiling atom instantly follows
the nucleus, so that ionizations and excitations are only
produced subsequently, as the recoiling atom collides with
surrounding xenon atoms. The resulting primary scintillation
(S1) signal is then too small to be observable.
From neutron-nucleus scattering experiments, it is,

however, known that the sudden acceleration of a nucleus
after a collision leads to excitations and ionization of
atomic electrons (see, e.g., [34–38]). This effect, illustrated
in Fig. 1, can lead to energetic γ rays and ionization electrons

beingproduced from theprimary interaction. TheS1 signal is
thenmuch larger and the sensitivity of liquid xenon detectors
is significantly enhanced. The case of γ-ray emission was
investigated in detail in [39]. Reference [40] furthermore
showed that liquid xenon detectors such as LUX [41],
XENON1T [42], or PandaX [43] can distinguish such events
from electron recoils, which constitute themain background.
Recently, Ref. [44] pointed out that the probability to

ionize a recoiling atom is in fact substantially larger than
the probability to obtain a γ ray. This effect has been named
the “Migdal effect” in the DM literature [45–47], as the
calculation makes use of the Migdal approximation [48]
that the electron cloud of the atom does not change during
the nuclear recoil induced by the DM interaction (see
Fig. 1). In the frame of the nucleus, this results in a
simultaneous boost for all electrons, which can lead to
excitation or ionization of electrons.
In this Letter, we further explore the formalism developed

in [44] and apply it to the case of liquid xenon detectors.
We find that the sensitivity of this type of experiment in the
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FIG. 1. Illustration of electron emission from nuclear recoils.
If a DM particle scatters off a nucleus (left), we can assume
that immediately after the collision the nucleus moves relative
to the surrounding electron cloud (middle). The electrons
eventually catch up with the nucleus, but individual electrons
may be left behind and are emitted, leading to ionization of the
recoiling atom (right).
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sub-GeV mass range is significantly enhanced. By reinter-
preting existing data from the LUX and XENON1T experi-
ments, we obtain the strongest limit on DM with mass
between ∼0.1 and 0.5 GeV and comparable limits to
CRESST-III [8] between ∼0.5 and 1 GeV. A second central
observation of our Letter is that, in scenarios where the DM
coupleswith equal strength to electrons and protons (as in the
case of interactions mediated by a dark photon with kinetic
mixing [49,50]), experiments may be more sensitive to
ionization electrons resulting from nuclear recoils than from
electron recoils. The search strategy considered in this Letter
can therefore probe unexplored parameter regions of dark
photon models and future experiments may be sensitive to
parameter space compatible with thermal freeze-out.
We begin by reviewing the central aspects of the Migdal

effect and the relevant formulas from the literature. Next,
we discuss the resulting signatures in liquid xenon detec-
tors, considering the LUX experiment for concreteness.
Finally, we present the resulting bounds on the parameter
space of two interesting models of light DM.
Ionization electrons from nuclear recoils.—In this sec-

tion, we summarize the key results from [44] needed for
calculating the signatures of light DM scattering on nuclei
in direct detection experiments. The differential event rate
for DM-nucleus scattering Rnr with respect to the nuclear
recoil energy ER and the DM velocity v is given by

d2Rnr

dERdv
¼ ρσN

2μ2NmDM

fðvÞ
v

; ð1Þ

where ρ denotes the local DM density, σN is the DM-nucleus
scattering cross section, mDM is the DM mass, μN ¼
mNmDM=ðmN þmDMÞ is the DM-nucleus reduced mass,
and fðvÞ ¼ R

v2fðvÞdΩv is the DM speed distribution in the
laboratory frame [51]. (We have absorbed the coherent
enhancement factor into our definition of σN .) We neglect
nuclear form factors since we are only interested in small
momentum transfers. The differential event rate for a nuclear
recoil of energy ER to be accompanied by an ionization
electron with energy Ee is

d3Rion

dERdEedv
¼ d2Rnr

dERdv
× jZionðER; EeÞj2; ð2Þ

where the transition rate is given by

jZionðER; EeÞj2 ¼
X
nl

1

2π

dpc
qeðnl → EeÞ

dEe
: ð3Þ

In this expression,n and l denote the initial quantumnumbers
of the electron being emitted, qe ¼ me

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ER=mN

p
is the

momentum of each electron in the rest frame of the nucleus
immediately after the scattering process, and pc

qeðnl → EeÞ
quantifies the probability to emit an electron with final
kinetic energy Ee. We can make the dependence of
pc
qeðnl → EeÞ on qe explicit by writing

pc
qeðnl → EeÞ ¼

�
qe

vrefme

�
pc
vref ðnl → EeÞ; ð4Þ

where vref is a fixed reference velocity. The functions
pc
vref ðnl → EeÞ depend on the target material under consid-

eration. We use the functions from Ref. [44], which have
been calculated taking vref ¼ 10−3.
If the emitted electron comes from an inner orbital, the

remaining ion will be in an excited state. To return to the
ground state, further electronic energy will be released in
the form of photons or additional electrons. (In contrast, the
probability to obtain double ionization from the Migdal
effect itself is exceedingly small [52,53].) The total electronic
energy deposited in the detector is hence approximately
given by EEM ¼ Ee þ Enl, where Enl is the (positive) bind-
ing energy of the electron before emission.
We integrate Eq. (2) over the nuclear recoil energy and

the DM velocity to calculate the energy spectrum, includ-
ing only those combinations of ER, EEM, and v that satisfy
energy and momentum conservation. The resulting calcu-
lation is identical to the case of inelastic DM [54], with the
DM mass splitting Δm being replaced by the total elec-
tronic energy EEM. (We neglect the difference in mass
between the original atom and the recoiling excited state.)
We find

vmin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
mNER

2μ2

s
þ EEMffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mNER
p : ð5Þ

The maximum electronic and nuclear recoil energy for a
given DM mass are given by

ER;max ¼
2μ2Nv

2
max

mN
; EEM;max ¼

μNv2max

2
: ð6Þ

For vmax ≈ 800 km=s, mDM ≪ mN (and hence μN ≈mDM),
we generically find EEM;max ≫ ER;max. For concreteness,
for mDM ¼ 0.5 GeV and mN ¼ 120 GeV (the approximate
xenon atom mass), we find ER;max ≈ 0.03 keV, while
EEM;max ≈ 1.8 keV. The electronic energy is therefore
much easier to detect than the nuclear recoil energy.
Sensitivity of liquid xenon detectors.—Having obtained

the relevant formulas for the distribution of electronic and
nuclear recoil energy at the interaction point where the
DM-nucleus scattering occurs, we now convert these
energies into observables accessible for direct detection
experiments. The focus of this discussion will be on liquid
xenon detectors, but we note that the dominance of the
electronic energy EEM resulting from the Migdal effect is
not limited to xenon. These detectors convert the atomic
excitations and ionizations at the interaction point into
a primary (S1) and a secondary (S2) scintillation signal
[55]. A specific detector can be characterized by two
functions: PDFðS1; S2jER; EEMÞ quantifies the probability
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to obtain specific S1 and S2 values for given ER and EEM,
and ϵðS1; S2Þ quantifies the probability that a signal with
given S1 and S2 will be detected and will satisfy all
selection cuts. Using these two functions, we can write

d2R
dS1dS2

¼ ϵðS1; S2Þ
Z

dERdEEM
d2R

dERdEEM

× PDFðS1; S2jER; EEMÞ; ð7Þ

where we have now expressed the differential event rate
from Eq. (2) in terms of EEM.
For sub-GeV DM particles, nuclear recoil energies are

below Oð0.1Þ keV. The scintillation and ionization yield
for such small energies have not yet been measured in
liquid xenon, but theoretical arguments predict the result-
ing signals to be very small [56]. We conservatively
neglect this contribution and assume that only electronic
energy contributes to the S1 and S2 signals, such that
PDFðS1; S2jER; EEMÞ ¼ PDFðS1; S2jEEMÞ and the inte-
gration over ER in Eq. (7) can be immediately performed.
References [40,57] and the Supplemental Material [58]

discuss how we determine PDFðS1; S2jEEMÞ and ϵðS1; S2Þ
for liquid xenon experiments using a Monte Carlo simu-
lation of the detector based on the Noble Element
Simulation Technique [62–64]. For given EEM, the mean
S1 and S2 signals can be written as S1 ¼ g1LyEEM and
S2 ¼ g2QyEEM, respectively, where g1;2 are detector-
dependent gain factors and Ly and Qy are properties of
liquid xenon determined from calibration data [65–69]. The
Monte Carlo simulation then determines the probability for
fluctuations in the number of excited and ionized atoms
produced initially, recombination fluctuations, finite extrac-
tion, and detection efficiencies.
As pointed out in [40], these fluctuations play a crucial

role for the sensitivity of liquid xenon detectors to sub-GeV
DM particles, because the mean S1 signal expected from
the scattering of light DM particles lies below the detection
threshold of typical detectors. Thus, the signal can only
be observed in the case of an upward fluctuation of the
S1 signal. Moreover, events with unusually large S1 signal
have the advantage that they do not look like typical
electronic recoils. Instead, they look more similar to nuclear
recoils, which have a smaller ratio of S2=S1 than electron
recoils. This feature makes it possible to distinguish between
the expected signal and the main sources of backgrounds.
We focus on the LUX [41,70] and XENON1T [42,71]

experiments, and following [40], implement two different
approaches to estimate the sensitivity to sub-GeV DM,
adopting the astrophysical parameters used in [40] for our
analysis. For the cut-and-count (CC) approach,we determine
the region inS1-S2 space that contains 90%of theDMevents
passing all cuts and count the number of observed events in
this region. A limit can then be set by assuming all these
events to be signal events and calculating a Poisson upper
bound on the expected number of events (at 90% confidence

level). A more powerful approach is the profile likelihood
method (PLR), which takes into account the likelihood for
signal and background at each observed event [72,73]. In
contrast to the CC approach, the PLR method requires a
background model. For LUX, our model consists of two
components: a component flat in energy from electronic
recoils and a component from the decays of 127Xe. Further
details are given in [40]. For XENON1T, modeling the
surface background is beyond the scope of this Letter, and so
we only show results for a CC approach.With this approach,
we obtain a stronger bound from the first science run (SR0)
than from the second science run (SR1) due to the smaller
number of background events.We expect that a PLR analysis
of SR1 would further improve the XENON1T exclusion
limit.
We also estimate the expected sensitivity of the LZ

experiment [74], and note that a similar sensitivity should
be expectedwithXENONnT[75].We show results assuming
1000 days of data taking and a 5.6 metric ton target volume
using the detector parameters sets discussed in [76].
Results.—We present the results of our analysis for DM

particles interacting with nuclei via two different types
of mediators: scalars and vectors. The difference between
these two cases is how the mediator couples to standard
model (SM) particles [77]. For a scalar mediator, these
couplings generically arise from mixing with the SM Higgs
boson, so that the mediator couples to SM particles
proportional to their mass. In particular, the DM-nucleus
cross section for nuclei with mass number A is enhanced
by a coherence factor σN ¼ A2σpμ

2
N=μ

2
p, where σp and μp

are the DM-proton cross section and reduced mass,
respectively. Furthermore, couplings to electrons are neg-
ligible. Models with sub-GeV DM particles and (light)
scalar mediators have, e.g., been considered recently in the
context of self-interacting DM [78,79].
For vector mediators, couplings to SM particles arise

from kinetic mixing with the photon. As a result, couplings
to SM particles are expected to be proportional to their
electromagnetic charge, leading to a Z2 enhancement for
scattering on nuclei with charge number Z, i.e., σN ¼
Z2σpμ

2
N=μ

2
p, and comparable couplings to protons and

electrons. These so-called dark photon models have been
studied extensively in the literature [15,16,80–85].
We emphasize that, even if the couplings of DM to

protons and electrons are comparable, the corresponding
scattering cross sections are not, because they are propor-
tional to the reduced mass squared [13]. For sub-GeV DM
particles, one finds μp ≈mDM and μe ≈me, so scattering on
nucleons is enhanced by a factor m2

DM=m
2
e. For heavy

atoms, the coherence factor for the nucleus leads to an
additional enhancement in spite of the larger number
density of electrons. Thus, the probability for DM particles
in the mass range 0.1–1 GeV to scatter on nuclei is many
orders of magnitude larger than the probability to scatter
on electrons. Most of these scattering processes will be
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unobserved, but even a small fraction of events with ioniza-
tion electrons are sufficient to obtain strong constraints.
Our results are summarized in Fig. 2, focusing on the

mass range 0.1 ≤ mDM ≤ 1 GeV. The upper panel shows
the case of a scalar mediator (Higgs mixing), and the lower
panel shows the case of a vector mediator (kinetic mixing).
An additional assumption in both plots is that the mediator
is sufficiently heavy that the scattering can be described by
contact interactions, which is the case for mmed ≳ 10 MeV
[79]. No further assumptions are needed to compare the
constraints from different direct detection experiments
looking for nuclear or electron recoils. (We do not show
constraints from hidden photon searches at BABAR [82],
which require the assumption of a specific ratio between the
DM mass and the mediator mass.) Projected sensitivities
are taken from [12] for SuperCDMS-Ge, from [79] for
CRESST-III, and from [4] for SENSEI, DAMIC, and
SuperCDMS-Si.
We find that, in both of the cases considered, the sensitivity

of current liquid xenon detectors for sub-GeV DM can
compete with other existing and proposed strategies. In the
case of a scalar mediator, only experiments sensitive to
nuclear recoils give relevant constraints. We find that
XENON1T gives the world-leading exclusion limit across
the entire mass range under consideration. In particular, we
find XENON1T to be more constraining than the first
analysis of CRESST-III [8] even for mDM ≳ 0.5 GeV. For
lower DMmasses, we significantly improve the LUX bound
obtained from γ rays emitted in nuclear scattering processes
[40] and from the CRESST 2017 surface run [7].
In the case of vector mediators, constraints from LUX and

XENON1T are slightly weakened relative to the ones from
CRESST due to a smaller difference in the enhancement
factors. In addition, there are now strong constraints from
searches for electron scattering in XENON100 [16,86].
Nevertheless, we observe that searches for electrons emitted
for nuclear recoils in liquid xenon detectors set competitive
bounds for DM masses around 200–400 MeV. LZ can
significantly improve upon these bounds in the future and
provide complementary constraints to alternative electron-
recoil strategies proposed to search for sub-GeV DM [4].
To put our results into context, it is instructive to compare

the sensitivity of direct detection experiments to the param-
eter regions where the DMparticle can be a thermal relic that
obtains its abundance via the freeze-out mechanism. Such a
comparison is necessarily model dependent, but the number
of possibilities is limited by strong constraints on sub-GeV
WIMPs [87,88]. Here we focus on one viable scenario,
namely, a vectormediator and complex scalarDM[15]. If the
mediator mass is sufficiently large, mmed > 2mDM, the DM
relic abundance probes the same combination of parameters
as direct detection experiments. In other words, for each
value ofmDM, there is a unique value of σp corresponding to
the observed relic abundance [89]. The scattering cross
sections obtained in this way are indicated by the gray band

in the lower panel of Fig. 2. We observe that current bounds
exclude the simplest realization of thermal freeze-out in the
model that we consider formDM > 450 MeV, while the next
generation of direct detection experiments is expected to
probe the relevant cross sections across the entire mass range
of interest.
Conclusions.—The sub-GeV mass range represents a

new frontier in the search for particle DM. While direct
detection experiments are often considered insensitive to
nuclear recoils induced by scattering of light DM particles,
we have shown that electrons emitted from recoiling atoms

FIG. 2. Exclusion limits (solid lines) and projected sensitivities
(dotted lines) for sub-GeV DM. The bounds resulting from our
analysis of electron emission after nuclear recoils are shown in
blue for LUX (using two different statistical methods) and in
green for XENON1T. (Upper) The case of a scalar mediator
(couplings proportional to mass). (Lower) The case of a vector
mediator (couplings proportional to charge). In the latter case,
there are constraints both from experiments looking for nuclear
recoils (NR) and from experiments looking for electron recoils
(ER). The bounds from the CRESST surface run, LUX NRþ γ
and LUX 2013 (CC) have been omitted in the lower panel for
clarity. We also show the parameter combinations that yield the
observed DM relic abundance for one specific model (complex
scalar DM). See text for details.
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significantly boost the signal, leading to an enhanced
sensitivity for, and new bounds on, the DM-nucleus scatter-
ing cross section. In liquid xenon detectors, the sensitivity to
these signals is further enhanced by the possibility of upward
fluctuations in the S1 signal, leading to the possibility to
distinguish between signal and background.
In the present Letter, we have focused on the LUX

experiment as an example of existing technology and the
LZ experiment as illustration of the power of next-
generation experiments. Nevertheless, the same physics
will be relevant for other direct detection experiments
sensitive to electronic recoils. Moreover, our results may
also be applied to coherent neutrino-nucleus scattering
[44,90] and to the interpretation of calibration data based on
neutron-nucleus scattering [91,92].
In conclusion, we emphasize that direct detection experi-

ments are only just beginning to probe the interesting
parameter space for sub-GeVWIMPs. Significant improve-
ments of sensitivity are required in order to probe the cross
sections favored by the freeze-out mechanism. To achieve
this goal, we need both a dedicated effort to build new types
of direct detection experiments with very low thresholds
and further theoretical developments to better understand
the ways in which DM particles can lead to observable
signals in conventional direct detection experiments.
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