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The TOTEM collaboration has measured the proton-proton total cross section at /s = 8 TeV using a
luminosity-independent method. In LHC fills with dedicated beam optics, the Roman pots have been
inserted very close to the beam allowing the detection of ~90% of the nuclear elastic scattering events.
Simultaneously the inelastic scattering rate has been measured by the T1 and T2 telescopes.
By applying the optical theorem, the total proton-proton cross section of (101.7 = 2.9) mb has been
determined, well in agreement with the extrapolation from lower energies. This method also allows
one to derive the luminosity-independent elastic and inelastic cross sections: ¢ = (27.1 = 1.4) mbj;

i = (74.7 = 1.7) mb.
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Introduction.—The measurements at the ISR [1-3]
(for proton-proton), at the SppS [4] collider, and at the
TEVATRON [5,6] (for proton-antiproton) have provided
a clear evidence of the rise of the total cross section with
energy. The CERN Large Hadron Collider (LHC) with its
energy reach up to 14 TeV and an unprecedented dedicated
forward-detector system operated by the TOTEM collabo-
ration provides the unique opportunity to precisely deter-
mine o, at various energies and thus the functional form
of the rise with energy.

This Letter presents the first luminosity-independent
measurement of the total proton-proton cross section at
the LHC at a center of mass energy /s = 8 TeV. The
TOTEM collaboration has already measured the total
proton-proton cross section at /s = 7 TeV and has dem-
onstrated the reliability of the luminosity-independent
method by comparing several approaches to determine
the total cross sections [7,8]. The method requires the
simultaneous measurements of the inelastic and elastic
rates, as well as the extrapolation of the latter in the
invisible region down to |7/l = 0 [see Eq. (3)]. This is
achieved with the TOTEM experimental setup which
consists of two inelastic telescopes T1 and T2 to detect
charged particles produced in inelastic pp collisions, and
Roman pot stations to detect elastically scattered protons
at very small angles.

The telescopes consists of two arms placed symmetri-
cally on both sides of interaction point 5 (IP5): the T1
telescope is based on cathode strip chambers (CSCs)
placed at =9 m and covers the pseudorapidity range 3.1 =
|nl = 4.7; the T2 telescope is based on gas electron

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOL

0031-9007/13/111(1)/012001(6)

012001-1

PACS numbers: 13.85.Lg

multiplier (GEM) chambers placed at +13.5 m and covers
the pseudorapidity range 5.3 =< |n| = 6.5. The pseudora-
pidity coverage of the two telescopes allows the detection
of 95% of the inelastic events, including events with dif-
fractive mass down to 3.6 GeV. As the fraction of events
with all final state particles beyond the instrumented region
has to be estimated using phenomenological models, the
excellent acceptance in TOTEM allows a minimal depen-
dence on such models and thus small uncertainty on the
inelastic rate measurement.

Also, Roman pot (RP) stations are located symmetri-
cally on either side of the IP at distances of 215-220 m
from IP5. Each station is composed of two units separated
by a distance of about 5 m. A unit consists of 3 RPs, two
approaching the outgoing beam vertically and one hori-
zontally. Each RP is equipped with a stack of 10 silicon
strip detectors designed with the specific objective of
reducing the insensitive area at the edge facing the beam
to only a few tens of micrometers. The long lever arm
between the near and the far RP units has two important
advantages: the local track angles in the x and y projections
perpendicular to the beam direction can be reconstructed
with a precision of ~10 urad and a high trigger efficiency
(> 99%) can be achieved as the proton trigger selection
uses all RPs independently. A complete description of the
TOTEM detector layout is given in [9].

Data taking.—The analysis presented in this Letter is
performed on two data samples recorded in July, 2012
during two special LHC fills with B8* = 90 m optics.
This special optics is described in detail in [7,10]. It has
been successfully implemented and commissioned at the
new LHC energy of 8 TeV keeping unchanged its main
properties at the Roman pot stations located at 220 m: a
large effective length, L,, parallel-to-point focusing in the
vertical plane and a very low effective length, L, in the
horizontal plane. These settings optimize the detection of
elastic events and their separation from diffractive events.
Both data samples consist of events triggered on: (i) one
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TABLE I. Description of the available data samples. The RP
position is given as the RP approach to the beam in multiples of
the transverse beam size (0pg,, ~ 0.7 mm). The third column
shows the lowest |#| values reached in the elastic sample after all
cuts. The last two columns show the number of elastic and
inelastic events collected.

RP Elastic Inelastic
Data set  position  |t],;, (GeV?) events events
1 6.007peqrm 0.01 416 X 103 2.30 X 106
2 9.5 um 0.02 238 X 103 1.72 X 10

colliding bunch-pair with a population of 7 X 10'° protons/
bunch giving an instantaneous luminosity of =~10mb~!s™!
and an average number of inelastic interactions of 0.05—
0.06 per bunch crossing; (ii) one noncolliding bunch in
each beam with the same population as the colliding ones.

The collected events have been triggered by the T2
telescope in either arm (inelastic trigger), by the RP detec-
tors in a double-arm coincidence (elastic trigger), and by
random bunch crossings (zero-bias sample used for cali-
bration). A summary of the data samples is given in Table I.

Analysis: Elastic scattering.—The analysis follows the
same procedure as the one performed for the measurement
of the elastic cross section at 7 TeV [10]. The measurement
of the elastic rate is based on the selection of events with
the following topology in the RP detector system: a recon-
structed track in the near and far vertical detectors on each
side of the IP such that the elastic double-arm signature
is satisfied in one of the two diagonals (left top and right
bottom or left bottom and right top). Moreover, “elastic
tagging” cuts (enforcing the elastic scattering kinematics
constraints) are applied to suppress any background to
a negligible level (<< 0.1%). Using the optical functions,
the kinematics of the process is resolved and the differen-
tial rate is established as a function of the squared four-
momentum transfer, 7. After applying corrections that take
into account acceptance limitations, resolution effects and

detector and reconstruction inefficiencies, it is possible to
extrapolate the differential rate to r = 0.

The two data sets (each with two diagonals) are analyzed
separately and the final results are combined only at the
end, giving a better control over the systematics.

The key analysis steps are mentioned in more detail
below, and they are quantified in Table II together with
their systematic uncertainties.

Alignment: After applying all the alignment methods the
residual misalignment is about 10 wm in the horizontal
coordinate and about 50 um in the vertical. When pro-
pagated to the reconstructed scattering angles, this leads
to uncertainties of about 3 urad (horizontal angle) and
0.1 urad (vertical angle).

Elastic tagging: The event selection requires the coli-
nearity of the two outgoing protons, the suppression of the
diffractive events and the comparison of the horizontal
vertex position reconstructed from the left and right
arms. This last cut is very effective in suppressing beam-
halo background. The cut thresholds were optimized for
purity (background contamination in the selected sample
less than 0.1%) and for efficiency (uncertainty of true
elastic event selection 0.5%).

Kinematics reconstruction: The horizontal and vertical
scattering angles (6%, 6y) are reconstructed in each arm

as [11]:
1 dv
f— _ Xk 1
0 dL,/ds <0x ds )’ M

or =2,

y Ly
where s denotes the distance from the interaction point, y
the vertical displacement at the detector, 8, the horizontal
angle of the proton trajectory at the detector, and x* the
horizontal vertex coordinate. The settings of the LHC
magnet lattice determine the betatron amplitude (B*=
90m at the IP) and the optical functions L(s),, and
v(s),, (at s =220 m: L, = 260 m, dv,/ds~=—0.05m™!
and dL./ds = —0.5). The term with x* is eliminated once
the correlation between the left and right outgoing protons

U

TABLE II. Overview of the analysis steps, associated corrections, and systematic uncertainties to the differential and total elastic

rate.

Source Effect on |7l = 0.01 GeV? 0.1 GeV? 0.2 GeV?

Alignment t *0.21% *0.3% +0.57%

Kinematics reconstruction: Optics, beam energy t *1.09% *0.72% *4.3%

Selection norm. *+0.5%

Acceptance (correction factor) dN/dt 3.3 £0.024 1.2 = 0.002 1.8 £0.004

Resolution unfolding t (0.5=0.1)% (—=0.2 = 0.003)% (=2.6 =0.1)%
Uncorrelated inefficiency: (10 * 0.6)%

Efficiency norm. Correlated inefficiency: (3 = 1)%

Pileup: (4.7 +0.4)%

Extrapolation/Fit

dNy/dtl,—, +2.5%
B (19.9 + 0.3) GeV 2
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is enforced. The statistical uncertainty of the scattering
angles is 2.2 urad in the y projection (mainly due to the
beam divergence) and 6.4 urad in the x projection (due
to the beam divergence and sensor pitch). The systematic
uncertainties of the optical functions are about 1.5% for
dL,/ds and 0.4% for L,, independently for each beam.

These resolutions are then improved by a factor V2 when
the left and right arm measurements are averaged.

Acceptance correction: Due to the detector shape and
the LHC aperture, a geometrical acceptance correction is
applied. The smearing around the acceptance limits (due
to the beam divergence) is also taken into account and
gives the only uncertainty of the acceptance correction.
However, since the beam-divergence can be experimen-
tally determined, the propagated uncertainty is small.
The final ¢ range is constrained to a region where the
acceptance correction factor is below 5 in order to limit
the systematic error on the final cross section.

Unfolding of resolution effects: The impact of resolution
effects is assessed and eliminated exploiting a data-tuned
Monte Carlo simulation. The angular spread is determined
(by comparing the angles reconstructed from the left and
right arm) with a small uncertainty (0.2 urad), therefore
the unfolding correction factors can be calculated with a
precision better than 0.1%.

Efficiency: The detector reconstruction efficiency per
RP is evaluated directly from the data. The source of
inefficiencies, once acceptance effects have been excluded,
is mainly the lack of capability of the strip detectors to
resolve multiple tracks. These can be caused by interac-
tions of the protons with the sensors or the surrounding
material or by the overlap with beam halo protons. In
Table II the corrections are listed in different categories:
“uncorrelated,” when one pot out of four has no recon-
structed track; “correlated,” when a shower originating in
the near pot causes the loss of the track in one station; and
“pileup” when one or more beam halo protons coincide
with an elastic event.

Extrapolation to t = 0: The measured differential rate
can well be described (y?/ndf = 1.1) over the |¢| range
from [¢|,;, to 0.2 GeV? by an exponential function with
slope B = (19.9 + 0.3) GeV 2%

% = % —Blt|

dt dt t:()e ’ @)
The stability of the fit has been verified by varying the
lower [t| bound. The observed systematic effect on the
slope and the intercept is negligible compared to the other
systematic uncertainties listed in Table II. Assuming
that parametrization (2) holds also for |¢| < |#];,, the value
dN.,;/dt|,—, can be used to determine the total cross section
using Eq. (3). The measurements performed at very high
B optics will allow the exploration of the |¢| region below
the present 7], to seek the Coulomb-nuclear interference
or any other new effect.

Elastic rate: The total nuclear elastic rate N is obtained
by the integration of the data up to |f| = 0.4 GeV>.
The contribution due to events with larger [¢| is negligible
(< 0.1%) compared to the other uncertainties.

Systematic uncertainties: Monte Carlo techniques are
used to study and evaluate the combined effect of the
above mentioned systematic uncertainties. The leading
effect is the uncertainty of the optics in the horizontal
projection. However, the induced error changes sign at
|t| = 0.07 GeV? which leads to partial error cancellation
in the integrated elastic rate N.

Analysis: Inelastic scattering.—The analysis procedure
is equivalent to the one performed for the measurement of
the inelastic cross section at 7 TeV [12]. The observed
inelastic rate is the number of events triggered by the T2
detector. The events are classified according to their topol-
ogy: events with tracks in T2 in both hemispheres (2h),
dominated by nondiffractive minimum bias and double
diffractive processes, and events with tracks in one hemi-
sphere only (1h) dominated by a single diffraction process.
Several corrections have to be applied in order to derive
the total inelastic rate. First, to obtain the visible rate, the
observed rate is corrected for the trigger and detector
efficiency, the background due to beam gas is subtracted,
and the effect of the pileup is taken into account. Second,
the rate corresponding to the events with at least one final
state particle in |n| < 6.5 (N|,|<¢5) is derived by taking
into account the topologies which can cause an undetected
event in T2. These are: events recorded only by T1, events
with a rapidity gap covering T2, and central diffraction
events with final states only in the central or very forward
region. Third, to estimate the total inelastic rate N;,, the
contribution of low mass diffractive processes producing
only final state particles at pseudorapidities above 6.5 is
evaluated using Monte Carlo simulation. The main correc-
tions which lead to the measurement of the total inelastic
rate are described below and quantified in Table III
together with their systematic uncertainties.

Beam gas background: This correction is estimated
from events triggered on the noncolliding bunches. It is

TABLE IIl. Overview of the corrections and systematic un-
certainties of the inelastic rate measurement. The second column
shows the size of the correction, the third column the systematic
uncertainty related to the source.

Source Correction Uncertainty  Effect on
Beam gas 0.45% 0.45% all rates
Trigger efficiency 1.2% 0.6% all rates
Pileup 2.8% 0.6% all rates
T2 reconstruction 0.35% 0.2% Ninets Niyl<6s
“T1 only” 1.2% 0.4% Ninels Njpl<65
Internal gap covering T2  0.4% 0.2% Ninel> Nygl<6.5
Central diffraction 0% 0.35%  Ninet> Nyyl<6.5
Low mass diffraction 4.8% 2.4% Nigel
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TABLE IV. Summary of the measured cross sections with detailed uncertainty composition.
The p uncertainty follows from the COMPETE preferred-model p extrapolation error of
*0.007. The right-most column gives the full systematic uncertainty, combined in quadrature
and considering the correlations between the contributions.

Systematic uncertainty

Quantity Value el. t-dep el. norm inel p = full
O (Mb) 101.7 *1.8 *1.4 *1.9 *0.2 = *+29
OTinel (Mb) 74.7 *1.2 *0.6 *0.9 *0.1 = =*17
o, (mb) 27.1 *0.5 *0.7 *1.0 *0.1 = *14
Ot/ Tinet (%) 36.2 *0.2 *0.7 *0.9 = =*11
et/ Ot (%) 26.6 *0.1 *0.4 *0.5 = *+0.6

extracted and applied as a function of the T2 track multi-
plicity and affects only the 1h category. The systematic
uncertainty is estimated to be 0.45% which corresponds
to the maximal variation of the background that gives a
compatible fraction of 1h events (trigger and pileup cor-
rected) in the two samples.

Trigger efficiency: This correction is estimated from the
zero-bias triggered events. It is extracted and applied as a
function of the T2 track multiplicity, being significant
for events with only one track and rapidly decreasing to
zero for five or more tracks. The systematic uncertainty is
evaluated comparing the trigger performances with and
without the requirement of having a track pointing to the
vertex and comparing the overall rate correction in the two
samples.

Pileup: This correction factor is determined from the
zero-bias triggered events: the probability to have a bunch
crossing with tracks in T2 is 0.05-0.06 from which the
probability of having n = 2 inelastic collisions with tracks
in T2 in the same bunch crossing is derived. The systematic
uncertainty is assessed from the variation, within the same
data set, of the probability to have a bunch crossing with
tracks in T2 and from the uncertainty due to the T2 event
reconstruction efficiency.

Reconstruction efficiency: This correction is estimated
using Monte Carlo generators (PYTHIAS [13], QGSJET-
I1-03 [14]) tuned with data to reproduce the measured
fraction of lh events which is equal to 0.216 = 0.007.
The systematic uncertainty is assumed to be half of the
correction: as it mainly depends on the fraction of events
with only neutral particles in T2, it accounts for variations
between the different Monte Carlo generators.

T1 only: This correction takes into account the amount
of events with no final state particles in T2 but one or
more tracks in T1. The uncertainty is the precision with
which this correction can be calculated from the zero-bias
sample plus the uncertainty of the T1 reconstruction
efficiency.

Internal gap covering T2: This correction takes into
account the events which could have a rapidity gap fully
covering the T2 5 range and no tracks in T1. It is estimated
from data, measuring the probability of having a gap in T1

and transferring it to the T2 region. The uncertainty takes
into account the different conditions (average charged
multiplicity, py threshold, gap size, and surrounding
material) between the two detectors.

Central diffraction: This correction takes into account
events with all final state particles outside the T1 and T2
pseudorapidity acceptance and it is determined from simu-
lations based on the PHOJET and MBR event generators
[15,16]. Since the cross section is unknown and the uncer-
tainties are large, no correction is applied to the inelastic
rate but an upper limit of 0.25 mb is taken as an additional
source of systematic uncertainty.

Low mass diffraction: The T2 acceptance edge at |n| =
6.5 corresponds approximately to diffractive masses of
3.6 GeV (at 50% efficiency). The contribution of events
with all final state particles at |n| > 6.5 is estimated with
QGSJET-II-03 after tuning the Monte Carlo prediction with
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FIG. 1 (color). Compilation [8,20-24] of the total (o), in-
elastic (o;,,) and elastic (o) cross-section measurements: the
TOTEM measurements described in this Letter are highlighted.
The continuous black lines (lower for pp, upper for pp) repre-
sent the best fits of the total cross-section data by the COMPETE
collaboration [19]. The dashed line results from a fit of the
elastic scattering data. The dash-dotted lines refer to the inelastic
cross section and are obtained as the difference between the
continuous and dashed fits.
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the observed fraction of 1h events. At 7 TeV this estimation
is well in agreement with the indirect measurement of the
inelastic cross section [10,12]. To account for the large
uncertainty of low mass diffraction and to cover also the
other predictions studied [13,15,17], the systematic uncer-
tainty is estimated to be half of the correction, 2.4%.

The total cross section.—The measurements of the total
inelastic rate N, and of the total nuclear elastic rate N
with its extrapolation to t = 0, dN,,/dt|,—,, are combined
via the optical theorem to obtain the total cross section [18]

167 (dNg/d1),—
Ot = 2
I1+p (Nel + Ninel)

3)

yielding the
measurement:

following luminosity-independent

o = (101.7 = 2.9) mb.

The parameter p (the ratio of the real to the imaginary
part of the forward nuclear elastic amplitude) is assumed to
be = 0.140 = 0.007 from the COMPETE [19] preferred-
model extrapolation.

Using the measured (and fully corrected) ratio Ng;/Niper»
one can derive the luminosity-and p-independent ratios

o
—L = 0.362 = 0.011, Tel — 0.266 *+ 0.006.

inel T ot

The elastic and inelastic cross sections can be derived
independently from the luminosity by combining their
ratio and sum (oy):

g =(271*14) mb, 0y = (74.7 = 1.7) mb.

Table IV summarizes the measured cross sections and
their detailed uncertainty composition. Figure 1 shows
good agreement of the luminosity-independent cross sec-
tions measured by the TOTEM collaboration with the
extrapolation from lower energies [19].

Summary.—The TOTEM collaboration has measured,
for the first time at the LHC, the total proton-proton cross
section at /s = 8 TeV in a luminosity-independent way.
The method was already validated at \/s = 7 TeV [8]. The
two measurements are consistent in terms of detector
performance showing comparable systematic uncertainties
and they are both in good agreement with the extrapolation
of the lower energy measurements.
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