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We present the new parton distribution functions (PDFs) from the CTEQ-TEA collaboration, obtained
using a wide variety of high-precision Large Hadron Collider (LHC) data, in addition to the combined
HERA Iþ II deep-inelastic scattering dataset, along with the datasets present in the CT14 global QCD
analysis. New LHC measurements in single-inclusive jet production with the full rapidity coverage, as well
as production of Drell-Yan pairs, top-quark pairs, and high-pT Z bosons, are included to achieve the
greatest sensitivity to the PDFs. The parton distributions are determined at next-to-leading order and next-
to-next-to-leading order, with each of these PDFs accompanied by error sets determined using the Hessian
method. Fast PDF survey techniques, based on the Hessian representation and the Lagrange multiplier
method, are used to quantify the preference of each data set to quantities such as αsðmZÞ, and the gluon and
strange quark distributions. We designate the main resulting PDF set as CT18. The ATLAS 7 TeV precision
W=Z data are not included in CT18, due to their tension with other datasets in the global fit. Alternate PDF
sets are generated including the ATLAS precision 7 TeVW=Z data (CT18A), a new scale choice for low-x
DIS data (CT18X), or all of the above with a slightly higher choice for the charm mass (CT18Z).
Theoretical calculations of standard candle cross sections at the LHC (such as the gg fusion Higgs boson
cross section) are presented.
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I. INTRODUCTION

With an accumulated data sample of over 140 fb−1 at the
13 TeV run for both ATLAS and CMS collaborations, the
Large Hadron Collider (LHC) has entered an era of

precision physics. The experimental precision has been
matched by improvements to the theoretical predictions,
with a number of collider processes now available at the
next-to-next-to-leading order (NNLO) in the QCD cou-
pling strength. Such precision is necessary for rigorous
tests of the Standard Model (SM) and in searches for signs
of physics beyond the Standard Model (BSM), as there
have been no “smoking-gun” signs of BSM physics to date.
Precise predictions in QCD theory require correspondingly
precise parton distribution functions (PDFs) [1–8], which
in turn warrant advances in interpreting LHC experiments
to extract important information about the SM and,
possibly, BSM physics.
To this end, we present a new family of CTEQ-TEA

parton distribution functions, designated as CT18. These
PDFs are produced at both next-to-leading order (NLO)
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and next-to-next-to-leading order (NNLO) in the QCD
coupling constant, αs. The CT18 PDFs update those of the
CT14 family presented in Ref. [1]. In the new analysis, we
include a variety of new LHC data, at the center-of-mass
energies of 7 and 8 TeV, on the production of single-
inclusive jets, W=Z bosons, and top-antitop quark pairs,
obtained by the ATLAS, CMS, and LHCb collaborations.
At the same time, the update retains crucial “legacy” data
from the previous CT global QCD analyses, such as the
HERA Iþ II combined data on deep-inelastic scattering
(DIS) and measurements in fixed-target experiments and at
the Fermilab Tevatron pp̄ collider. Measurements of
processes in similar kinematic regions, by both ATLAS
and CMS, allow crucial cross-checks of the data.
Measurements by LHCb often allow extrapolations into
new kinematic regions not covered by the other experi-
ments. Some processes, such as tt̄ production, allow for the
measurement of multiple observables that provide similar
information for the determination of PDFs. In addition to
the PDFs themselves, we also present relevant PDF
luminosities and predictions with uncertainties for standard
candle cross sections at the LHC.
The goal of the CT18 analysis is to include as wide a

kinematic range for each measurement as possible while
still achieving reasonable agreement between data and
theory. For the ATLAS 7 TeV jet data [9], for example,
all rapidity intervals cannot be simultaneously used without
the introduction of systematic error decorrelations provided
by the ATLAS collaboration [10]. Even with that decorre-
lation, the resultant χ2 for the new jet experiments is not
optimal, resulting in less effective PDFconstraints. Inclusive
cross section measurements for jet production have been
carried out for two different jet-radius values, R, by both
ATLAS and CMS. For both experiments, we have chosen
the data with the larger R value, for which the NNLO (fixed
order) prediction should have a higher accuracy.We evaluate
the jet cross section predictions using a QCD scale of
inclusive jet transverse momentum Q ¼ pjet

T , consistent
with past usage at NLO. The result is largely consistent
with similar evaluations using Q ¼ HT [11–13].
Theoretical predictions for comparison to the data used

in the global fit have been carried out at NNLO, either
indirectly through the use of fast interpolation tables such
as fastNLO [14,15] and APPLGRID [16], together with NNLO/
NLO K factors, or directly (for top-quark-related observ-
ables) through the use of fastNNLO grids [17,18].
In an ideal world, all such datasets would perfectly be

compatible with each other, but differences are observed
that do result in some tension between datasets and pulls in
opposite directions. One of the crucial aspects of carrying
out a global PDF analysis is dealing with datasets that add
some tension to the fits, while preserving the ability of the
combined dataset to improve on the existing constraints on
the PDFs. In some cases, a dataset may be in such tension
as to require either its removal from the global analysis

or its inclusion only in a separate iteration of the new
PDF set.
In this paper, we will describe how the high-precision

ATLAS 7 TeV W=Z rapidity distributions, which, as we
find, favor an increase of the strange quark distribution at
low x, require such special treatment. In particular, while
other PDF-analysis groups (e.g.,MMHT, seeRef. [19]) have
noted that these ATLAS W=Z data can be fitted with
χ2=d:o:f. that is comparable to the CT18 one, we find that
such χ2 reflects systematic tensions with many of the other
data in our global analysis. Furthermore, the standard
Hessian profiling technique used by the experimental
collaborations significantly underestimates the minimal χ2

that can be reached for the ATLAS 7 TeV W=Z data when
they are included in the CT18 fit. We therefore treat these
measurements separately in an alternative fit, CT18A,
introduced in Sec. II C. In another variant, CT18X, a special
scale μ2F;x ≡ 0.82ðQ2 þ 0.3 GeV2=x0.3B Þ is used for the
calculation of low-x DIS cross sections; the scale mimics
the impact of low-x resummation. Both modifications cause
an increase in the low-x quark and gluon distributions.
Finally, these two variants of the CT18 fit are amalgamated
into a combined alternative fit, CT18Z. Since the CT18Z
PDFs are most dissimilar from the CT18 ones, we show
numerous results based on the CT18 and CT18Z PDFs
throughout the article, while deferring the comparisons to
CT18A and X to Appendix A, where additional in-depth
comparisons to CT18Z are also provided. A recommenda-
tion on selecting one of the four PDF ensembles depending
on the user’s needs is given at the beginning of Sec. VII.
Our current global analyses are carried out in four stages.

First, PDFSENSE [20,21], a program for a rapid survey of
QCD data using the Hessian approach [22,23], is used to
select the datasets that are expected to have the greatest
impact on the global PDF sets. This selection takes into
account the sensitivity of the data to specific PDFs in a
given x range, which reflects both the correlation of these
data with a given PDF, as well the size of the dataset and
magnitudes of its statistical and correlated systematic
errors. For example, both the collider inclusive jet data
and the top-quark data have a strong correlation with the
high-x gluon, but the inclusive jet data has a larger
sensitivity due to a much larger number of data points.
Next, EPUMP [24,25] is used to quickly examine the
quantitative impact of each selected dataset, within the
Hessian approximation. Third, the full global PDF fit is
carried out using all such datasets. Recent enhancements to
the CT global analysis code have greatly improved the
speed of the calculations. Last, the impact of key datasets
on certain PDFs at specific kinematic points of interest, as
well as on the value of αsðMZÞ, is assessed using the
Lagrange multiplier (LM) method [26]. In order to min-
imize any parametrization bias, we have tested different
parametrizations for CT18: e.g., using a more flexible
parametrization for the strange quark PDF. In some
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kinematic regions, there are fewer constraints from the data
on certain PDFs. In particular, LM constraints have been
applied to limit the strangeness PDF at x < 10−5 to physi-
cally reasonable values, as summarized in Appendix C.
Our paper is organized as follows. Section II begins with

an executive summary of the key stages and results of the
CT18 global analysis. It continues with an overview of the
chosen experimental data and alternative fits (CT18Z,
CT18A, and CT18X) in the CT18 release. This section
concisely summarizes the key results that are of interest to
most readers. The subsequent sections and Appendixes
elaborate on specific aspects and outcomes.
In Sec. III we detail theoretical/computational updates to

the CT fitting methodology and details for specific process-
dependent calculations. Section IV presents the main
results obtained in CT18—the fitted PDFs as functions
of x andQ, the determinations of QCD parameters (αs,mc),
the calculated parton luminosities, and the various PDF
moments and sum rules. These comparisons will be of
interest to a broad group of researchers who will use the
PDFs for theoretical predictions at LHC experiments.
Section V describes the ability of CT18 to provide a

successful theoretical description of the fitted data. In
addition to characterizing the fit of individual datasets,
in Sec. VI, we also compute the various standard candle
quantities of relevance to LHC phenomenology, for in-
stance, Higgs boson production cross sections at 13 and
14 TeV, and various correlations among electroweak boson
and top-quark pair production cross sections. In Sec. VII,
we discuss the broader implications of this work and
highlight our main conclusions.
Several Appendixes present a number of important

supporting details. In Appendix A, we review the CT18Z
and other alternative fits, including descriptions of various
datasets admitted into these separate analyses. A number of
more formal details related to our likelihood functions and
relations among covariance matrices are summarized in
AppendixB.AppendixC presents the analytical fitting form
adopted in CT18 and best-fit values of the PDF parameters.
Appendix D presents a number of technical advances in the
CT fitting framework, including code parallelization, while
Appendix E enumerates the decorrelation models utilized in
fitting the newly included inclusive jet data from the LHC.
In Appendix F, we present the results of a short study based
on Hessian profiling methods to assess the impact of the
7 TeV W=Z production data taken by ATLAS. Additional
figures are included as Supplemental material [27].

II. OVERVIEW OF THE CT18 GLOBAL QCD
ANALYSIS

A. Executive summary

1. Input experimental data and final PDF ensembles

The CT18 analysis updates the widely used CT14 PDF
sets [1] by applying NNLO and NLO global fits to an

expanded set of experimental measurements that include
high-statistics data from the ep collider HERA and the
LHC. The CT18 experimental dataset includes high-
statistics measurements from ATLAS, CMS, and LHCb
on production of inclusive jets,W=Z bosons, and top-quark
pairs, while it retains the crucial legacy data, such as the
HERA run I and run II combined data and measurements
from the Tevatron. By 2018, the LHC collaborations
published about three dozen experimental datasets that
can potentially constrain the CT PDFs. We selected the
most promising experiments available by mid-2018 using
the methods reviewed in Secs. II A 3 and II A 4. We then
extensively examined the impacts of the datasets within the
full fitting framework. Section II B contains an overview of
these experiments. The kinematic distribution of the data
points included in CT18 is shown in Fig. 1 as a function of
the typical parton momentum fraction, x, and QCD
factorization scale, denoted here as Q.1 As has been true
for global PDF fits for some time, the data included cover a
large kinematic range, both in x and Q.
In light of the unprecedented precision reached in some

measurements, the latest LHC data must be analyzed using
NNLO theoretical predictions in perturbative QCD. The
fitted PDFs we obtain in this analysis are plotted in Fig. 2,
which displays in the upper panels the CT18 PDFs at two
widely separated scales, Q ¼ 2 and 100 GeV (on the left
and right, respectively). In the lower panels, we show the
corresponding PDFs found in our amalgamated alternative
analysis, CT18Z.
The final CT18(Z) data ensemble contains a total of

Npt ¼ 3681 (3493) data points and results in χ2=Npt ¼
1.17ð1.19Þ at NNLO. The PDF uncertainties are con-
structed at the 90% probability level based on two tiers
of criteria as in the CT14 global analysis [1]. These PDFs
are obtained by assuming a world-average QCD coupling
constant, αsðMZÞ ¼ 0.118 [28]. The combined PDFþ αs
uncertainty can be computed using the special αs series of
the PDFs for each family by adding the PDF and αs
uncertainties in quadrature, as explained in Ref. [29].
Among the four ensembles (CT18, A, X, and Z) of

PDFs, the CT18 and CT18Z ensembles are the most
dissimilar in terms of the shapes of PDFs, notably in the
x dependence of the fitted gluon and strangeness distribu-
tions, gðx;QÞ and sðx;QÞ, as well as in some PDF
uncertainties. For CT18, we obtain modest improvements
in the precision for the gluon density gðx;QÞ, as compared
to CT14, following the inclusion of the LHC run-1 data
discussed below. For CT18Z, however, we obtain a some-
what enlarged uncertainty for the gluon and perturbatively
generated charm PDFs, especially at the lowest values of
x < 10−3, due to the modified treatment of the DIS data
described in Sec. II C and Appendix A. These final PDFs

1The typical momentum fractions and factorization scales are
estimated as in Ref. [20].

NEW CTEQ GLOBAL ANALYSIS OF QCD PHYS. REV. D 103, 014013 (2021)

014013-3



depend on numerous systematic factors in the experimental
data. Scrupulous examination of the systematic effects was
essential for trustworthy estimates of PDF uncertainties,
and the scope of numerical computations also needed to be
expanded.

2. Combined HERA I+ II DIS data and the
xB-dependent factorization scale

Even in the LHC era, DIS data from the ep collider
HERA provide the dominant constraints on the CT18
PDFs. This dominance is revealed by independently
applying the EPUMP, PDFSENSE, and Lagrange multiplier
methods. CT18 implements the final (“combined”) dataset
from DIS at HERA run-I and run-II [30], which supersedes
the HERA run-I only dataset [31] used in CT14 [1]. A
transitional PDF set, CT14HERAII, was released based on
fitting the final HERA data [32]. We found fair overall
agreement of the HERA Iþ II data with both CT14 and
CT14HERAII PDFs, and that both PDF ensembles describe
equally well the non-HERA data included in our global
analysis. At the same time, we observed some disagreement

(“statistical tension”) between the eþp and e−p DIS cross
sections of the HERA Iþ II dataset. We determined that, at
the moment, no plausible explanation could be provided to
describe the full pattern of these tensions, as they are
distributed across the whole accessible range of Bjorken x
and lepton-proton momentum transfer Q at HERA.
Extending these studies using the CT18 fit, we have
investigated the impact of the choice of QCD scales on
inclusive DIS data in the small-xB region, as will be
explained later in Sec. II C.
We find that the quality of fit to HERA data is improved

by about 50 units by evaluating the NNLO theoretical cross
sections in DIS with a special factorization scale, μF;x, that
depends on Bjorken xB (not the momentum fraction x) and
is introduced in Sec. II C. Figure 3 (left) shows the changes
in the candidate CT18 PDFs obtained by fitting the DIS
datasets with the factorization scale μF;x, as compared to
the CT18 PDFs with the nominal scale μF ¼ Q. With the
scale μF;x, we observe reduced u and d (anti)quark PDFs
and increased gluon and strangeness PDFs at x < 10−2,
as compared to the nominal CT18 fit, with some compen-
sating changes occurring in the same PDFs in the

FIG. 1. The CT18 dataset, represented in a space of partonic ðx;QÞ, based on Born-level kinematical matchings, ðx;QÞ ¼ ðxB; QÞ, in
DIS, etc. The matching conventions used here are described in Ref. [20]. Also shown are the ATLAS 7 TeVW=Z production data (Exp.
ID ¼ 248), labeled ATL7WZ’12, fitted in CT18Z.
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also shown.
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unconstrained region x > 0.5 in order to satisfy the valence
and momentum sum rules.
The right panel of Fig. 3 shows the χ2=Npt values (χ2

divided by the number, Npt, of experimental data points)
for four HERA datasets (inclusive neutral and charged
current DIS [30], reduced charm, bottom production cross
sections, and H1 longitudinal function FLðxB;Q2Þ [33]) in
the fits as a function of the statistical weight w of the HERA
Iþ II inclusive DIS dataset [30]. The default CT18Z fit
corresponds to w ¼ 1; with w ¼ 10, the CT18Z fit increas-
ingly behaves as a HERA-only fit. We see that, with the
scale μ2F;x and w ¼ 10, χ2=Npt for the inclusive DIS dataset
improves almost to the levels observed in the “resummed”
HERA-only fits without intrinsic charm [34,35]. The
quality of the fit to the charm semi-inclusive DIS
(SIDIS) cross section and H1 FL also improves.2

The new combined charm and bottom production mea-
surements from the H1 and ZEUS collaborations published
in Ref. [36] (2018) have been investigated. In their current
version, when these measurements replace the previous
ones in the CT18 global analysis, they cannot be fitted with
a reasonable χ2. Moreover, a mild tension is observed
between these new combined data and several CT18
datasets such as the LHCb 7 and 8 TeV W=Z production
data, Z-rapidity data at CDF run-II, CMS 8 TeV single
inclusive jet production, and tt̄ double differential pT and y
cross section. Therefore, we decided not to include these
data in the CT18 global analysis as they require a dedicated
investigation. In the H1+ZEUS analysis of Ref. [36], the χ2

for these measurements is also found not to be optimal.
This is ascribed to a difference in the slope between data
and theory in the intermediate/small x region. In our
attempt to fit the new combined charm and bottom
production measurements, we have noticed a preference
for a harder gluon at intermediate/small x. We are currently
investigating these data separately and, in particular, we are
exploring the impact of the new correlated systematic
uncertainties, as their number increased from 42 in the
old version of the data, to 167 in the new version. The
results of this new study are going to be published in a
separate forthcoming paper.

3. Selection of new LHC experiments

When selecting the most promising LHC experiments
for the CT18 fit, we had to address a recurrent challenge—
the presence of statistical tensions among various (sub)sets
of the latest experimental data from HERA, LHC, and the

Tevatron. The quickly improving precision of the collider
data reveals previously irrelevant anomalies either in the
experiment or theory. These anomalies are revealed by
applying strong goodness-of-fit tests [37]. Figure 4 illus-
trates the degree of tensions using a representation based on
the effective Gaussian variables SE ≡ ffiffiffiffiffiffiffiffi

2χ2E
p

−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2NE − 1

p
[38] constructed from the χ2 values and numbers of data
points NE for individual datasets E. In an ideal fit in which
the differences between theory and data are consistent with
Gaussian random fluctuations, the probability distribution
for SE must be approximately a standard normal distribu-
tion (with a unit half-width). In the global fits by CTEQ-
TEA and external groups, we rather observe wider SE
distributions as in Fig. 4, with some of the more compre-
hensive and precise datasets (notably, HERA Iþ II inclu-
sive DIS [30] and ATLAS 7 TeV W=Z production [39])
having SE values as high as five units or more. The
question, then, is how to select clean and accurate experi-
ments for the global analysis from an ever-growing list of
measurements, while maximally preserving the consistency
of the selected experiments. For example, there are many
LHC datasets [40] that are potentially sensitive to the PDFs,
including novel measurements involving the production of
high-pT Z bosons, tt̄ pairs, isolated photon, and small-x
heavy flavor (charm or bottom) quarks. Including all such
candidate experiments into the full global fit is impractical:
CPU costs grow quickly with the number of experimental
datasets at NNLO. Poorly fitted experiments would

FIG. 4. A histogram of the effective Gaussian variable (SE)
distributed over all CT18 datasets. Two squares and two stars
indicate the SE values for the NuTeV dimuon and CCFR dimuon
data, respectively.

2The use of the separate H1 FL data as well as the HERA-II
combined data introduces some double counting. However, we
have checked that this choice does not appreciably change the
PDFs, while it does provide a useful indicator of the goodness of
fit in the small-x region. In particular, it is telling that the total χ2
value of H1 FL data (Exp. ID ¼ 169) becomes smaller, not larger,
in the CT18X and CT18Z fits, as compared to CT18.
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increase, not decrease, the final PDF uncertainty. The
generation of one error PDF set took several days of
CPU time in the CT14 fit to 33 experiments in single-thread
mode. Adding 20–30 additional experiments with this
setup was thus impossible. The CTEQ-TEA group resolved
these challenges through a multipronged effort that allowed
us to include 11 new LHC datasets at 7 and 8 TeVon W�,
Z, jet, and tt̄ production.

4. Advances in fitting methodology

To identify the eligible experimental datasets for the
global fit, we developed two programs for fast preliminary
analysis. The PDFSENSE program [20] was developed at
Southern Methodist University (SMU) to predict quanti-
tatively, and before doing the fit, which datasets will have
an impact on the global PDF fit. The EPUMP program [24]
developed at Michigan State University (MSU) applies
Hessian profiling to quickly estimate the impact of data on
the PDFs prior to the global fit. These programs provide
helpful guidelines for the selection of the most valuable
experiments based entirely on the previously published
Hessian error PDFs. Section II B 1 demonstrates an appli-
cation of PDFSENSE.
As we will discuss in Appendix F, the out-of-the-box

algorithm for Hessian profiling implemented in the com-
monly used version 2.0.0 of the xFitter program [41] is
inconsistent with the CTEQ-TEA definitions of PDF
uncertainties and has predicted too optimistic χ2 values
and PDF uncertainties in a number of studies for profiling
the CTEQ-TEA PDFs. The EPUMP program does not have
this caveat. Its Hessian updating algorithm better repro-
duces the χ2 values of the datasets in the full CT14 and
CT18 fits, as well as the respective PDF uncertainties
defined according to the two-tier definition of χ2 adopted in
the CTEQ-TEA analyses since CT10 NLO [42].
The CTEQ fitting code was parallelized to allow a faster

turnaround time (one fit within a few hours instead of many
days) on high-performance computing clusters. For as
much relevant LHC data as possible, we computed the
NLO cross sections with the APPLGRID/fastNLO tables
[16,43] (to be multiplied by tabulated point-by-point
NNLO/NLO K-factor corrections) for various new LHC
processes: production of W=Z bosons, high-pT Z-bosons,
and inclusive jets; the NNLO cross section with the
fastNNLO tables [17,18] for the tt̄ pair production at the
LHC. The APPLGRID tables were cross validated against
similar tables from other groups (available in the public
domain) and optimized for speed and accuracy.

5. Estimates of theoretical and parametrization
uncertainties

Significant effort was spent on understanding the sources
of PDF uncertainties. Theoretical uncertainties associated
with the scale choice were investigated for the affected

processes, such as DIS as well as inclusive jet and high-pT
Z boson production. Other considered theoretical uncer-
tainties were due to the differences among the NNLO and
resummation codes (e.g., DYNNLO [44,45], MCFM [46–48],
FEWZ [49–51], NNLOJET [11,12,52,53], and RESBOS

[54,55]) and Monte Carlo (MC) integration error, see
Sec. III B. Specifically, we have included the MC errors
in the CT18(Z) analysis for the inclusive jet and high-pT Z
boson production data. But, the PDF uncertainties related
to the choice of the QCD scales and the codes for
theoretical calculations have not been systematically
included in this analysis. The important PDF parametriza-
tion uncertainty was investigated by repeating the fits for
Oð250Þ trial functional forms of the PDFs. (Our post-CT10
fits parametrize PDFs in terms of Bernstein polynomials,
which simplify trying a wide range of parametrization
forms to quantify/eliminate potential biases. Appendix C
presents an example of such parametrization.) The final
uncertainty on the nominal CT18 PDF set is determined so
as to cover central solutions obtained with alternative
parametrization forms and alternative fit settings or scale
choices, see Sec. III C.

B. Experimental datasets fitted in CT18

The CT18 global analysis starts with the dataset baseline
of CT14HERAII [32] and adds the LHC results published
before mid-2018. The experiments in the CT14HERAII
baseline are listed in Table I, while the new LHC datasets
included in the CT18(Z) fit are shown in Table II. Tables I
and II also include information on the number of data
points, χ2, and the effective Gaussian variable, SE, for each
individual dataset appearing in the global fit. Most of the
datasets are included in all four PDF ensembles; we will
identify differences between the specific selections as
they arise.

1. Charting sensitivity of new datasets to the PDFs

As discussed in Secs. II A 3 and II A 4, we employed a
new method based on the Hessian sensitivity variables
[20,21] (informative descendants of the Hessian correlation
between theoretical observables and PDFs [22,90,91]) to
determine quantitatively a hierarchy of impact of data on
the global fit, and on specific cross sections.
As a demonstration of this, the PDFSENSE framework can

predict in advance which fitted datasets may have the most
impact on one of the most crucial predictions at the LHC,
such as the Higgs boson cross section (σH) through the gg
fusion process (at

ffiffiffi
s

p ¼ 14 TeV). Often, to get an indica-
tion which datasets will have the most impact on such cross
sections, one examines the Pearson correlations [22,90,91]
between the experimental data points and the gluon
distribution in the kinematic region responsible for
Higgs boson production. The left-hand side of Fig. 5 shows
the data points with the highest absolute correlations jCfj
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TABLE II. Like Table I, for newly included LHC measurements. The ATLAS 7 TeVW=Z data (4.6 fb−1), labeled by ‡, are included in
the CT18A and CT18Z global fits, but not in CT18 and CT18X.

Exp. ID# Experimental dataset Npt;E χ2E χ2E=Npt;E SE

245 LHCb 7 TeV 1.0 fb−1 W=Z forward rapidity cross sec. [81] 33 53.8 (39.9) 1.6 (1.2) 2.2 (0.9)
246 LHCb 8 TeV 2.0 fb−1 Z → e−eþ forward rapidity cross sec. [82] 17 17.7 (18.0) 1.0 (1.1) 0.2 (0.3)
248‡ ATLAS 7 TeV 4.6 fb−1, W=Z combined cross sec. [39] 34 287.3 (88.7) 8.4 (2.6) 13.7 (4.8)
249 CMS 8 TeV 18.8 fb−1 muon charge asymmetry Ach [83] 11 11.4 (12.1) 1.0 (1.1) 0.2 (0.4)
250 LHCb 8 TeV 2.0 fb−1 W=Z cross sec. [84] 34 73.7 (59.4) 2.1 (1.7) 3.7 (2.6)
253 ATLAS 8 TeV 20.3 fb−1, Z pT cross sec. [85] 27 30.2 (28.3) 1.1 (1.0) 0.5 (0.3)
542 CMS 7 TeV 5 fb−1, single incl. jet cross sec., R ¼ 0.7

(extended in y)
[86] 158 194.7 (188.6) 1.2 (1.2) 2.0 (1.7)

544 ATLAS 7 TeV 4.5 fb−1, single incl. jet cross sec., R ¼ 0.6 [9] 140 202.7 (203.0) 1.4 (1.5) 3.3 (3.4)
545 CMS 8 TeV 19.7 fb−1, single incl. jet cross sec., R ¼ 0.7,

(extended in y)
[87] 185 210.3 (207.6) 1.1 (1.1) 1.3 (1.2)

573 CMS 8 TeV 19.7 fb−1, tt̄ norm. double-diff. top pT and y
cross sec.

[88] 16 18.9 (19.1) 1.2 (1.2) 0.6 (0.6)

580 ATLAS 8 TeV 20.3 fb−1, tt̄ pt
T and mtt̄ abs. spectrum [89] 15 9.4 (10.7) 0.6 (0.7) −1.1 ð−0.8Þ

TABLE I. Datasets included in the CT18(Z) NNLO global analyses. Here we directly compare the quality of fit found for CT18 NNLO
vs CT18Z NNLO on the basis of χ2E, χ

2
E=Npt;E, and SE, in which Npt;E, χ2E are the number of points and value of χ2 for experiment E at

the global minimum. SE is the effective Gaussian parameter [38,42,56] quantifying agreement with each experiment. The ATLAS 7 TeV
35 pb−1 W=Z dataset, marked by ‡‡, is replaced by the updated one (4.6 fb−1) in the CT18A and CT18Z fits. The CDHSW data, labeled
by †, are not included in the CT18Z fit. The numbers in parentheses are for the CT18Z NNLO fit.

Exp. ID# Experimental dataset Npt;E χ2E χ2E=Npt;E SE

160 HERAIþ II 1 fb−1, H1 and ZEUS NC and
CC e�p reduced cross sec. comb.

[30] 1120 1408 (1378) 1.3 (1.2) 5.7 (5.1)

101 BCDMS Fp
2 [57] 337 374 (384) 1.1 (1.1) 1.4 (1.8)

102 BCDMS Fd
2 [58] 250 280 (287) 1.1 (1.1) 1.3 (1.6)

104 NMC Fd
2=F

p
2 [59] 123 126 (116) 1.0 (0.9) 0.2 (−0.4)

108† CDHSW Fp
2 [60] 85 85.6 (86.8) 1.0 (1.0) 0.1 (0.2)

109† CDHSW xBF
p
3 [60] 96 86.5 (85.6) 0.9 (0.9) −0.7 ð−0.7Þ

110 CCFR Fp
2 [61] 69 78.8 (76.0) 1.1 (1.1) 0.9 (0.6)

111 CCFR xBF
p
3 [62] 86 33.8 (31.4) 0.4 (0.4) −5.2 ð−5.6Þ

124 NuTeV νμμ SIDIS [63] 38 18.5 (30.3) 0.5 (0.8) −2.7 ð−0.9Þ
125 NuTeV ν̄μμ SIDIS [63] 33 38.5 (56.7) 1.2 (1.7) 0.7 (2.5)
126 CCFR νμμ SIDIS [64] 40 29.9 (35.0) 0.7 (0.9) −1.1 ð−0.5Þ
127 CCFR ν̄μμ SIDIS [64] 38 19.8 (18.7) 0.5 (0.5) −2.5 ð−2.7Þ
145 H1 σbr [65] 10 6.8 (7.0) 0.7 (0.7) −0.6 ð−0.6Þ
147 Combined HERA charm production [66] 47 58.3 (56.4) 1.2 (1.2) 1.1 (1.0)
169 H1 FL [33] 9 17.0 (15.4) 1.9 (1.7) 1.7 (1.4)
201 E605 Drell-Yan process [67] 119 103.4 (102.4) 0.9 (0.9) −1.0 ð−1.1Þ
203 E866 Drell-Yan process σpd=ð2σppÞ [68] 15 16.1 (17.9) 1.1 (1.2) 0.3 (0.6)
204 E866 Drell-Yan process Q3d2σpp=ðdQdxFÞ [69] 184 244 (240) 1.3 (1.3) 2.9 (2.7)
225 CDF run-1 lepton Ach, pTl > 25 GeV [70] 11 9.0 (9.3) 0.8 (0.8) −0.3 ð−0.2Þ
227 CDF run-2 electron Ach, pTl > 25 GeV [71] 11 13.5 (13.4) 1.2 (1.2) 0.6 (0.6)
234 DØ run-2 muon Ach, pTl > 20 GeV [72] 9 9.1 (9.0) 1.0 (1.0) 0.2 (0.1)
260 DØ run-2 Z rapidity [73] 28 16.9 (18.7) 0.6 (0.7) −1.7 ð−1.3Þ
261 CDF run-2 Z rapidity [74] 29 48.7 (61.1) 1.7 (2.1) 2.2 (3.3)
266 CMS 7 TeV 4.7 fb−1, muon Ach, pTl > 35 GeV [75] 11 7.9 (12.2) 0.7 (1.1) −0.6 ð0.4Þ
267 CMS 7 TeV 840 pb−1, electron Ach, pTl > 35 GeV [76] 11 4.6 (5.5) 0.4 (0.5) −1.6 ð−1.3Þ
268‡‡ ATLAS 7 TeV 35 pb−1 W=Z cross sec., Ach [77] 41 44.4 (50.6) 1.1 (1.2) 0.4 (1.1)
281 DØ run-2 9.7 fb−1 electron Ach, pTl > 25 GeV [78] 13 22.8 (20.5) 1.8 (1.6) 1.7 (1.4)
504 CDF run-2 inclusive jet production [79] 72 122 (117) 1.7 (1.6) 3.5 (3.2)
514 DØ run-2 inclusive jet production [80] 110 113.8 (115.2) 1.0 (1.0) 0.3 (0.4)
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(defined by the statistical residuals as in Ref. [20]) with the
Higgs boson cross section at 14 TeV.
By this measure, there may be a number of high-impact

datasets, notably HERA neutral current DIS, LHC and
Tevatron jet production, and HERA charm quark produc-
tion. The correlations, however, do not reflect the exper-
imental uncertainties of the data points: an experimental
cross section could be highly correlated with the gluon
distribution in the x range responsible for Higgs boson
production and still not provide much of a constraint on the
Higgs boson cross section if the experimental uncertainties
are large. Conversely, an experimental cross section that
might not have as large a correlation, but which has smaller
(statistical and systematic) uncertainties, may provide a
stronger constraint.
The level of constraint is thus better predicted by the

sensitivity variable Sf, defined in Ref. [20]. The exper-
imental data points used in the CT18 global fit that have the
highest absolute sensitivity jSfj to the PDF dependence of
σH at 14 TeV are shown on the right-hand side of Fig. 5.
More data points (from a larger number of experiments)
have high sensitivity than those identified by high corre-
lation. In addition to the DIS data from HERA Iþ II, there
are also contributions from the fixed-target DIS experi-
ments, as well as measurements from the LHC.
As will be shown in Sec. VA 2 using Lagrange multi-

plier scans, the HERA Iþ II dataset, with its abundant data
points and small experimental errors, still dominates the
constraints on the gluon distribution in the range sensitive
to Higgs boson production at the LHC. Because of the

continuing influence of the older datasets, we will find that
the reduction of the PDF uncertainty for Higgs boson
production is less significant in CT18 than in CT14. In
addition, tension between some of the most sensitive
datasets limits the reduction on the uncertainty of the
Higgs cross section. These effects are explored in detail in
Sec. VA 2.
We will now discuss the new datasets included in the

CT18 analysis, and highlight the differences in the alter-
native fits.

2. Baseline datasets

The CT18 global analysis inherits from CT14HERAII a
number of precision non-LHC experiments listed in Table I.
Among those, the HERA Iþ II DIS dataset provides the
most significant constraints, followed by a group of fixed-
target neutral-current DIS experiments: BCDMS, NMC,
and CCFR. Similarly, a number of neutrino DIS measure-
ments have previously been included and provide valuable
constraints on sea (anti)quarks. Among them, we find that
the single-nucleon structure functions Fp

2 and Fp
3 extracted

from CDHSW data on neutrino-iron deep inelastic scatter-
ing exhibit a preference for a harder gluon PDF at x≳ 0.1,
compared to CCFR and other experiments, cf. Fig. 21. This
well-known behavior reflects larger logarithmic slopes of
Fp
2 and xFp

3 measured by CDHSW, as compared to the
analogous CCFR measurements [92], which in turn may
reflect differences in the energy calibration and resolution
smearing between the two experiments [93]. Thus, to help

FIG. 5. Left: candidate data considered for inclusion in CT18 according to the magnitude of the Pearson correlation Cf between the
total Higgs cross section at 14 TeV, σHð14 TeVÞ and the residual of each point as determined within the PDFSENSE framework [20].
Right: a similar assessment of the CT18 candidate data, but computed on the basis of the sensitivity, jSfjðxi; QiÞ. In both panels, a
highlighting cut has been imposed to draw attention to the ∼300 highest-impact points according to each metric.
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obtain a softer large-x gluon behavior, as being favored by
recent LHC data, we exclude the CDHSW F2 and xBF3

datasets from the CT18Z analysis, while including these
sets in the rest of the CT18 PDF ensembles.
We continue to include a variety of lepton pair produc-

tion measurements from the Tevatron and fixed-target
experiments, as summarized in Table I. The low-statistics
data on W=Z production at LHCb 7 TeV [94] and ATLAS,
CMS 7 TeV jet production [95,96] are replaced in the CT18
analyses by more recent measurements, as summarized in
the next section.

3. LHC precision data fromW=Z vector boson production

The CT18(Z) global analysis uses W=Z vector boson
production data from LHC run-I, including measurements
from the ATLAS, CMS, and LHCb collaborations.
The measurements from ATLAS included in the fit

are these:
(1) The

ffiffiffi
s

p ¼ 7 TeV W=Z combined cross section
measurements [39] (Exp. ID ¼ 248) with 4.6 fb−1

of integrated luminosity. The ATLAS group has
performed seven measurements with a total of 61
data points: distributions in the pseudorapidity of
charged lepton inWþ (11 points) andW− (11 points)
production, rapidity of lepton pairs for low-mass
Drell-Yan (DY) process in the central region (6
points), Z-peak DY process in the central (12 points)
and forward (9 points) regions, and high-mass DY
process in the central (6 points) and forward (6
points) regions. In the published fits, we include
three measurements: Wþ, W−, and Z-peak central
DY production (34 points in total). These data are
used only to fit the CT18A and CT18Z PDFs, but
not the CT18 and CT18X PDFs. Other data are
ignored due to the sizable EW corrections and/or
photon-induced contribution (γγ → lþl−), as dis-
cussed in Sec. V C.

(2) The
ffiffiffi
s

p ¼ 8 TeV distribution of transverse momen-
tum pT of lepton pairs in the Z=γ� production (Exp.
ID ¼ 253) [85] with 20.3 fb−1 of integrated lumi-
nosity. The ATLAS collaboration measured the pT;ll̄
distribution up to 900 GeV for the lepton pairs in the
invariant mass range 12 < Mll̄ < 150 GeV. Mean-
while, the experimentalists presented both the nor-
malized and absolute cross sections for the singly
differential distribution dσ=dpT;ll̄ and doubly differ-
ential distribution d2σ=ðdpT;ll̄dyll̄Þ. To select the
cleanest and most sensitive data for the CT18 fits,
we only include three invariant-mass bins around
the Z-peak region: Mll̄ ∈ ½46 − 66; 66 − 116;
116 − 150� GeV. We do not include the data at
Mll̄ < 46 GeV, for which the kinematic cut pl

T >
20 GeV restricts the cross section to be coming
predominantly from the region pT;ll̄ ≳Mll̄, where

the higher-order corrections beyond the current
Oðα3sÞ calculation are significant. We fit neither the
normalized pT;ll̄ distributions, as they introduce
artificial interdependence between the particle rates
in the disparate pT;ll̄ regions through their shared
overall normalization, nor the doubly differential
distributions, which are not very sensitive. In total,
we include 27 data points in the pair’s transverse
momentum region 45 ≤ pT;ll̄ ≤ 150 GeV, where
the fixed-order NNLO cross section is most reliable.
The data at lower pT;ll̄ and higher pT;ll̄ regions are
excluded because of contributions from small-pT
resummation and electroweak corrections, as dis-
cussed in Sec. V C.

For CMS, measurements of the charge asymmetry for
inclusive W� production at

ffiffiffi
s

p ¼ 8 TeV [83] (Exp.
ID ¼ 249) are included, with 18.8 fb−1 of integrated
luminosity. These consist of 11 bins of muon pseudor-
apidity (over the range 0 ≤ jημj ≤ 2.4) with pμ

T ≥ 25 GeV.
The correlated systematic errors are implemented using a
decomposition of the covariance matrix to convert it to the
correlation matrix representation according to the pro-
cedure described in Appendix B. The same decomposition
method will also be applied to the LHCb W=Z experi-
ments (Exp. ID 245 and 250) to convert the published
covariance matrix to a correlation matrix. We have
explicitly verified their equivalence using EPUMP [25],
capable of operating with both the covariance matrix and
correlation matrix representations.
In CT18, we include three experimental datasets pub-

lished by LHCb:
(1) The

ffiffiffi
s

p ¼ 7 TeV W=Z forward rapidity cross sec-
tion measurements [81] (Exp. ID ¼ 245), with
1.0 fb−1 of integrated luminosity, consist of 17 bins
of Z-boson rapidity (2.0 ≤ yZ ≤ 4.25) for Z boson
production cross sections and eight bins of muon
pseudorapidity (2.0 ≤ ημ ≤ 4.5) for Wþ or W−

boson productions. Similarly to the CMS charge
asymmetry measurements discussed above, the sys-
tematic errors are included by converting the pub-
lished covariance matrix into a correlation matrix.
The beam energy and luminosity uncertainties are
taken to be fully correlated between the cross-
section measurements. This dataset replaces pre-
vious LHCb measurements [94] of inclusive vector
boson production and lepton-charge asymmetry in
the forward region, with 35 pb−1 of integrated
luminosity.

(2) The
ffiffiffi
s

p ¼ 8 TeV Z → eþe− cross section measure-
ments [82] (ID ¼ 246) at forward rapidity, with
2.0 fb−1 of integrated luminosity, consist of 17 bins
of Z-boson rapidity (2.0 ≤ yZ ≤ 4.25). The lumi-
nosity uncertainty is taken to be fully correlated, but
the other correlated uncertainties are simply added in
quadrature. We have used EPUMP to confirm that this
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approximation yields similar updated PDFs as those
obtained from using the covariance matrix repre-
sentation.

(3) The
ffiffiffi
s

p ¼ 8 TeV W=Z production cross section
measurements [84] (Exp. ID ¼ 250), with
2.0 fb−1 of integrated luminosity, consist of 18 bins
of Z-boson rapidity (2.0 ≤ yZ ≤ 4.5) and eight bins
of muon pseudorapidity ð2.0 ≤ ημ ≤ 4.5Þ for Wþ or
W− boson productions. As in the

ffiffiffi
s

p ¼ 7 TeV case,
the correlated systematic errors are included by
converting the covariance matrix into the correlation
matrix representation. The beam energy and lumi-
nosity uncertainties are taken to be fully correlated
between the cross section measurements.

4. LHC inclusive jet production

For CMS, double-differential cross section measure-
ments, d2σ=ðdpTdyÞ, for jet production at both

ffiffiffi
s

p ¼ 7
and 8 TeV, are used. We use the larger of the two jet radii
(R ¼ 0.7) [86]. The datasets consist of 5 fb−1 of integrated
luminosity at

ffiffiffi
s

p ¼ 7 TeV (Exp. ID ¼ 542), and 19.7 fb−1

at
ffiffiffi
s

p ¼ 8 TeV [87] (Exp. ID ¼ 545). The 7 TeV jet
measurement contains 158 data points in six bins of
rapidity (with total rapidity coverage of 0 ≤ jyj ≤ 3.0),
covering the jet transverse momentum range
56 ≤ pT ≤ 1327 GeV. At 8 TeV, six rapidity bins of jet
data are also used, covering the rapidity range
0 ≤ jyj ≤ 3.0. There are a total of 185 data points, with
a transverse momentum range of 74 ≤ pT ≤ 2500 GeV.
These new CMS measurements replace the previous ones
published in Ref. [96] with 5 pb−1 of integrated luminosity.
In addition to the systematic error information provided

in the HEPDATA files, jet energy corrections (JEC) in the
CMS 7 TeV data have been decorrelated according to the
procedure in Ref. [97]. In particular the JEC2 (“e05”) and
an additional CMS-advocated decorrelation for jyj > 2.5,
have been implemented [98]. These decorrelations improve
the ability to fit the data.
For ATLAS, we again use the larger of the two jet

radii (R ¼ 0.6). Inclusive jet cross section measurements
at

ffiffiffi
s

p ¼ 7 TeV with R ¼ 0.6 and 4.5 fb−1 of integrated
luminosity [9] (Exp. ID ¼ 544) are included in the global
fit. This dataset contains six bins covering the rapidity
range 0.0 ≤ y ≤ 3.0, with a total of 140 data points in the
74 ≤ pT ≤ 1992 GeV range. This dataset replaces the
previous dataset [95] which contains 37 pb−1 data.
Following the prescription given in Ref. [10], two jet

energy scale uncertainties have been decorrelated in the
ATLAS 7 TeV jet data, namely, MJB (fragmentation)
(“jes16”), and flavor response (“jes62”). The decorrelation
procedure reduces the χ2 value by approximately 92 units.
The total contribution to the χ2 from the systematic error
shifts is 28 (for 74 correlated systematic errors). Only one
of the systematic error sources requires a shift greater than 2

standard deviations. A further improvement of 52 units is
obtained by including a 0.5% theoretical error to account
for statistical noise associated with the Monte Carlo cal-
culations of the needed NNLO/NLO K factors [11–13] in
the NNLO fit, as detailed in Sec. III B 1. More details on the
treatment of the ATLAS inclusive jet data are provided in
Appendix E.

5. LHC top-quark pair production

ATLAS and CMS have measured top-quark pair pro-
duction differential cross sections as a function of the top-
(anti)quark transverse momentum pT;t, invariant mass mtt̄,
rapidity of the pair ytt̄, transverse momentum of the top-
quark pair pT;tt̄, and top-quark rapidity yt, individually for
ATLAS, and in pairs for CMS. The individual impacts of
the single differential tt̄ cross section measurements have
been analyzed, first by using the PDFSENSE sensitivity
framework of Ref. [20], and second in separate fits via
EPUMP in Refs. [25,99]. There is some tension between the
tt̄ observables that leads to different pulls on the gluon
distribution that each prefers. Difficulties in fitting simul-
taneously pT;t, mtt̄, yt, and ytt̄ distributions at 8 TeV were
also found in [25,99,100].
For the CT18 analysis, we thus decided to select a few

top-quark production measurements with the best compat-
ibility within the fit. In the case of ATLAS, more than one tt̄
observable can be included by making use of their
published statistical correlations. We have chosen the
absolute differential cross sections dσ=dpT;t for the top-
pT and dσ=dmtt̄ for the invariant mass, at

ffiffiffi
s

p ¼ 8 TeV
with 20.3 fb−1 of integrated luminosity (Exp. ID ¼ 580)
[89], based on the recommendation from ATLAS.3

The two ATLAS measurements are combined into one
single dataset, which includes the full phase-space absolute
differential cross sections after the combination of the
eþ jets and μþ jets channels for the pT;t and mtt̄ dis-
tributions with statistical correlations. Both of these dis-
tributions are fitted together by decorrelating one of the
systematic uncertainties relative to the parton shower [101].
The QCD theoretical predictions at NNLO for these
observables are obtained by using fastNNLO tables provided
in Refs. [17,18].
In an upcoming study, we find that the ATLAS rapidity

distributions of a single quark and top pair, yt and ytt̄, can
be fitted in the CT18 setup with χ2E=Npt;E > 2.3—too high
for the fit to be acceptable, which is consistent with the
findings in Ref. [102]. These distributions show tensions
with some other datasets. Their inclusion, either in the
single-differential or double-differential form, would not
lead to the reduction of the PDF uncertainty.

3A. Cooper-Sarkar, private communication, and ATLAS-
PHYS-PUB-2018-017.
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For CMS, we have chosen the normalized double
differential cross section d2σ=dpT;tdyt at

ffiffiffi
s

p ¼ 8 TeV,
with 19.7 fb−1 (Exp. ID ¼ 573) [88].
The observed effect of the tt̄ datasets on the CT18 PDFs

is modest, when they are included together with the
Tevatron and LHC jet production. Their impact on the
gluon PDF is compatible with the jet data, but the jet data
provide stronger constraints due to their larger numbers of
data points, wider kinematic range, and relatively small
statistical and systematic errors.
In the course of the CT18 analysis, CMS measurements

of top-quark pair production differential cross sections at
13 TeV were published [103], and bin-by-bin data corre-
lations were made available on the HEPDATA repository.
While these measurements are not currently included
in the CT18 global fit, their description is discussed later
in Sec. VI.

6. Other LHCmeasurements not included in the CT18 fits

Besides the CT18(Z) data ensemble, we have carefully
investigated several other high-luminosity measurements
from LHC run-I. In certain cases we observed either no
significant impact or substantial tensions with the CT18(Z)
baseline. The following vector boson production data were
examined using PDFSENSE, EPUMP, or full fits, but not
included in the final CT18(Z) global analysis:
(1) Difficulties were encountered in obtaining a good

agreement between theory and the ATLAS
ffiffiffi
s

p ¼
7 TeV Z-boson transverse momentum distribution
(pT;ll̄) data with 4.7 fb−1 of integrated luminosity
[104]. The subset of these data with pT;ll̄ ∼Mll̄ (in
the kinematic region most amenable to a fixed-order
calculation) has rendered unacceptably high χ2

values for various combinations of the renormaliza-
tion and factorization scales that we have tried. No
significant constraints could be ascribed to the CMSffiffiffi
s

p ¼ 8 TeV pT;ll̄ and yll̄ distributions with
19.7 fb−1 of integrated luminosity [105] in the Z
peak kinematic region, and to the CMS

ffiffiffi
s

p ¼ 8 TeV
normalized W pT and Z pT spectra with 18.4 pb−1

[106]. When comparing to the CMS double-differ-
ential distributions in (pT;ll̄; yll̄), we observed a
large discrepancy between theory and data in the last
rapidity bin. For the normalized pT;ll̄ distributions
of lepton pairs presented by both ATLAS and CMS
groups, it was not clear how to consistently compare
to data in a limited range pT;ll̄ ∼Mll̄ when the
normalization of data points was dependent on the
cross section outside of the fitted range.

(2) No substantial changes in the candidate PDFs were
observed after including either the single- or double-
differential distributions, dσ=dQ or d2σ=ðdQdyÞ,
of the ATLAS

ffiffiffi
s

p ¼ 8 TeV Drell-Yan cross
section measurements at 116 ≤ Q ≤ 1500 GeV

and 0 ≤ yZ ≤ 2.5 with 20.3 fb−1 of integrated lumi-
nosity [107]. These high-mass data are impacted by
non-negligible EW corrections and photon-induced
(PI) dilepton production, the point that is further
addressed in Sec. V C. For the same reason, we do
not include the data of ATLAS 7 TeV high-mass
Drell-Yan production with 4.7 fb−1 of integrated
luminosity [108].

(3) The low-mass Drell-Yan data by the ATLAS col-
laboration at 7 TeV [109] were also explored and
found to have no significant impact on the PDFs.

(4) We have explored the impact of the data ofW-boson
associated with charm-jet production from ATLAS
[110] and CMS [111] measurements at 7 TeV. As the
NNLO calculations forW þ charm jet are not avail-
able, we use these data only to compare against the
NLO theoretical predictions in Sec. VI C.

(5) No significant impact is found by including the
single- or double-differential cross sections, dσ=dQ
or d2σ=ðdQdyÞ, of the CMS DY data taken at 7
[112] and 8 [113] TeV. These data are not included
in the CT18 fits for the following reasons. First, the
EW corrections and photon-induced contributions to
these data are non-negligible in the high-mass region.
Second, these data are presented as cross sections
over the full phase space, a fact that introduces
additional uncertainties from the unfolding pro-
cedure. The 8 TeV dataset has χ2E=Npt;E ≈ 2 for
CT18(Z) PDFs and does not modify the PDFs when
examined using EPUMP and PDFSENSE.

C. Alternative PDF fits: CT18A, CT18X, CT18Z

We are now ready to review the three additional fits that
were explored in parallel with CT18 by making alternative
choices for data selection and theoretical calculations. The
key differences among these fits are listed in Table III.
Their predictions will be compared in Appendix A.

(i) CT18X differs from CT18 in adopting an alternate
scale choice for the DIS datasets. It is most common
to compute the inclusive DIS cross sections using the
photon’s virtuality as the factorization scale,μ2F;DIS ¼
Q2. It has been argued, however, that resummation of
logarithms lnpð1=xÞ at x ≪ 1 improves agreement
with HERA run Iþ II data by several tens of units of
χ2 [34,35]. In our analysis, we observe that, by
evaluating the DIS cross sections in a fixed-order
calculation at NNLO accuracy, with a tuned factori-
zation scale μ2F;x ≡ 0.82ðQ2 þ 0.3 GeV2=x0.3B Þ, in-
stead of the conventional μ2F ¼ Q2, we achieve
nearly the same quality of improvement in the
description of the HERA DIS dataset as in the
analyses with low-x resummation [34,35]. The fit
done with these modified settings is designated as
CT18X. For this fit, the χ2 of HERA Iþ II reduces by
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more than 50 units in the kinematical region with
Q > 2 GeV and x > 10−5, assessed in the CT18
global fit. The CT18X prediction for H1 FL is
moderately higher than that for CT18, which
improves χ2E for H1 FL by a few units. See an
illustration in Fig. 3 and its discussion in the
Executive Summary II A 2.
The parametric form of the xB-dependent scale

μ2F;x is inspired by saturation arguments (see, e.g.,
[114,115]). The numerical coefficients in μ2F;x are
chosen to minimize χ2 for the HERA DIS data. At
x≳ 0.01, μ2F;x ≈ 0.8Q2 results in larger NNLO DIS
cross sections than with μ2F ¼ Q2, as it might happen
due to contributions from next-to-NNLO (N3LO)
and beyond. At x≲ 0.01, μ2F;x numerically reduces
the Q2-derivative of NNLO DIS cross sections. In
turn, these changes result in the enhanced gluon PDF
at small x and reduced gluon at 2.5 × 10−2 ≲ x≲ 0.2.

(ii) Unlike CT18, the CT18A analysis includes
high-luminosity ATLAS 7 TeV W=Z rapidity dis-
tributions [39] that show some tension with DIS
experiments and prefer a larger strangeness PDF
than the DIS experiments in the small xB region.
Inclusion of the ATLAS 7 TeV W=Z data leads to
significant deterioration in the χ2E values (i.e., larger
SE values) for the dimuon SIDIS production data
(NuTeV, CCFR), which are strongly sensitive to the
strangeness PDF. One way to see this is to compare
the SE distributions for the CT18 fit in Fig. 4 and the
counterpart figure for CT18Z in Fig. 59 of Appen-
dix A. The comparison shows that the SE values for
CCFR and NuTeV dimuon datasets are elevated in
the CT18Z fit, as compared to the CT18 fit, as a
consequence of inclusion of the ATLAS W=Z data
in the CT18Z fit. Another way to see this was carried
out in Ref. [25], using the EPUMP program.

(iii) CT18Z represents the accumulation of these settings
introduced to obtain a PDF set that is maximally
different from CT18, despite achieving about the
same global χ2=Npt as CT18. The CT18Z fit
includes the 7 TeV W=Z production data of ATLAS
like CT18A, but it also includes the modified DIS

scale choice, μF;x, as done for CT18X. In addition to
these modifications, CT18Z excludes the CDHSW
extractions of the F2 and xBF3 structure functions
from νFe scattering, which otherwise would oppose
the trend of CT18Z to have a softer gluon at x > 0.1,
cf. Sec. II B 2. Finally, CT18Z is done by assuming a
slightly higher value of the charm quark mass
(1.4 GeV compared to 1.3 GeV) in order to modestly
improve the fit to the vector boson production data.

The combination of these choices in the CT18Z
analysis results in a Higgs boson production cross
section via gluon fusion that is reduced by about 1%
compared to the corresponding CT14 and CT18
predictions. Thus, the various choices made during
the generation of four CT18(A,X,Z) fits allow us to
more faithfully explore the full range of the PDF
behavior at NNLO that is consistent with the
available hadronic data, with implications for
electroweak precision physics.

III. THEORETICAL INPUTS TO CT18

Modern global fits determine the PDFs from a large
number of data points (Npt > 3600 for CT18), provided by
a wide variety of experimental measurements (39 datasets
for CT18), and involving thousands of iterations of
multivariate fits, with the theoretical cross sections evalu-
ated at NNLO. In the CT18 fits, the x dependence of the
input PDFs, at the initial scale Q0 equal to the pole mass of
the charm quark, is parametrized by Bernstein polynomials,
multiplied by the standard xa and ð1 − xÞb factors that
determine the small-x and large-x asymptotics. In these
functions, there are five to eight independent fitting
parameters for each parton flavor except strangeness;
additional parameters may be determined by momentum
and flavor sum rules or (if poorly constrained) fixed at
physically reasonable values.
In the present section, we review the essential compo-

nents of our theoretical setup: the goodness-of-fit function
in Sec. III A, computer programs for (N)NLO computations
for various processes in Sec. III B, and input parametric
forms for the PDFs in Sec. III C. The explicit parametric

TABLE III. A summary of theoretical settings and dataset choices in CT18 and each of the three alternative fits: CT18A, CT18X, and
CT18Z. The lattermost of these is compared with CT18 throughout the main text of this article, whereas more detail regarding each of
the alternative fits is presented in Appendix A.

PDF ensemble Factorization scale in DIS
ATLAS 7 TeV W=Z

data included?
CDHSW Fp;d

2

data included?
Pole charm
mass, GeV

CT18 μ2F;DIS ¼ Q2 No Yes 1.3
CT18A μ2F;DIS ¼ Q2 Yes Yes 1.3
CT18X μ2F;DIS ¼ 0.82ðQ2 þ 0.3 GeV2

x0.3B
Þ No Yes 1.3

CT18Z μ2F;DIS ¼ 0.82ðQ2 þ 0.3 GeV2

x0.3B
Þ Yes No 1.4
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forms for the best-fit CT18 PDFs are presented in
Appendix C.

A. Goodness of fit function and the covariance matrix

The CTEQ-TEA analyses quantify the goodness-of-fit to
an experimental dataset Ewith Npt data values by means of
the log-likelihood function [23],

χ2Eða;λÞ¼
XNpt

k¼1

1

s2k

�
Dk−TkðaÞ−

XNλ

α¼1

λαβkα

�2

þ
XNλ

α¼1

λ2α: ð1Þ

A kth datum is typically provided as a central value
Dk, an uncorrelated statistical error sk;stat, and
possibly an uncorrelated systematic error sk;uncorsys. Then,

sk ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2k;stat þ s2k;uncorsys

q
is the total uncorrelated error on

the measurement Dk.
Tk is the corresponding theory value that depends on the

PDFparameters fa1; a2;…g≡ a. In addition, the kth datum
may depend on Nλ correlated systematic uncertainties, and
those may be fully correlated over all data points. To
estimate such errors, it is common to associate each source
of the correlated error with an independent random nuisance
parameter λα that is assumed to be sampled from a standard
normal distribution, unless known otherwise. The experi-
ment does not tell us the values of λα but it may provide the
change βkαλα of Dk under a variation of λα. Knowing βkα,
one can estimate the likely values of λα, as well as the
uncertainty in the PDFparameters for a plausible range of λα.
For those experiments E that provide βkα, we find that, at

the global minimum a0, the best-fit χ2 value is given as

χ2Eða0; λ̄ða0ÞÞ ¼
XNpt

i¼1

r2i ða0Þ þ
XNλ

α¼1

λ̄2αða0Þ ð2Þ

in terms of the best-fit shifted residuals,

riða0Þ ¼ si
XNpt

j¼1

ðcov−1ÞijðDj − Tjða0ÞÞ; ð3Þ

and best-fit nuisance parameters,

λ̄αða0Þ ¼
XNpt

i;j¼1

ðcov−1Þij
βiα
si

ðDj − Tjða0ÞÞ
sj

; ð4Þ

where

ðcov−1Þij ¼
�
δij
s2i

−
XNλ

α;β¼1

βiα
s2i

A−1
αβ

βjβ
s2j

�
; ð5Þ

and

Aαβ ¼ δαβ þ
XNpt

k¼1

βkαβkβ
s2k

: ð6Þ

These relations are derived in Appendix B.

Another instructive form expresses riða0Þ in terms of the
shifted data values, Dsh

i ≡Di −
PNλ

α¼1 λ̄αða0Þβkα:

riða0Þ ¼
Dsh

i ða0Þ − Tiða0Þ
si

: ð7Þ

Sometimes, we take extra steps to convert the published
table of correlated uncertainties into the βkα matrix for-
matted in accord with Eq. (1). For example, when an
experiment distinguishes between positive and negative
systematic variations, we average these for each data point
for consistency with the normally distributed λα. (We have
verified that the choice of the averaging procedure does not
significantly affect the outcomes, e.g., if a central value is
shifted to be in the middle of an originally asymmetric
interval, etc.)
In a small number of experimental publications, only a

form based on the covariance matrix ðcovÞij is used in place
of Eq. (1):

χ2EðaÞ ¼
XNpt

i;j¼1

ðcov−1ÞijðDi − TiðaÞÞðDj − TjðaÞÞ: ð8Þ

While we can compute χ2 directly using Eq. (8), when
deriving the PDFs, we find it convenient to go back to the
form consisting of the uncorrelated errors si and the
correlated contributions provided by βkα:

ðcovÞij ≈ s2i δij þ
XNλ

α¼1

βiαβjα: ð9Þ

An algorithm to construct such a representation with
sufficient accuracy is presented at the end of Appendix B.
In all relevant cases, we have checked that both the input
covariance matrix ðcovÞij and its decomposed version (9)
produce close values of χ2.With the latter representation, we
are also able to examine the shifted data values and shifted
residuals, Eq. (7), to explore agreement with the individual
data points.
In this article, we generally follow the CTEQ method-

ology and obtain riða0Þ directly from the CTEQ-TEA
fitting program, together with the optimal nuisance param-
eters λ̄αða0Þ and shifted central data values Dsh

i ðaÞ.

B. Theoretical computations and programs

1. Overview

For deep-inelastic scattering observables, we perform
computations using an NNLO realization [116] of the
SACOT-χ heavy-quark scheme [117–120] adopted since
CT10 NNLO [42]. These can be done using either the pole
or MS quark masses as the input [121], with the default
choices of quark masses set to be mpole

c ¼ 1.3 GeV in
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CT18, A, and X (mpole
c ¼1.4GeV in CT18Z), and mpole

b ¼
4.75GeV. The neutral-current DIS cross sections are
evaluated at NNLO directly in the fitting code. For
charged-current DIS cross sections, the NNLO cross
sections from heavy quarks can be obtained by fast
interpolations with pregenerated grids based on the calcu-
lation presented in Ref. [122]. The impact of the NNLO
contribution on the description of the charged-current
dimuon DIS data is further discussed in Sec. V B 4.
The computational complexity of NNLO matrix ele-

ments precludes their direct evaluation for each fit iteration,
particularly given the expansive size of the datasets fitted in
CT18. Instead, for the newly included high-precision data
from the LHC, APPLGRID [16] and fastNLO [15] fast tables
have been generated using programs such as MCFM [46],
NLOJET++ [123] and AMCFAST [124], to allow fast evalu-
ation of the matrix elements as the PDF parameters are
varied. NNLO cross sections are then evaluated using
NNLO/NLO point-by-point K-factors determined using
the fast tables and NNLO programs such as NNLOJET

[11,12,52,53,125], FEWZ [49–51], MCFM [46–48], and
DYNNLO [44,45]. One exception is the top-quark data from
ATLAS and CMS, for which fastNNLO tables have been
provided by the authors for the NNLO cross sections
[126,127]. The programs used for the calculation of the
cross sections for each dataset are summarized in Table IV.
We have explored the impact of the choices of scales and
NNLO programs for some datasets, but the variation is not
included in the PDF uncertainties for various reasons. More
details can be found in the rest of this paper.
In the newest NNLO calculations for the high-pT Z and

inclusive jet production available to the CT18 analysis, the
NNLO corrections were not perfectly smooth among the
experimental bins because of the statistical uncertainty
introduced by MC integration. The resulting artificial fluc-
tuations (of themagnitude of less than a fraction of percent of
the central cross sectionvalues) have elevated thevalues of χ2

in these precise measurements. Through examination of the

kinematic dependence of the NNLO/NLO K factors, we
identified all such cases and approximated the K factors by
smooth functions during the PDF fit. To account for the
uncertainty introduced by the smoothing of the K factors,
we included uncorrelated MC errors equal to 0.5% of the
central data values in the affected processes in Secs. III B 2
and III B 3. The MC errors lowered the χ2 values for these
processes without changing the central PDF fits. The MC
errors were estimated from the maximal deviations of the
individual K-factor values from the respective smooth
functions, with 0.5% being the conservative upper bound
reached for a fraction of the fitted data points.
Error propagation must account for numerical theoretical

errors of this kind. The non-negligible MC errors in some
NNLO predictions were also noticed by other PDF fitting
groups. The NNPDF group, for example, takes a similar
approach in their analysis [3]. For the inclusive jet data,
they use NLO calculations as the theoretical predictions,
together with an additional correlated uncertainty estimated
from the renormalization and factorization scale variations.
For the high-pT Z boson data, an NNPDF-based analysis
also adds an extra 1% uncorrelated uncertainty to account
for the Monte Carlo fluctuations of the NNLO/NLO
K-factor values [47].
For the legacy data on electroweak boson production,

already included in the CT14 and CT14HERAII, we inherit
the original CTEQ calculations summarized in Table V. The
NLO calculation is directly performed by the CT fitting
code, while the point-by-pointK factors are calculated with
VRAP [128,129], RESBOS [54,130], and FEWZ [49–51].
Even with the use of stored grids for fast evaluation of

the matrix elements, significant improvements on speed are
needed. The CT fitting code has been upgraded to a
multithreaded version with a two-layer parallelization,
through a rearrangement of the minimization algorithm
and via a redistribution of the datasets. As a result, the
speed of calculations increased by up to a factor of 10.
Details are provided in Appendix D.

TABLE IV. Theory calculations for the high-precision data from the LHC which are newly included in the CT18(Z) global fit. The K
factors of ATL7WZ (Exp. ID 248) extracted from xFitter are calculated with DYNNLO and compared with FEWZ and MCFM in Appendix F.

Exp. ID# Process Expt. Fast table NLO code NNLO K factors μR;F

245

W=Z

LHCb 7 TeV

APPLGRID MCFM/AMCFAST

FEWZ/MCFM

MW;Mll̄

246 LHCb 8 TeV Z → eþe−
248 ATLAS 7 TeV FEWZ/MCFM/DYNNLO
249 CMS 8 TeV AðμÞ

FEWZ/MCFM
250 LHCb 8 TeV
253 high-pT Z ATLAS 8 TeV APPLGRID MCFM NNLOJET

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpT;ll̄Þ2 þM2

ll̄

q
542

Incl. jet
CMS 7 TeV fastNLO

NLOjet++ NNLOJET pT544 ATLAS 7 TeV APPLGRID

545 CMS 8 TeV fastNLO
573

tt̄
CMS 8 TeV

fastNNLO HT
4
, mT

2580 ATLAS 8 TeV
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We will now describe the theoretical calculations for
each new LHC process included in the CT18(Z) fits.

2. LHC inclusive jet data

LHC inclusive jet data are available with different jet
radii. We have chosen the larger of the two nominal
jet radii, 0.6 for ATLAS and 0.7 for CMS, to reduce
dependence on resummation/showering and hadronization
effects [131]. There is a non-negligible difference at low jet
transverse momentum between theory predictions at
NNLO using as the momentum-scale choice of either
the inclusive jet pT or the leading jet pT (pT1) [13]. The
nominal choice adopted by the CTEQ-TEA group is to use
the inclusive jet pT . We have observed that the fitted gluon
PDF is not very sensitive to this choice even in the
kinematic regions where the difference in NNLO predic-
tions between these two scale choices is important.
Electroweak corrections from Ref. [132] were applied to

jet cross sections and can be as large as 10% for the highest
transverse momentum bin in the central rapidity region, but
decrease quickly with increasing rapidity and with decreas-
ing jet transverse momentum. Furthermore, in accord with
the previous subsubsection, the QCD NNLO/NLO K
factors were fitted with smooth curves, and a 0.5%
theoretical error assessed with respect to the data has been
added to each data value to take into account the fluctua-
tions in integration of NNLO cross sections provided by
NNLOJET.

3. LHC electroweak gauge boson hadroproduction

The Drell-Yan theory calculations at NNLO in the CT18
(Z) global analysis consist of the following:
(1) ATLAS 7 TeV 4.6 fb−1 measurements of W� and

Z=γ� production cross sections in the e and μ decay
channels [39]: the theory predictions at NLO
are obtained by using APPLGRID [16] fast tables

generated with MCFM [46] and validated against
AMCFAST [124] interfaced with MadGraph5_aMC@NLO

[133]. The NNLO corrections are imported from the
xFitter analysis published in Ref. [39]. These correc-
tions are obtained using the DYNNLO-1.5 code [44,45],
and checked against FEWZ-3.1.B2 [49–51] and MCFM-

8.0 [47] codes. Some discrepancy among these codes
(up to ∼1%) were found. However, these discrepan-
cies do not induce significant differences in the
calculated results like χ2. More details can be found
in Appendix F.

(2) CMS 8 TeV 18.8 fb−1 measurements of muon
charge asymmetry [83]: the theory predictions at
NLO are from APPLGRID generated with MCFM,
while for the NNLO corrections, we use K factors
calculated with FEWZ-3.1. These predictions have
also been validated with MCFM-8.0.

(3) LHCb 7 TeV W=Z cross sections, W charge
asymmetry measurements with 1 fb−1 of integrated
luminosity [81], and LHCb 8 TeV measurements
including both the electron [82] and muon [84]
channels: the NLO theory calculation is obtained
by using APPLGRID fast tables generated with
MCFM. These have been validated against MadGraph5_

aMC@NLO þ AMCFAST. The NNLO corrections are
calculated with FEWZ, and validated by MCFM.

(4) ATLAS [85,104] and CMS [105] measurements of
transverse momentum of Drell-Yan lepton pairs at
7 TeV and/or 8 TeV. The CT18(Z) fit includes only
the ATLAS 8 TeVabsolute differential cross section
measurements. The NLO theoretical calculation is
performed with APPLGRID generated with MCFM.
The NNLO corrections are provided by the NNLOJET

group [52,53]. We have fitted the NNLO/NLO K
factors with smooth curves and include a 0.5% MC
error to account for the fluctuations in the NNLO
calculations. In addition, we have imposed the
kinematic cut 45 < pT;ll̄ < 150 GeV to ensure
reliability of the fixed-order calculation. The low-
pT;ll̄ region is dropped due to the non-negligible
contribution from QCD soft-gluon resummation,
and the high pT;ll̄ region is dropped because
the EW corrections there are expected to grow
[134,135].

4. Top-quark pair production

Theory predictions for top-quark pair production differ-
ential distributions at the LHC 8 TeV are implemented
at NNLO in QCD using fastNNLO tables [17,18]. In the
CT18 global fit, the top-quark mass has been set to
mpole

t ¼ 173.3 GeV. Motivated by [126], we chose the

default central scale μF;R ≡ μ ¼ 1=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

t þ p2
T;t

q
for the

top-quarkpT spectrum,while the rest of the distributions are

TABLE V. Theory calculations for the CT14 and CT14HERAII’s
legacy data of electroweak vector boson production.

Exp.
ID# Experiment

NLO
code

NNLO K
factors μR;F

201 E605 DY
CTEQ FEWZ Mll̄203 E866 DY σpd=σpp

204 E866 DY σpp
225 CDF run-1 AðeÞ

CTEQ RESBOS

Mll̄
227 CDF run-2 AðeÞ
234 DØ run-2 AðμÞ MW
281 DØ run-2 AðeÞ
260 DØ run-2 yZ CTEQ VRAP Mll̄261 CDF run-2 yZ
266 CMS 7 TeV AðμÞ

CTEQ RESBOS

MW267 CMS 7 TeV AðeÞ
268 ATLAS 7 TeV 2011

W=Z
MW;Mll̄
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obtained with μ ¼ 1=4ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

t þ p2
T;t

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

t þ p2
T;t̄

q
Þ. The

impact of the electroweak (EW) corrections on the theory
predictions
for tt̄ differential distributions has been studied in [136]
where the difference between the additive andmultiplicative
approaches for combining QCD and EW corrections is also
investigated. EW K factors from an analytic fit for the
QCD×EW=QCD contributions are available [137]. The
CT18 global analysis does not include EW corrections in
t̄t production. Their impact on the fitted PDFs is expected to
be small in the kinematic range of the differential distribu-
tions currently considered.
The impact of the EW corrections on the CT18 theory

predictions at CMS 13 TeV is illustrated in Sec. VI. In this
case, the CT18 theory predictions include EW corrections
evaluated using themultiplicative approach of [136], and the
recommended value ofmpole

t ¼ 172.5 GeV has been used to
compare theory and the CMS data (without fitting the data).

C. Parametrization forms, systematic errors,
and final PDF uncertainty

1. Nonperturbative parametrization forms

An important source of the uncertainty in the CTEQ PDF
analysis is associated with the choice of the parametric
form for the fitted distributions at the lower boundary of
QCD evolution, faðx;Q ¼ Q0Þ. There is limited guidance
from theory as to the most appropriate PDF parametriza-
tions, and it is favorable to guarantee a maximal level of
parametric flexibility without overfitting experimental data
[37]. In Appendix C, we present the explicit parametriza-
tion forms used in CT18. As usual, the PDFs at higher
scales Q > Q0 are computed using the Dokshitser-Gribov-
Lipatov-Altarelli-Parisi equations at NNLO, with splitting
kernels available from Refs. [138,139].4

2. Treatment of experimental systematic errors

The experimental systematic errors are commonly pub-
lished in the form of percentage tables and belong to one of
two types: additive or multiplicative. An additive error is the
one whose absolute value is known, for example the uncer-
tainty of the pileup energy, or the underlying event energy.
Most errors, though, aremultiplicative,meaning that the error
is determined as a fraction of the experimental cross section
for that bin. An example is the jet energy scale uncertainty.
There are a number of options as to how to evaluate both types
of systematic errors. This topic was explored in depth in
previous CT papers [1,32,38,42,91,142,143].
The most natural choice may seem to simply multiply

the fractional uncertainty corresponding to a particular
systematic error by the experimental cross section in that

bin. However, due to fluctuations, this choice can result in a
bias in favor of experimental data points with lower central
values, the so-called D’Agostini bias [144,145]. Instead, for
CT18, as for CT14 and CT10, we use what we have termed
the “extended-T” option, where the systematic error for
each multiplicative term is determined by multiplying the
fractional uncertainty times the theoretical prediction for
that bin, a quantity which is not subject to the same
fluctuations. The theory, and thus the multiplicative error,
is recalculated for every iteration of the global PDF fitting.
In the case of inclusive jet production, we observe that the
additive treatment of experimental systematic errors pro-
duces the gluon PDF that is substantially softer at x > 0.1,
the pattern that was already observed in the CT10 NNLO
analysis (cf. Figs. 18 and 19 in Section VI.D of [42]).

3. The final PDF uncertainty

To estimate the parametrization dependence, we repeated
the CT fits multiple times using a large number (more than
250) of initial parametrization formswhich have comparable
numbers of fitting parameters. Some candidate fits are based
on the functional forms like the ones shown in Appendix C,
but with alternative choices for the orders of Bernstein
polynomials, relations between the x and y variables, and
relations between the Bernstein coefficients ai. In many of
these 250 fits, we increased the number of free parameters in
Bernstein polynomials for some flavors up to six or seven, or
we used a different form of the variable y defined after
Eq. (C1) and before Eq. (C7), or we did not require a2 to be
the same for uv and dv, and similarly sometimes we relaxed
the equality relations on a1 for ū, d̄, s̄.
In addition, we repeated some fits by randomly changing

the treatment of some experimental systematic errors from
multiplicative to additive. Yet another class of candidate fits
is obtained by choosing alternative QCD scales in sensitive
experiments such as high-pT Z boson production, or
alternative codes to compute the NNLO K factors,
cf. Appendix F. The final PDFs are obtained using a fixed
parametrization form and systematic parameter settings, but
the uncertainty is computed according to the two-tier
convention adopted in Refs. [38,42] so as to cover the
bulk of the solutions obtained with the alternative choices.
The results of this study are illustrated in Fig. 6, showing a
selection of central fits (green solid curves) for a range of
alternative fitting forms and multiplicative/additive choices
for systematic errors in the LHC and Tevatron jet produc-
tion, superposed within the uncertainty band (at the
68% confidence level) for the published version of CT18.
As we increased the number of free PDF parameters, a

mild improvement (up to several tens of units) in the global
χ2 or individual SE values was typically found, so long as
≲30 free parameters were fitted. With more than about 30
parameters, the fits tend to destabilize as expanded para-
metrizations attempt to describe statistical noise. The final
PDFs are based on the parametrizations with a total of 29
free parameters. For each of the four fits, we provide twice

4Independent recent computations of these kernels are avail-
able in [140,141].
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as many Hessian error PDFs to evaluate the PDF uncer-
tainties according to the CTEQ6 master formulas [23].

IV. THE CT18 OUTPUT: PDFS, QCD
PARAMETERS, PARTON LUMINOSITIES,

MOMENTS

In this section, we review the behavior of CT18 PDFs and
corresponding parton luminosities, Mellin moments, and
parameters of the QCD Lagrangian. Given the large number

of figures, for CT18Z fits, this section shows only the most
critical comparisons. The rest of counterpart illustrations for
CT18Z PDFs are presented in Appendixes A 3 a and A 4.

A. Parton distributions as functions of x and Q

1. PDFs for individual flavors

Figure 2 shows an overview of the CT18 parton distri-
bution functions, for Q ¼ 2 and 100 GeV. The function
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FIG. 6. To understand the parametrization dependence in the CT18 fit, we performed Oð250Þ candidate PDF analyses using a wide
range of alternative functional forms for faðx;Q0Þ. The green curves in the panels above illustrate the spread of central fits achieved with
the various candidate fits, evaluated as ratios with respect to the central CT18 fit.
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xfðx;QÞ is plotted versus x, for flavors u; ū; d; d̄; s ¼ s̄, and
g. We assume sðx;Q0Þ ¼ s̄ðx;Q0Þ, since their difference is
consistent with zero and has large uncertainty [146]. The
plots show the central fit to the global data listed in Tables I
and II, corresponding to the lowest total χ2 for our choice of
PDF parametrizations. These are displayed with error bands
representing the PDF uncertainty at the 90% confidence
level (C.L.).

The relative changes from CT14HERAII NNLO to CT18
NNLO PDFs are best visualized by comparing their asso-
ciated PDF uncertainties. Figure 7 compares the PDF error
bands at 90% C.L. for the key flavors, with each band
normalized to the corresponding best-fit CT18 NNLO PDF,
represented by the solid violet line/bands. The long-dashed
magenta and short-dashed gray curves/bands correspond to
the CT18Z and CT14HERAII NNLO PDFs atQ ¼ 100 GeV,
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FIG. 7. A comparison of 90% C.L. PDF uncertainties from CT18 (violet solid), CT14HERAII (gray short-dashed line), and CT18Z
(magenta long-dashed line) NNLO ensembles at Q ¼ 100 GeV. The uncertainty bands are normalized to the central CT18 NNLO
PDFs.
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respectively. Figure 8 shows the same error bands normal-
ized to their respective central fits to facilitate comparison of
their PDF uncertainties.
We make a number of observations for the NNLO

PDFs. The CT18 u PDF becomes slightly smaller, com-
pared to CT14HERAII, at almost all x values, with the largest
decrease at x ∼ 10−3. The d PDF has increased at x ∼ 10−3

and x ∼ 0.2, while it slightly decreased at x ∼ 0.01. The ū
and d̄ distributions are both smaller at x ∼ 0.3 and larger at
x ∼ 0.05, though the decrease in d̄ is larger. Furthermore,
except for the d PDF at x ∼ 0.2, the error bands of u, d, ū
and d̄ are about the same as CT14HERAII. The central
strangeness (s) PDF has increased for x < 0.01 and
decreased for 0.2 < x < 0.5, where the strange quark
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FIG. 8. Like Fig. 7, but with each error band normalized to its respective central PDF for the purpose of directly comparing the PDF
uncertainties in CT18 NNLO with CT18Z and CT14HERAII NNLO.
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PDF is essentially unconstrained in CT18, just as in
CT14HERAII NNLO. Also, its uncertainty band is slightly
larger than CT14HERAII for x > 10−4, as a consequence of
the more flexible parametrization and the inclusion of the
LHC data. We have checked that the most important
datasets that drive the abovementioned changes in the
quark and antiquark PDFs are the LHCb W and Z boson
data, as listed in Table II with Exp. IDs ¼ 250, 245, and
246, with importance in that order. After including the
LHCbW and Z boson data, the addition of CMS 8 TeV W
charge-asymmetry data (Exp. ID ¼ 249) leads only to
very mild changes in the CT18 PDFs. The central gluon
PDF has decreased in CT18 at x ≈ 0.3, with a smaller error
band at x ∼ 0.1 and below. The decrease of g PDF for
0.1 < x < 0.4 is caused by the inclusion of CMS and
ATLAS jet data (with Exp. IDs ¼ 545, 543, and 544, in
that order) and ATLAS 8 TeV Z boson transverse
momentum (pT) data (Exp. ID ¼ 253). With the LHC
jet datasets already included, adding the ATLAS and
CMS top-quark pair data (Exp. IDs ¼ 580 and 573) into
the fit does not change the PDFs by a statistically
significant amount.

2. Ratios of PDFs

Let us now review the ratios of various PDFs, starting with
the ratio d=u shown in Figs. 9 and 10. The changes in d=u
from CT18, as compared to CT14HERAII, can be summarized
as a reduction (increase) of the central ratio at x > 0.5
(x < 10−2) and a decreased uncertainty at x < 10−2. Beyond
x ¼ 0.5, the error band of d=u ratio grows, and the
parametrization form adopted since CT14 NNLO [1] guar-
antees that d=u approaches a constant value as x → 1, as
predicted by a wide array of theoretical models of nucleon
structure. This is realized by equating the ð1 − xÞa2 expo-
nents of the uv and dv PDFs, i.e., auv2 ¼ adv2 (see
Appendix C). This choice affects only the extrapolation to
very high-x values, x≳ 0.9, beyond the range covered by the
fitted data. At x < 0.9, our parametrizations are flexible
enough to cover the solutions and reproduce the uncertainty
bands of the fits without this constraint. For example, the
uncertainty band in Fig. 9 extends down to d=u ¼ 0 at
x ¼ 0.9. Within the accessible x reach, it also covers our
candidate best fits with independent auv2 and adv2 . Without
this choice, the PDF ratio for an individual fitted PDF
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FIG. 9. Top: 90% C.L. uncertainties on the ratio dðx;QÞ=uðx;QÞ for CT18, CT14HERAII, and CT18Z NNLO ensembles at Q ¼ 1.4
and 100 GeV. Bottom: same, comparing CT18 and CT14HERAII NNLO ratios (bottom-left) and respective NLO ratios (bottom-right) to
the CJ15 NLO ensemble at Q ¼ 10 GeV.
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Hessian set would not have the parametric freedom to
extrapolate to a finite constant at x ¼ 1. Instead, even minor
differences in the fitted parameters, auv2 ≠ adv2 , will cause it
either to diverge or go to 0 at the highest-x points, producing
an infinite uncertainty on d=u that is not compatible with
the empirical electron-hadron data in that region or with
common models of hadron structure. In a fit that does not
constrain auv2 and adv2 to be the same, they may come up to be
equal within the numerical precision of input parameters,
however, in our extensive experience such coincidence
hardly ever happens.
Similar logic applies to other PDF ratios, including the

low-x forms of the sea-quark distributions described below.
As noted earlier, the parametrization form of u, d, ū, and d̄
quarks in CT18 are the same as those in CT14HERAII.
At such high x, the CTEQ-JLab analysis (CJ15) [5] has

independently determined the ratio d=u at NLO, by
including the fixed-target DIS data at lower W and higher
x that are excluded by the selection cut W > 3.5 GeV in
CT18, and by considering higher-twist and nuclear effects
important in that kinematic region. Figure 9 shows that the
central prediction of CT18 differs from CJ15 at x > 0.1.
The CT and CJ uncertainty bands are in mutual agreement,
even though the error band of CJ15 is much smaller than
CT18, a fact partly attributable to the Δχ2 ¼ 1 criterion
used in CJ15. Since the CJ15 PDFs are available only at
NLO in αs, we compare the CJ15 NLO d=u ratios to the
respective CT18 NNLO (NLO) ratios in the bottom-left
(bottom-right) frame of Fig. 9.
Turning now to the ratios of sea-quark PDFs in Fig. 11,

we observe that the uncertainty on d̄ðx;QÞ=ūðx;QÞ in the
left inset has decreased at small x in CT18. For x > 0.1, the
CT18 nonperturbative parametrization forms for ū and d̄
ensure that the ratio d̄ðx;Q0Þ=ūðx;Q0Þ can approach a
constant value, which turns out to be close to 1 in the
central fit. The uncertainty on d̄=ū has also decreased, most
notably for x≳ 10−3, primarily due to the inclusion of the

LHCb datasets (Exp. IDs ¼ 250, 245 and 246), cf. the
upper-left panel of Fig. 12 at Q ¼ 1.4 GeV.
At high Q values, such as in the right panels for Q ¼

100 GeV in Fig. 11, the ratios depend as much on the large-
x gluon behavior at Q0 as on the quark PDFs themselves.
As a result, for CT18Z that has an enhanced gluon PDF
and suppressed sea-quark PDFs at very large x and Q0,
the uncertainties on the ratios d̄=ū and Rs are reduced at
x≳ 0.8 and large Q, reflecting the flavor symmetry of
g → qq̄ splittings that primarily drive the sea-quark PDFs
in this fx;Qg region.
The overall increase in the strangeness PDF at x < 0.03

and decrease of ū and d̄ PDFs at x < 10−3, cf. Fig. 7, lead to
a larger ratio of the strange-to-nonstrange sea-quark PDFs,

Rsðx;QÞ≡ sðx;QÞ þ s̄ðx;QÞ
ūðx;QÞ þ d̄ðx;QÞ ; ð10Þ

presented in Fig. 11. Rsðx;QÞ measures the x and Q
dependence of the breaking of flavor-SU(3) symmetry, with
older analyses typically fixing Rs ¼ 0.5. More recently, a
number of previous CTEQ studies [146,147] examined
contemporary constraints on Rs, particularly driven by the
neutrino-induced SIDIS dimuon production measurements
by the CCFR and NuTeV Collaborations, but also by
precise inclusive HERA measurements. These works found
significant evidence of an independent x dependence for
sþðxÞ≡ sðxÞ þ s̄ðxÞ, distinct from ūþ d̄, but were unable
to exclude a vanishing strangeness momentum fraction
asymmetry, hxis− ¼ R

1
0 dxx½s − s̄�ðx;Q ¼ mcÞ ¼ 0.

In the present work, we continue to assume s−ðx;QÞ ¼ 0
and focus on sþðx;QÞ and the related Rsðx;QÞ, the
quantities that both reflect the interplay of the older
charged-current DIS data and new LHC measurements
that are detailed later in Sec. Vand Appendix A. Here let us
mention that, at x ≪ 10−3, the Rs ratio is determined
entirely by the parametrization form and was found in
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FIG. 10. Like the upper panels of Fig. 9 for d=u, but normalizing each fit to its respective central value to compare PDF uncertainties.
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CT10 to be consistent with the exact SU(3) symmetry of
PDF flavors, Rsðx;QÞ → 1 at x → 0, albeit with a large
uncertainty. The SU(3)-symmetric asymptotic solution at
x → 0 was not enforced in CT14 or CT14HERAII, so that
their Rs ratio was around 0.3 to 0.5 at x ≈ 10−5 and
Q ¼ 1.4 GeV. In CT18, we have assumed a different
s-PDF nonperturbative parametrization form (with one
more parameter added), but the one that still ensures a
stable behavior of Rs for x → 0, so that Rsðx → 0Þ is about
0.7 and 1, respectively, in CT18 and CT18Z fits.

3. Changes in the x dependence of PDFs, summary

We may summarize the pulls of specific processes on the
central CT18 fit as follows.
(1) The most noticeable overall impact of the LHC

inclusive jet production on the central gluon PDF
gðx;QÞ is to mildly reduce it at x > 0.2 within the
original PDF uncertainty band. The pulls from the jet
datasets change little after the decorrelation of some
systematic errors, cf. Sec. II B 4, and when the 0.5%
MC uncertainty on theory values is added. The pulls

from various jet datasets on gðx;QÞ neither follow a
uniform trend across the whole x range nor are
consistent among various measurements, as is dem-
onstrated, e.g., by the L2 sensitivity in Fig. 26 and
LM scans in Sec. VA.

(2) The LHCb data, combined over all processes, have
some impact on the u, d and s quarks, and pull the
sðx;QÞ up at small x.

(3) The ATLAS 8 TeV Z pT data (Exp. ID ¼ 253),
for the nominal QCD scales assumed in the
CT18 NNLO fits, weakly pull the gluon PDF at x >
0.05 downward, in the direction similar to the
average pull of the LHC inclusive jet data. The
relative magnitude of the pull from these data, as
compared to those from the jet experiments, can be
estimated from the L2 sensitivity plot for gðx;QÞ
in Fig. 26.

(4) The ATLAS TeV data on W and Z rapidity dis-
tributions (Exp. ID ¼ 248), included only in CT18A
and Z, have the largest influence on the PDFs, as
discussed in Appendix A. The directions of their
pulls are similar to LHCb.
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FIG. 11. A comparison of 90% C.L. uncertainties on the ratios d̄ðx;QÞ=ūðx;QÞ and ðsðx;QÞ þ s̄ðx;QÞÞ=ðūðx;QÞ þ d̄ðx;QÞÞ, for
CT18 (solid blue line), CT18Z (magenta long-dashed line), and CT14HERAII NNLO (gray short-dashed line) ensembles at Q ¼ 1.4 or
100 GeV.
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(5) The LHC data on tt̄ double differential cross sections
also appears to favor a softer gluon at large x, but the
pull is not statistically significant, i.e., much weaker
than that of the inclusive jet data with its much larger
number of data points.

These constraints are further explored in depth in
Sec. VA using a combination of statistical techniques.

B. The global fits for αs and mc

1. Determination of the QCD coupling

Following the long-established practice [29], in the
canonical PDF sets such as CT18, the value of αsðMZÞ
is set to the world average of αsðMZÞ ¼ 0.118 [28];
alternate PDFs are produced for a range of fixed αsðMZÞ
above and below that central value (i.e., an “αs series”) to
evaluate the combined PDFþ αs uncertainty. In Ref. [29],
we show how to evaluate the combined PDFþ αs uncer-
tainty in the global fit. As shown, variations in αs generally
induce compensating adjustments in the preferred PDF
parameters (correlation) to preserve agreement with those

experimental datasets that simultaneously constrain αs and
the PDFs. At the same time, it is possible to define an “αs
uncertainty” that quantifies all correlation effects. As the
global QCD dataset grows in size, more experiments
introduce sensitivity to αsðMZÞ either through radiative
contributions to hard cross sections or through scaling
violations, especially over a broad range of physical
scales, Q.
Perhaps the best way to examine the sensitivity of each

experiment, and of the global ensemble of experiments, is
to examine the variations of their χ2 as the value of αsðMZÞ
is varied. Such scans over αsðMZÞ for CT18 NNLO and
CT18 NLO are shown in Figs. 13 and 14, respectively. In
all figures illustrating the scans in this and the next section,
we plot a series of curves for

Δχ2EðaÞ≡ χ2EðaÞ − χ2Eða0Þ; ð11Þ

as a function of some parameter a. The variation Δχ2EðaÞ is
the difference between the χ2 values for experiment E at the
fixed value of a shown on the horizontal axis [with χ2EðaÞ
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FIG. 12. A comparison of 90% C.L. uncertainties on the ratios d̄ðx;QÞ=ūðx;QÞ and ðsðx;QÞ þ s̄ðx;QÞÞ=ðūðx;QÞ þ d̄ðx;QÞÞ, for
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100 GeV, relative to their own central fit.
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marginalized with respect to the rest of free parameters],
and when a is determined at the global χ2 minimum for the
full CT18 dataset, where a ¼ a0. The Δχ2 curves are
shown for all experiments (indicated as “total” or “χ2tot”)
and for the top few experiments with the largest variations
Δχ2E in the shown range of a. Thus, by definition
Δχ2totða0Þ ¼ 0.
We note that we have varied αs in the present scan in all

exact radiative contributions, but kept αs fixed in the
tabulated K factors. This approximation greatly simplifies
the computations, and we have verified that it changes χ2

by only a small fraction of the higher-order uncertainty
within the fitted αs range.

From Fig. 13, we see that the various datasets have
different sensitivities to both the central value of αsðMZÞ
and its uncertainty. According to the scans, the greatest
sensitivity toαsðMZÞ is providedby theHERAIþ II dataset,
followed by the BCDMS proton data. Relatively to the full
CT18 dataset, both experiments prefer a lower value of
αsðMZÞ, on the order of 0.114–0.116, but with wider
uncertainties. The dependence of those two DIS datasets
onαsðMZÞ is primarily through the effect of scaling violation,
but the sheer number of data points, and the experimental and
theoretical precision, lead to their large sensitivities.
The LHC inclusive jet production, especially the CMS 7

and 8 TeV data, generally prefer a large value of αsðMZÞ, as

FIG. 13. The scan of the strong coupling constant at the scale ofMZ for CT18 at NNLO. Left: changes of χ2 of all the datasets together
(heavy black line) and of several individual experiments with especially strong pull on αsðMZÞ. Right: values for the change in χ2 for all
experiments fitted in CT18, but separately collected into combined DIS, DY, and top/jets datasets. The growth in Δχ2 for the “jets+top”
curve in the right panel is mainly driven by the constraints from jet production. While tt̄ production has important sensitivity to αs, the
comparatively small number of top data points leads to a more intermediate impact in the full fit.

FIG. 14. Like Fig. 13, but now showing the scan of αsðMZÞ at NLO precision in αs.

NEW CTEQ GLOBAL ANALYSIS OF QCD PHYS. REV. D 103, 014013 (2021)

014013-25



does the ATLAS 8 TeV Z pT data. The full CT18 dataset
prefers a value of αsðMZ;NNLOÞ ¼ 0.1164� 0.0026, at
68% C.L., defined using the “global tolerance” prescription
to correspond to a Δχ2 ¼ 37 interval (the corresponding
90% interval is defined byΔχ2 ¼ 100). The extracted value
of αsðMZÞ obtained with CT18Z is very similar,
0.1169� 0.0026, cf. Fig. 70. These values are to be
compared with αsðMZÞ ¼ 0.1150þ0.0036

−0.0024 as obtained by
CT14 with a smaller HERAþ LHC dataset.
TheΔχ2 distribution for the full dataset is very parabolic,

less so for the individual datasets. The Δχ2 curves for
collections of datasets, for example, all DIS data, all DY
data, and all jets and top data, also appear parabolic, as
expected from the central limit theorem. From the right
panel of Fig. 13, it is clear that the totality of DIS data
prefer a smaller value of αsðMZÞ than the DY pair, jet, and
top-quark production. The exact size of the αs uncertainty
thus is not well determined and depends on the convention,
as the pulls from various (types of) experiments are not
consistent at the level of few tens of units of χ2.
The scan exercise can also be carried out at NLO in αs, as

we show in Fig. 14. In fact, any difference between the
NLO and NNLO results can serve as a partial estimate of
the theoretical uncertainty of its determination. Although
the uncertainty is similar to that obtained at NNLO, the
central value is slightly higher: αsðMZ;NLOÞ ¼ 0.1187�
0.0027. We note that the qualitative interplay of the experi-
mentswith leading sensitivity to αsðMZÞ is much the same at
NLO as found at NNLO, with the combined HERA (Exp.
ID ¼ 160) and BCDMS Fp

2 data (Exp. ID ¼ 101) again
preferring lower values, while the ATLAS 7 TeV jet data
(Exp. ID ¼ 544) and 8 TeV Z pT data (Exp. ID ¼ 253)
pulling in the opposing direction, but more strongly at NLO
than at NNLO. The preference of a higher αs value at NLO
by an amount of about 0.002 is consistent with findings of
other PDF groups [4,30,148,149].
To summarize, we find that the CT18 dataset prefers a

larger value of αsðMZÞ and a marginally smaller nominal
uncertainty than in CT14.

2. Constraining the charm pole mass

Similar investigations can be carried out for other inputs
of the perturbative theory, such as the pole mass of the
charm quark, mc. A conclusive study on the charm mass
dependence is beyond the scope of this article: the
experimental preferences for mc may be affected by the
initial scale Q0, auxiliary settings in the heavy-quark
scheme, and possibility of the nonperturbative charm
[56,121,150]. In the candidate fits we made, we observe
that the traditional choice mpole

c ¼ 1.3 GeV remains com-
patible with the CT18(Z) global data, however, the most
recent HERA inclusive DIS and LHC vector boson
production experiments in totality may mildly prefer the
pole mass of 1.4 GeV or higher.

An illustration of the observed trends can be viewed in
Fig. 15, where we show the χ2 variation for the total dataset
and for the leading experiments in a NNLO fit to the CT18
dataset at different pole mc. To separate the mc dependence
from Q0 dependence, we set Q0 ¼ 1 GeV and use a more
flexible (sign-indefinite at small x) gluon parametrization
that better accommodates the full range of solutions at such
low Q. The choice Q0 ¼ 1 GeV, also used in the CT10
study [121] of mc dependence, allows us to widen the
examined range of mc, while the extra flexibility of the
gluon at Q ¼ 1 GeV is needed to accommodate the full
range of the CT18 PDF uncertainty at Q > 1.3 GeV. As
can be seen based on the minimum of the heavy black
curve, the scan prefers a value of mc ¼ 1.3 GeV, with this
mass being somewhat larger than the preference of the
combined charm production data from HERA (Exp.
ID ¼ 147) alone, which would otherwise suggest
mc ≳ 1.2 GeV. The combined HERA run-I and run-II
inclusive data, on the other hand, essentially provide a
lower bound to mc, and prefer a larger magnitude,
mc > 1.45 GeV. However, these preferences are quite
weak, yielding an overall change by ten units of χ2 over
a large range ofmc. The individual sensitivities of the other
experiments presented in Fig. 15 are even weaker. It should
be pointed out that the inclusion of the ATLAS 7 TeVW=Z
data (Exp. ID ¼ 248) and other changes associated with
CT18Z lead to a reconfiguration of the picture shown in
Fig. 15 and to an increase in the best-fit value of mc, as we
show in Fig. 71 and discuss in Appendix A. In the same
spirit, the patterns of the pulls change somewhat if we set
Q0 ¼ mc (another acceptable choice).

C. Parton luminosities at the LHC

In Fig. 16, we show the parton luminosities at the LHC
14 TeV computed with the CT18 and CT18Z NNLO PDFs,

2 e
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CT18NNLO
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tot
2
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FIG. 15. A χ2 scan over values of the charm pole mass, mc, at
NNLO, using the CT18 dataset. The settings of the fit are
described in the text. The CT18Z counterpart to this mc scan is
presented in Fig. 71 in Appendix A.
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contrasting them with the previous CT14HERAII release. To
compare the luminosities only within the physically acces-
sible regions, we compute the integrals of the luminosity
with a restriction on the absolute rapidity of the final state to
be within five units, cf. Eq. (28) in [151]. In the compar-
isons for each flavor combination, we again show results
normalized either to a common reference (either CT18

NNLO or NLO) in the left-hand plots or to their respective
central predictions.
As in the case of individual PDFs, the CT18 central

results for the parton luminosities remain very close to
CT14HERAII. On the other hand, the PDF uncertainties of
the luminosities for the individual PDF ensembles are
somewhat reduced, especially for those luminosities
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FIG. 16. Parton luminosities for processes at the LHC at
ffiffiffi
s

p ¼ 14 TeV, in the central rapidity region jyj < 5: Lqq (upper panels), Lgq
(center panels), and Lgg (lower panels); evaluated using CT18 (solid violet line), CT18Z (short-dashed gray line), and CT14HERAII (long-
dashed magenta line) NNLO PDFs. The left panels give the luminosity ratios normalized to CT18, whereas the right panels show the
error bands for each luminosity, normalized for each PDF ensemble to its own central prediction.
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involving gluons. In the region of the Higgs boson mass,
MX ∼ 125 GeV, the improvement on the gg luminosity,
Lgg, shown in the lowest panels of Fig. 16, is very small. In
the TeV-scale mass range, however, reductions in the PDF
uncertainties of Lgg are more sizable, closer to ∼20%.
Parton luminosities computed using CT18Z NNLO
behave distinctly from CT18 in several respects. For
example, in the W=Z boson-mass region, the central
predictions for the qq luminosity are approximately
3–4% higher in CT18Z relative to CT18. The other parton

luminosities are similarly enhanced in CT18Z in the low-
mass region, MX ≲ 100 GeV, primarily because of the
x-dependent DIS factorization scale used in CT18Z. This
small-x enhancement is about the same in CT18X and Z,
in contrast to CT18, which more closely resembles
CT14HERAII. While the high-mass quark-quark luminosity,
Lqq, is relatively unmodified in CT18Z, Lgq and Lgg are
suppressed for MX ≳ 100–300 GeV; for the gluon-gluon
luminosity, this suppression can be as large as ∼4%
between 100 GeV and 1 TeV.
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FIG. 17. Same as Fig. 16, comparing the CT18 NLO and CJ15 NLO parton luminosities.
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In Figs. 17 and 18, we compare these parton luminosities
against those from other groups: CJ15 [5], MMHT14 [2],
and NNPDF3.1 [3]. Here we adopt the rescaled 68% C.L. for
the CT18 PDFs to match the convention of the other
groups. The comparison in Fig. 17 is done at NLO, because
CJ15 PDFs are not available at NNLO in QCD. The PDF
uncertainties on the CJ15 NLO luminosities are smaller
than those on the CT18 NLO (see right insets), in part due
to a smaller tolerance criterion (Δχ2 ¼ 1) and less flexible
parametrization forms for the ū and d̄ PDFs employed by

CJ15. The CT18 NLO qq luminosity central value is
approximately 8% to 5% higher than CJ15 for mass values
10≲MX ≲ 2 × 103 GeV and up to 8–10% lower for
higher values (see left insets). The CT18 PDF error band
for Lqq covers that of CJ15 over the mass range
20≲MX ≲ 2 × 103 GeV. The CT18 NLO gq luminosity
is approximately 2% higher than CJ15 in the mass region
relevant for Higgs production, 100≲MX ≲ 300 GeV. It is
also higher everywhere else, with major differences present
at low masses, MX ≲ 100 GeV, where it is 8% higher, and
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FIG. 18. Same as Fig. 16, comparing the CT18, MMHT14, and NNPDF3.1 NNLO parton luminosities with αsðMZÞ ¼ 0.118.
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at high masses, MX ≳ 650 GeV, where differences are
about 12% at MX ≈ 5 TeV. For the gg luminosity, CT18 at
NLO is higher everywhere, in particular, differences are
larger than 20% at MX ≈ 5 TeV.
The luminosities obtained using CT18 NNLO PDFs are

compared to those obtained with MMHT14 and NNPDF3.1

PDFs in Fig. 18. The NNPDF3.1 PDFs set is selected with
αsðMZÞ ¼ 0.118. The central values of qq and gq lumi-
nosities for the three groups agree within a few percent in
the mass region 100≲MX ≲ 103 GeV, where they also
have comparable PDF uncertainties. Comparing the NNLO
gg luminosities in the mass range 20 < MX < 300 GeV,
we see that MMHT14 is within a percent or so of CT18,
while NNPDF3.1 is 2–3% higher. Furthermore, the uncer-
tainty band for MMHT14 in this range is similar to that of
CT18, while that of NNPDF3.1 is smaller. At larger masses
MX ≳ 300 GeV, we observe a rapid drop of the NNPDF3.1

luminosity. Moreover, the NNPDF3.1 uncertainty is smaller
over all the mass range.
In 2012–2015, several detailed studies [40,143,152] of

the contemporary global PDF fits were carried out, includ-
ing benchmark comparisons of their methodologies. The
understanding gained from those studies has led to the 2015
recommendation on the usage of PDFs at the LHC [152].
The benchmarking also resulted in the improved agreement
among the CT, MMHT, and NNPDF PDFs, which in turn
allowed the PDF4LHC working group to combine these
global PDFs as inputs into the widely used PDF4LHC15
PDF ensembles.
Since 2015 a great deal of LHC data has been added to

the latest global fits. This has led in some cases to an
increase in the differences among the central PDFs of the
groups as compared to the corresponding 2015 PDF
releases. This change may be attributable to various factors.
In particular, small-x resummation or a nonconventional
choice of QCD scales in NNLO DIS cross sections modify
the small-x PDFs, as exemplified by CT18Z NNLO in
Figs. 7 and 16. The NNPDF3.1 parton luminosity show more
pronounced differences vs CT18 and MMHT2014 in some
regions, cf. Fig. 18. A followup study is currently underway
to better understand the impact of the LHC data and
methodological choices on each global PDF.

D. PDF moments and sum rules

Knowledge of the integrated PDF Mellin moments has
long been of interest, both for their phenomenological
utility, and for their relevance to lattice QCD computations
of hadronic structure [21,153,154]. In the case of the
former, PDF moments can serve as valuable benchmarks
for the purpose of comparing various global analyses and
theoretical approaches, and can also be informative descrip-
tors of the PDFs themselves. This follows especially from
the fact that numerical results obtained for PDFs of a given
order are connected with the x dependence of the under-
lying parton distribution, with, in general, higher-order

Mellin moments mostly determined by the PDFs’ high-x
behavior. In Ref. [21], an analysis of the sensitivities of
HEP data to lattice-calculable quantities—specifically, the
Mellin moments and parton quasidistribution functions—
was performed to further develop the still-emerging PDF-
lattice effort [153,154].
Integrated moments can in general be evaluated for

practically any phenomenological PDF from its underlying
distribution, provided the moment in question is convergent
over the full range of support. However, in this analysis, we
concentrate special attention on

hxnigðQÞ ¼
Z

1

0

dxxngðx;QÞ; ð12Þ

with n ¼ 1 for the gluon, as well as

hxniqþðQÞ¼
Z

1

0

dxxn½qþ q̄�ðx;QÞ for n¼ 1;3;…;

hxniq−ðQÞ¼
Z

1

0

dxxn½q− q̄�ðx;QÞ for n¼ 2;4;… ð13Þ

for the quark distributions, where we denote the charge
conjugation-even (odd) quark combinations as q� ¼ q� q̄.
We primarily consider these specific PDF moments of
Eq. (12) with n ¼ 1 and Eq. (13) for compatibility with
lattice QCD determinations, which are only able to com-
pute the odd (n ¼ 1; 3;…) moments of (qþ q̄)-type dis-
tributions and even (n ¼ 2; 4;…) moments for (q − q̄)-type
distributions. This follows from the fact that lattice calcu-
lations extract the integrated Mellin moments from had-
ronic matrix elements as

1

2

X
s

hp;sjOq
fμ1;…;μnþ1gjp;si¼2hxnþ1iq½pμ1 ���pμnþ1

− traces�:

ð14Þ

In Eq. (14), the lattice operators are Ofμ1;…;μnþ1g∼

inq̄γμ1D
↔

μ2 � � �D
↔

μnþ1
q, involving covariant derivatives in

such a way that successive derivative insertions increase
the order of the extracted moment, but also alternate the
evenness and oddness under charge conjugation.
We compute a number of the typical benchmark PDF

Mellin moments using our updated CT18 and CT18Z
NNLO fits and compare against the older CT14HERAII
NNLO parametrization as well as the recent MMHT14
NNLO, CJ15 NLO, and NNPDF3.1 global analyses. In all
cases, moments are evaluated for an MS factorization scale
of Q ¼ 2 GeV, which is also the standard matching scale
computed in lattice QCD calculations. We summarize the
numerical results of the PDF moment calculations in the
entries of Table VI as well as in Figs. 19–20. We point out
that the comparatively small values of the CJ15 NLO
uncertainties are primarily attributable to the use ofΔχ2 ¼ 1
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criterion, and, in some cases, a comparatively more
restrictive parametrization.

1. Observations

In general, we observe concordance among the moments
of the light distributions, including those of the isovector
(i.e., u − d) combination, hx1;3iuþ−dþ and hx2iu−−d− .
Notably, the CT results for the first isovector moment,
hxiuþ−dþ ∼ 0.156–0.159, are marginally larger than those
obtained under the other fits considered here, which
produce hxiuþ−dþ ∼ 0.151–0.152, but are nevertheless in
close agreement at the 1σ level. Similarly, we recover very
robust agreement for the first moment of the gluon PDF,
which can be understood to carry ∼41% of the proton’s

longitudinal momentum at the scaleQ ¼ 2 GeV. We find a
slightly smaller total contribution to the momentum sum
rule from the gluon under CT18Z NNLO, which results in
hxig ¼ 0.407ð8Þ, but it is still easily in agreement within
errors with the CT18 NNLO calculation, hxig ¼ 0.414ð8Þ.
This is consistent with the modest reduction in the central
gluon shown for CT18Z in the lower-right panel of Fig. 7.
For the contributions of the individual flavor-separated

quark densities to the proton’s longitudinal momentum, we
again find in general strong convergence among our new
global analysis and the results of previous and other fits.
This is especially true for the total uþ and dþ first moments,
for which we find concordance at hxiuþ ∼ 0.35 and
hxidþ ∼ 0.193–0.194. The situation is similar for the total

TABLE VI. We collect values of several PDF moments computed according to CT18, CT18Z, CT14HERAII, MMHT14, CJ15 NLO,
and NNPDF3.1, all at the scale Q ¼ 2 GeV. The moments are chosen for their dual interest both as benchmarks for phenomenological
calculations and relevance to lattice QCD calculations. In the descending order, we show the three lowest moments of the isovector
(u − d) distribution, the first moment of the gluon, the first and second moments, respectively, for the flavor-separated u, d, s
distributions, and two measures of light quark flavor symmetry violation: the zeroth moment of the flavor SU(2) difference, h1id̄−ū, and
the moment ratio related to the strangeness suppression, κs, defined in Eq. (19). We note that the d̄ and ū distributions are not constrained
to coincide at x → 0 in NNPDF3.1, leaving h1id̄−ū undefined, whereas the strange suppression factor was not fitted in CJ15. Here, all
computed moment uncertainties are either based on 68% C.L., or have been rescaled accordingly for comparison.

PDF moment CT18 CT18Z CT14HERAII MMHT14 CJ15 NNPDF3.1

hxiuþ−dþ 0.156(7) 0.156(6) 0.159(6) 0.151(4) 0.1518(13) 0.152(3)
hx2iu−−d− 0.055(2) 0.055(2) 0.055(2) 0.053(2) 0.0548(2) 0.057(3)
hx3iuþ−dþ 0.022(1) 0.022(1) 0.022(1) 0.022(1) 0.0229(1) 0.022(1)
hxig 0.414(8) 0.407(8) 0.415(8) 0.411(9) 0.4162(8) 0.410(4)
hxiuþ 0.350(5) 0.350(4) 0.351(5) 0.348(5) 0.3480(6) 0.348(4)
hxidþ 0.193(5) 0.194(5) 0.193(6) 0.197(5) 0.1962(9) 0.196(4)
hxisþ 0.033(9) 0.041(8) 0.031(8) 0.035(8) 0.0313(2) 0.039(4)
hx2iu− 0.085(1) 0.084(1) 0.085(1) 0.083(1) 0.0853(2) 0.085(3)
hx2id− 0.030(1) 0.029(1) 0.030(1) 0.030(1) 0.0305(2) 0.028(3)
hx2is− … … … 0.001(1) … 0.001(4)
h1id̄−ū −0.12ð35Þ −0.07ð29Þ −0.37ð41Þ 0.084(15) 0.103(20) …
κs 0.49(16) 0.61(14) 0.46(13) 0.51(14) … 0.563(82)
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FIG. 19. A graphical comparison of the PDFmoments summarized in Table VI, with the exception of the results for the zeroth moment
of d̄ − ū combination, relevant for studies of the Gottfried sum rule; this latter quantity is given in Fig. 20. The CJ15 global fit does not
determine κs and hxis as independent entities from the data, their respective predictions are not shown.
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nucleon strangeness momentum, but with a somewhat
greater quantitative spread about hxisþ ¼ 3–4%. For
CT18 NNLO, we obtain hxisþ ¼ 3.3� 0.9%—similar to
CT14HERAII. In shifting to CT18Z, a 24% larger nucleon
strange content is preferred, but with comparable error.
In addition to the first moments of the quark and gluon

densities, hxiqþ;g, we also evaluate the second moments of
select q − q̄ quark asymmetries according to Eq. (13),
finding for hx2iu−;d− very close alignment among CT18(Z)
and previous calculations. Recent CT fits and CJ15 do not
independently parametrize s vs s̄, and we therefore omit
entries in Table VI for hx2is−.
Results on the integrated PDFmoments are also of interest

to phenomenological sum rules—for instance, the Gottfried
sum rule [157], which relates x−1-weighted moment of the
Fp−n
2 ¼ Fp

2 − Fn
2 structure function difference,

Z
1

0

dx
x
Fp−n
2 ðx;QÞjQPM ¼ 1

3
−
2

3

Z
1

0

dx½d̄ − ū�ðx;QÞ; ð15Þ

to flavor-symmetry violation in the light quark sea via the
breaking of the SU(2) relation d̄ ¼ ū. For the zerothmoment
related to the Gottfried Sum Rule, we obtain h1id̄−ū ¼
−0.12� 0.35 in CT18 (h1id̄−ū ¼ −0.07� 0.29 under
CT18Z), generally consistent with other PDF analyses.
These other analyses produce narrower uncertainties for
h1id̄−ū, but this follows from comparatively more restrictive
parametrizations in the low-x region, x ≤ 0.001. The zeroth

moment is dominated by the low-x behavior of the ū; d̄
PDFs, for which high-energy data remain relatively sparse,
as can be seen in Fig. 1. NNPDF, in contrast, imposes no
restriction on the relative behavior of ū and d̄ for x → 0, such
that h1id̄−ū is not numerically defined; the corresponding
NNPDF3.1 entry is therefore left blank in TableVI and Fig. 20.
CTuses a significantly more flexible parametrization for the
light-quark sea (with 11 parameters for the combined ū and d̄
PDFs, comparedwith five parameters inMMHT14 for d̄ − ū
[2] and five parameters in CJ15 for d̄=ū [5]), with no
constraint on the sign of d̄ − ū, as can be deduced from the
d̄=ūðx;Q ¼ 1.4 GeVÞ ratio plot shown in the upper-left
panel of Fig. 11. We therefore find that, with this flexibility
in the low-x region important for h1id̄−ū, modern high-
energy data still allow a broad range for the zeroth moment.
The CT18(Z) values for h1id̄−ū are in agreement with the

moments calculated in the original 1991 and 1994 NMC
analyses [155,156], which we represent in Fig. 20 as the
inner, black and outer, red horizontal bands for the 1991
[155] and 1994 [156] extractions, respectively. Several
aspects of the original NMC analysis can be expected to
underpredict the full experimental uncertainty on the
Gottfried moment, but chief among these is the fact that
NMC was sensitive only to the region 0.004 < x < 0.8. In
addition, directly matching the NMC structure function
moment to h1id̄−ū, as in Eq. (15), entails a leading-order
quark-parton calculation, which necessarily induces cor-
rections from missing higher orders and other QCD effects
not contained in the bands of Fig. 20. Moreover, in
determining the isovector structure function Fp−n

2 from
deuteron-to-proton cross section ratios, NMC assumed a
fairly restrictive parametrization to perform low-x extrap-
olations as well as to represent the absolute deuteron
structure function. For the sake of comparison, it is
instructive to consider the Gottfried sum rule in the region
measured by NMC, for which we find reasonable agree-
ment between CT and NMC:

1

3
−
2

3

Z
0.8

0.004
dx½d̄ − ū�ðx;Q ¼ 2 GeVÞ

¼ 0.227� 0.016ðNMC′91Þ; ð16Þ

¼ 0.221� 0.021ðNMC′94Þ; ð17Þ

¼ 0.260� 0.053ðCT18Þ: ð18Þ

We stress that the relatively narrow CT uncertainty about
the NMC extractions obtained for the restricted integral
over 0.004 < x < 0.8 underscores the importance of low-x
PDF uncertainties on ū; d̄ in the still lightly probed
x < 10−3 region. These must be brought under further
control before phenomenological analyses of high-energy
data can make a definitive statement about the violation of
SU(2) flavor symmetry at the moment level of Eq. (15).
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FIG. 20. A visual comparison of the results for
R
1
0 dx½d̄ðxÞ−

ūðxÞ�. The horizontal nested black and red bands correspond to
the values extracted from the original NMC analyses from 1991
[155] and 1994 [156], respectively. These were based on direct
quark-parton model extractions of the flavor asymmetry PDF
from the deuteron-to-proton structure function ratio measured at
Q2 ¼ 4 GeV2 for a range of x≲ 0.7. While all but the highest x
bin in this dataset is consistent with CTEQ kinematical cuts, the
very low Q is exactly at the boundary of the Q cut, and likely
subject to substantial higher-twist corrections, especially for the
higher x bins.
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We may extend the analysis of the d̄ ≠ ū breaking to the
SU(3) sector, by analyzing the ratio of the first moments of
the distributions appearing in Eq. (10) leading to the strange
suppression factor moment ratio,

κsðQÞ≡ hxisþ
hxiū þ hxid̄

; ð19Þ

as illustrated in Fig. 19. The final row of Table VI lists the
numerical results for this quantity for the PDF parametri-
zations considered above, with the exception of CJ15,
which sets Rsðx;QÞ to a constant, making sþðx;QÞ
proportional to ūðx;QÞ þ d̄ðx;QÞ. Up to uncertainties,
the moments we compute are generally consistent with
the traditional strangeness suppression scenario, κs ¼ 0.5.
In moving from CT14HERAII to CT18, there is a modest
enhancement, at Q ¼ 2 GeV, in the preferred central value
and related growth of the associated uncertainty, which
shifts from κsðCT14HERAIIÞ ¼ 0.46� 0.13 to κsðCT18Þ ¼
0.49� 0.16, in very close agreement with MMHT14, in
particular. The inclusion of the ATLAS W, Z production
data, as well as other changes leading to CT18Z, noticeably
increase the ratio to κsðCT18ZÞ ¼ 0.61� 0.14 and margin-
ally contract its uncertainty, as compared to CT18, making
the value more similar to the one in NNPDF3.1. Recently, a
first lattice calculation of κs was reported by the χQCD

collaboration in Ref. [158], which found κsðQ¼ 2GeVÞ¼
0.795�0.079ðstatÞ�0.053ðsysÞ. Indeed, while this result
lies just beyond the upper periphery of the values preferred
by typical phenomenological fits, κs ∼ 0.5, it agrees at the
1σ level with the CT18Z result that follows from the
inclusion of 7 TeV inclusive W, Z production data taken
by ATLAS.
This, as well as other entries for the PDF moments

determined on the QCD lattice as listed in the rightmost
column of Table VII, have historically shown a general
tendency to overestimate the values extracted phenomeno-
logically. More recent lattice calculations have in some
cases begun to approach the phenomenological moments—
e.g., for the isovector u − d moments, or for the total u,
d-quark and gluon momenta, hxiuþ;dþ;g—for which the
lattice uncertainties are also sufficiently large as to allow
agreement with global analyses.
Schematically, the PDF moments are extracted on the

lattice from the ratio of three-point to two-point correlation
functions [153,165]:

Rðt; τ;p; ÔÞ ¼
P

a;bΓb;ahBaðt;pÞjÔðτÞjBbð0;pÞiP
a;bΓb;ahBaðt;pÞjBbð0;pÞi

; ð20Þ

where the Ba;b are baryon interpolating operators, t the
source-sink Euclidean time separation, and τ the Euclidean

TABLE VII. Like Table VI, but now comparing the most recent results obtained under CT18(Z) and CT14HERAII with a representative
selection of recent lattice QCD calculations in the rightmost column. For the latter, reported results are generally taken from the recent
whitepapers in Refs. [153,154]. The information given in this table is not exhaustive, but summary, and we refer the interested reader to
the detailed presentations in Refs. [153,154] for extensive surveys of modern lattice calculations. Those lattice entries corresponding to
single calculations are given with the associated reference, whereas those which result from a combination of several lattice extractions
are indicated with “⋆.” In particular, for hxiuþ−dþ we follow Ref. [154] in supplying ranges obtained from various calculations, grouped
according to the number of active flavors, Nf, in the lattice action used. Meanwhile, the corresponding result for hx2iu−−d− shown above
is an average over the result in Ref. [159] and two separate calculations reported in Ref. [160].

PDF moment CT18 CT18Z CT14HERAII Lattice

hxiuþ−dþ 0.156(7) 0.156(6) 0.159(6)
0.153 − 0.194Nf¼2þ1þ1⋆
0.111 − 0.209Nf¼2þ1⋆
0.166 − 0.212Nf¼2⋆

hx2iu−−d− 0.055(2) 0.055(2) 0.055(2) 0.107ð98Þ⋆
hx3iuþ−dþ 0.022(1) 0.022(1) 0.022(1) N/A

hxig 0.414(8) 0.407(8) 0.415(8)
0.427(92) [161]

0.482(69)(48) [162]
0.47(4)(11) [163]

hxiuþ 0.350(5) 0.350(4) 0.351(5)
0.359(30) [161]

0.307(30)(18) [162]

hxidþ 0.193(5) 0.194(5) 0.193(6)
0.188(19) [161]

0.160(27)(40) [162]

hxisþ 0.033(9) 0.041(8) 0.031(8)
0.052(12) [161]

0.051(26)(5) [162]
hx2iu− 0.085(1) 0.084(1) 0.085(1) 0.117(18) [164]
hx2id− 0.030(1) 0.029(1) 0.030(1) 0.052(9) [164]
hx2is− … … … N/A
h1id̄−ū −0.12ð35Þ −0.07ð29Þ −0.37ð41Þ …
κs 0.49(16) 0.61(14) 0.46(13) 0.795(95) [158]
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time associated with the operator Ô insertion noted in
Eq. (14). For the lower moments of the nucleon parton
distributions, the lattice output is substantially governed by
the interplay between excited-state contamination of the
correlation functions, which in general depend on
Euclidean time as ∼ exp ð−mitÞ, and the lattice signal-to-
noise ratio, which goes as S=N ∼ exp ð−ðEN − ½3=2�mπÞtÞ.
As such, lattice calculations at physical pion mass (or chiral
extrapolations thereto) lead to more rapid deterioration of
the signal-to-noise at precisely the larger lattice times at
which contributions from nucleon excited states are rela-
tively suppressed. The subtle relationship between these
lattice effects (in addition to other systematic artifacts)
complicate any straightforward interpretation of the pres-
ently large or small lattice results for the PDF moments
shown in Table VII.

V. DESCRIPTION OF INDIVIDUAL DATASETS

The CT18 global analysis includes a wide range of data
from run-1 of the LHC, in addition to the extensive
collection of data used in the previous CT14 analysis with
the combined HERA measurements. Section II B and
Tables I–II reviewed the CT18(Z) datasets and broadly
summarized the overall quality of the fits in terms of
χ2=Npt and effective Gaussian variables SE provided for
each fitted experiment. A successful fit of the global data,
however, requires a far more fine-grained exploration
of the degree to which individual experiments are
described well. It is important to quantitatively evaluate
the agreement between data and theory with a rigorous
battery of statistical measures and tests [37], including a
comprehensive survey of potential tensions in fitting
various experiments. We survey the landscape of exper-
imental constraints in Sec. VA, concentrating primarily
on the complementary techniques of LM scans and
sensitivity calculations to elucidate the level of agreement
within the fit and remaining sources of systematic tension.
Section V B concentrates on the theoretical description of
specific fitted experiments, while Sec. V C examines the
role of NLO electroweak corrections in describing the
fitted data.
Procedurally, fitting in the CT approach is done as

described in Appendix B. First, we minimize the difference
between data and theory by computing the best-fit values of
the nuisance parameters λ associated with the correlated
systematic errors of each experiments. Then, we minimize
χ2 with respect to the parameters a of the functional forms
of the parton distribution functions. We arrive at the best-fit
χ2 given by Eq. (2) as the sum of ðDsh

i ða0Þ − Tiða0ÞÞ2=s2i
and squares of optimal individual nuisance parameters
λ̄ða0Þ. Here Ti is the ith theory prediction, Dsh

i denotes
the respective data value shifted by the optimal systematic
displacements of the nuisance parameters; si is the pub-
lished estimate for the total uncorrelated error.

In a high-quality fit, deviations of theory from data are
consistent with random fluctuations associated with stat-
istical and systematic uncertainties [37]. To check that this
is the case, we may plot the shifted data points Dsh

i and the
theory values Ti for each fitted experiment. The error bars
for the shifted data are the uncorrelated errors si only,
because the correlated systematic errors are already
accounted for in the nuisance parameter values.
There is also a second comparison that needs to be

considered: a histogram plotting optimal nuisance param-
eter values λ̄αðaÞ, associated with the sources of systematic
uncertainties. The nuisance parameters, which are used to
model the relation between the true and the experimentally-
determined values of observables, are usually assumed to
be sampled from a normal distribution N ð0; 1Þ with the
mean equal to 0 and standard deviation equal to 1. Thus, if
too many best-fit parameters λ̄αðaÞ are far from zero
according to N ð0; 1Þ, we should be concerned. On the
other hand, the situation where many λ̄αðaÞ are close to
zero, meaning that the empirical histogram is narrower than
N ð0; 1Þ, is common for several new datasets that have
published large numbers of systematic uncertainties. This
situation is generally less of a concern, as there may be
benign reasons for having too many λ̄αðaÞ that are very
small, see Sec. IV.E in [37].

A. Overall agreement among experiments

1. Revisiting effective Gaussian variables

Let us first return to Fig. 4 illustrating the overall quality
of individual description of experiments in the CT18
NNLO global fit based on the information collected in
Tables I and II. Instead of examining χ2EðNpt;EÞ=Npt;E for
individual experiments E, which have different probability
distributions dependent on Npt;E, we plot equivalent
information in the form of a histogram of the effective
Gaussian variables SE ¼

ffiffiffiffiffiffiffiffi
2χ2E

p
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Npt;E − 1

p
listed in

Tables I and II [38].
If all deviations of theory from data are purely due to

random fluctuations, one would expect to recover an
empirical distribution of SE that is close to N ð0; 1Þ for
any Npt;E. In practice, any recent global fit renders an SE
distribution that is statistically incompatible with N ð0; 1Þ
[37], indicating that too many experiments are underfitted
or overfitted compared to the textbook case.
For the CT18 NNLO fit, the observed SE distribution

shown in Fig. 4 is most compatible with N ð0.6; 1.9Þ. The
probability that is compatible with N ð0; 1Þ is very small
(p ¼ 2.5 × 10−5 according to the Anderson-Darling test
[37]). In the figure, we labeled the experiments with the
largest deviations from SE ¼ 0. These are the combined
HERAIþ II dataset on inclusive DIS [30] with SE ≈ 5.7,
which provides the dominant constraints on the PDFs
and must be retained in the global analysis despite the

TIE-JIUN HOU et al. PHYS. REV. D 103, 014013 (2021)

014013-34



quality-of-fit issues discussed in Sec. II A 2, and the CCFR
measurement [62] of the structure function xBF3ðxB;QÞ in
charged-current DIS on iron, which has an unusually low
χ2=Npt ≈ 0.4 for the central fit, but does constrain the PDF
uncertainty for some flavors, as can be seen, e.g., in the LM
scans presented in the next section.
We also note that the new LHC run-1 datasets, indicated

by the light green color in Fig. 4, have more positive than
negative SE values, indicating that their χ2 values are larger
than would be expected from random fluctuations consis-
tent with the published experimental errors, as can be
verified by consulting Table II.
Two squares and two stars indicate the SE values for the

NuTeV dimuon and CCFR dimuon data, respectively,
which we highlight for special attention given the impor-
tance of these data for probing the strangeness PDF. An
analogous plot for the alternative CT18Z fit in Fig. 59
shows increased SE values for the CCFR and NuTeV
experiments, as compared to the CT18 fit, because of the
conflicting pull of the ATLAS 7 TeVW=Z production data.

2. Lagrange multiplier scans

The LM scan technique, which was introduced in
Ref. [26], is among the most robust methods of assessing
the level of tension in a global fit. This method involves
constraining a particular fitted distribution to hold a chosen
numerical value by means of Lagrange multipliers, while
refitting the rest of the PDF parameters with this constraint
in place. A PDF at a chosen x and Q can then be
systematically varied away from its value preferred in an
unconstrained global fit. The profile of increases in χ2 (or
SE) as a result of this variation can be computed for each
fitted experiment, revealing the extent to which numerical
alteration of the PDFs is connected to the ability to
successfully describe specific data.
A collection of panels in Figs. 21–25 demonstrates χ2

profiles in LM scans for a broad range of CT18 NNLO

PDFs, typically at a high scale Q ¼ 100 GeV relevant for
high-energy processes, and for select parton fractions
representative of the PDF behavior at low x (x ¼ 0.002
and 0.023) and high x (x ¼ 0.1 and 0.3). Among the
generic features of the scans, we observe that, while the
global χ2 for all experiments is close to parabolic in
well-constrained ðx;QÞ regions, some individual experi-
ments may prefer the PDF values that are quite different
from the global minimum. At the global minimum itself,
the χ2E for such an experiment may be elevated by up to tens
of units.
In Fig. 21, for instance, we show two LM scans

associated with the gluon density, gðx;QÞ. In the left panel,
the LM scan probes the pulls of the most sensitive
measurements to the Higgs-region gluon PDF, which
contributes to Higgs boson production through the pre-
dominant gg → H channel, especially in the neighborhood
of x ¼ mH=ð14 TeVÞ ∼ 0.01 and for Q ∼mH. Evidently,
most constraints arise due to HERA inclusive DIS data as
well as the LHC jet data.
In the right-hand plot for x ¼ 0.3, strong constraints

spread over more datasets, notably from high-pT Z boson
pT and top-quark production. In particular, while the
ATLAS 7 TeV inclusive jet data prefer gð0.3; 125 GeVÞ≈
0.3, consistent with the central value of the full fit, the CMS
7 and 8 TeV jet production prefer gð0.3; 125 GeVÞ ¼
0.242þ0.016

−0.020 and 0.327þ0.015
−0.010—a ≈3σ difference according

to the Δχ2 ¼ 1 criterion.
We notice that in some situations, when a significant

tension between the experiments is revealed, as in the right-
hand plot of Fig. 21, a Hessian estimate based on the
dynamic tolerance [166] may result in a much narrower
PDF uncertainty than the estimate based on the total χ2 in
the LM scan, as a consequence of the trade-off between the
opposite pulls on the PDF exerted by the conflicting
experiments. We discuss this further in Appendix A 4 b,
with a specific example shown in Fig. 69.

FIG. 21. LM scans for the gluon PDF at Q ¼ 125 GeV and x ¼ 0.01 and 0.3, based upon the CT18 NNLO fits.
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In Fig. 22 we show LM scans for the u- and d-quark
PDFs at x ¼ 0.002 and 0.3. For the low-x values, con-
straints from LHC W and Z boson data (from the LHCb,
CMS, and ATLAS collaborations) stand out as expected, in
addition to constraints from HERA and NuTeV. At x ¼ 0.3,
several fixed target experiments, e.g., CDHSW, BCDMS,
and E866 make significant contributions. The situations are
similar for the d-quark density as well as for the d=u ratio
shown in Fig. 25.
For the ū and d̄ antiquarks in Fig. 23, as well as the d̄=ū

ratio in Fig. 25, the LHCb data and the CMS W boson
charge asymmetry data play an important role at small x, as
can be seen from Fig. 23. On the other hand, at large x, the
flavor separation depends on the E605, E866, and NMC
deuteron data.
The power of the LM method is most explicitly dem-

onstrated by the scans on the strange quark PDF for CT18
in the third row of Fig. 23, and the strangeness ratio
Rsðx;QÞ defined in Eq. (10) and scanned at x ¼ 0.023 and
x ¼ 0.3 in Fig. 24. We see from the lower left inset of
Fig. 23 at x ¼ 0.002 that the CT18 dataset provides no
substantial direct constraint on sðx;QÞ at x < 0.01. Rather,
the behavior of sðx;QÞ is weakly constrained by the
low-luminosity ATLAS 7 TeV W and Z data (Exp.
f ¼ 268), as well as by the low-x extrapolation of the

constraints by the NuTeVand CCFR dimuon data probing x
above 0.01.
At x ¼ 0.01–0.1, the Rs ratios in Fig. 24 indicate the

dominance of constraints from NuTeV and CCFR dimuon
production, together with HERA inclusive DIS, with
weaker constraints from LHCb W=Z production and the
fixed-target experiments BCDMS, CDHSW, E866, and
NMC. Here, the scans reveal a salient feature, that the fits
using the CT18 strangeness parametrization become unsta-
ble when Rsðx;QÞ is forced to be close to 1 at x > 0.01. For
such increased Rs values, the χ2 values fluctuate, or the fits
fail to converge. Somewhat larger values of Rs are tolerated
at x < 0.01.
Finally, going back to sðx;QÞ at x ¼ 0.3 in the lower

right inset of Fig. 23, the very large-x behavior is again
determined by the extrapolation of the strangeness PDF
from lower x, where it is constrained by the combination of
the experiments listed in the figure.
We see from this section that the advantage of the

Lagrange multiplier approach lies in its systematic, robust
nature, as well as its ability to reveal tensions or instabilities
that may be missed by the other techniques. On the other
hand, this calculation requires repeated refits of the PDFs
for many values of the LM parameter(s)—a limitation that
makes the LM scans computationally expensive.
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FIG. 22. LM scans for the up- and down-quark PDF at Q ¼ 100 GeV and x ¼ 0.002 and 0.3, based upon the CT18 fits.
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3. The PDF sensitivity analysis

A technique complementary to the LM scans explored
in Sec. VA 2 is the calculation of the L2 sensitivity.
The L2 sensitivity was first introduced in Ref. [21] for
the purpose of analyzing the interplay among the pulls
of the CT18(Z) data upon the fitted PDFs. Here we will
review its essential definition. A closely related imple-
mentation, based on the L1 sensitivity detailed in [20]
and realized in the PDFSENSE program, will be used at the
end of this section to rank the experiments of the CT18
dataset according to the sensitivity to various combina-
tions of PDFs.

While the LM scans offer the most robust approach for
exploring possible tensions among fitted datasets in a given
analysis, they are very computationally costly to evaluate
and done for specific choices of x and Q. As we explain
here, the L2 sensitivity can be rapidly computed and
provides a strong approximation to the Δχ2 trends in a
given global analysis. Moreover, the L2 sensitivity can be
readily calculated across a wide range of x, allowing the
Δχ2 variations shown in the LM scans to be visualized
and interpreted for multiple x at once. We stress that the
qualitative conclusions revealed by consideration of the L2

sensitivities, discussed and presented below, are consistent

2 e

–u(x = 0.002, Q = 100 GeV)

CT18
2
tot

250 LHCb8ZW
204 E866pp
104 NMC Fdeu

2   /Fpro
2

249 CMS8W Ach
246 LHCb8Z
160 HERA I+II
108 CDHSW F2
124 NuTeV 
245 LHCb7ZW
268 ATLAS7ZW

125 NuTeV –

-10

 0

 10

 20

 30

 550  560  570  580  590  600  610

2 e

–u(x = 0.3, Q = 100 GeV)/1000

CT18
2
tot

201 E605
203 E866
204 E866pp
104 NMC Fdeu

2   /Fpro
2

108 CDHSW F2
245 LHCb7ZW
160 HERA I+II
109 CDHSW F3

-10

 0

 10

 20

 30

 0.02  0.025  0.03  0.035  0.04

2 e

–d(x = 0.002, Q = 100 GeV)

CT18
2
tot

203 E866
102 BCDMS Fdeu

2
104 NMC Fdeu

2   /Fpro
2

160 HERA I+II
250 LHCb8ZW
249 CMS8W Ach

-10

 0

 10

 20

 30

 540  560  580  600  620

2 e

–d(x = 0.3, Q = 100 GeV)

CT18
2
tot

201 E605
203 E866
245 LHCb7ZW
108 CDHSW F2
104 NMC Fdeu

2   /Fpro
2

111 CCFR F3
204 E866pp
109 CDHSW F3

-10

 0

 10

 20

 30

 0.025  0.03  0.035  0.04  0.045  0.05

2 e

s(x = 0.002, Q = 100 GeV)

CT18
2
tot

268 ATLAS7ZW

125 NuTeV –

124 NuTeV 
204 E866pp

-10

 0

 10

 20

 30

 450  500  550  600  650

2 e

s(x = 0.3, Q = 100 GeV)

CT18
2
tot

127 CCFR –

125 NuTeV –

124 NuTeV 
245 LHCb7ZW
126 CCFR 
109 CDHSW F3
111 CCFR F3
250 LHCb8ZW
160 HERA I+II
545 CMS8jet
108 CDHSW F2
204 E866pp

-10

 0

 10

 20

 30

 0.01  0.02  0.03

FIG. 23. Like Fig. 22, here giving LM scans for the ū-, d̄-, and s-quark PDFs in CT18.
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with the picture based on the LM scans themselves.
Although the L2 sensitivities may not always provide
the same numerical ordering as the LM scans for the
subdominant experiments, they offer complementary

information over broader reaches of x that are not com-
pletely captured by the LM scans.
We work in the Hessian formalism [22,23,91] and com-

pute the L2 sensitivity Sf;L2ðEÞ for each experiment, E, as

(a) (b)

FIG. 24. The LM scan over Rs at Q ¼ 1.5 GeV, with x ¼ 0.023 and x ¼ 0.1, respectively, for the CT18 NNLO fit.
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FIG. 25. Like Fig. 22, for LM scans over the ratios d=u and d̄=ū.
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Sf;L2ðEÞ ¼ ∇⃗χ2E ·
∇⃗f

j∇⃗fj
¼ Δχ2E cosφðf; χ2EÞ; ð21Þ

which yields the variation of the log-likelihood function χ2E
due to a unit-length displacement of the fitted PDF param-
eters away from the global minimum a⃗0 of χ2ða⃗Þ in the

direction of ∇⃗f. The PDF parameters a⃗ are normalized so
that a unit displacement from the best fit in any direction
corresponds to the default confidence level of the Hessian
error set (90%forCT18, on average corresponding to slightly
less than Δχ2tot ¼ 100 in a given direction.)
This displacement increases the PDF fðx;QÞ by its

Hessian PDF error Δf, and, to the extent its PDF variation
is correlated with that of χ2E through the correlation angle

φðf; χ2EÞ ¼ cos−1
� ∇⃗f

j∇⃗fj
·
∇⃗χ2E

j∇⃗χ2Ej

�
; ð22Þ

it changes χ2E by Δχ2EðâfÞ ¼ Δχ2E cosφðf; χ2EÞ ¼ Sf;L2ðEÞ.
The L2 sensitivity, Sf;L2ðEÞ, therefore quantifies the impact
variations of PDFs at fixed x and Q have upon the
description of fitted datasets. Plotting Sf;L2ðEÞ against x
yields useful information regarding the pulls of the CT18
(Z) datasets upon PDFs (and PDF combinations) fitted in
the global analysis. This also permits the rapid visualization
of possible tensions within the global fit, since the PDF
variation of some parton densities of given flavor are
correlated with the variation of χ2E (i.e., Sf;L2ðEÞ > 0),
while others are anticorrelated (Sf;L2ðEÞ < 0), at the same
values of ðx;QÞ.
The terms on the right-hand side of Eq. (21) for Sf;L2 are

computed as

ΔX ¼ j∇⃗Xj ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XNeig

i¼1

ðXðþÞ
i − Xð−Þ

i Þ2
vuut ; ð23Þ

and

cosφ¼ ∇⃗X · ∇⃗Y
ΔXΔY

¼ 1

4ΔXΔY

XNeig

i¼1

ðXðþÞ
i −Xð−Þ

i ÞðYðþÞ
i −Yð−Þ

i Þ;

ð24Þ

from the values XðþÞ
i and Xð−Þ

i that a quantity X takes for the
parameter displacements along the (�) direction of the ith
eigenvector. With these symmetric master formulas, the
sum of Sf;L2ðEÞ over all experiments E should be within a
few tens from zero, since the tolerance boundary for the
total χ2 is close to being spherically symmetric. The
Sf;L2ðEÞ variables for individual experiments tend to cancel
among themselves to this accuracy; the order of magnitude

of Sf;L2ðEÞ can be also interpreted as a measure of tension
of E against the rest of the experiments.
The L2 sensitivity can be computed for individual data

point residuals or optimal nuisance parameters, i.e., for
parts of Eq. (2). A related, similarly informative, definition
of sensitivity [20] is computed using the absolute values of
residuals, jrij, rather than their squares r2i (using the L1

norm instead of the L2 norm).
An extensive collection of the L2 sensitivity plots for

CT18(Z) PDFs and PDF ratios, reflecting the interplay and
competing pulls among the CT18 datasets, can be viewed at
[167]. Analogous calculations are shown for the alternative
CT18Z fit in Sec. A 4.
In Fig. 26, we show the L2 sensitivity of the CT18 data

on the gluon PDF at fixed Q ¼ 100 GeV, plotting curves
for those experiments that satisfy jSf;L2ðEÞj ≥ 4 for any
value of x. This criterion generally identifies the leading
five to ten experiments with strongest pulls on the PDF in
the kinematical region under consideration. By its prox-
imity to the Higgs mass scale, Q ¼ 100 GeV, Fig. 26
highlights the opposing pulls of a number of CT18 datasets
relevant for the 14 TeV Higgs boson production cross
section, σHð14 TeVÞ, and is the L2-based counterpart to
Fig. 21 (left). In addition to several non-LHC experiments
(Exp. IDs ¼ 101, 102, 108, 109, 160, 204) imposing
significant pulls on the gluon PDF at various x, among
the newly-fitted LHC run-1 data, the 8 TeV Z pT ATLAS
data (Exp. ID ¼ 253) show the strongest overall pull in
the immediate vicinity of x ¼ 0.01, Sg;L2ðEÞ ≈ −ð4–5Þ,
approaching the pull of the E866 pp absolute cross
section data (Exp. ID ¼ 204) in the same neighborhood.
Meanwhile, the corresponding pulls of the inclusive
Tevatron (504) and CMS 8 TeV (545) jet-production data
are even larger at slightly higher x ¼ 0.05–0.1; at x ≈ 0.1
the CMS 8 TeV jet data (545) have a very strong pull of
Sg;L2ðEÞ ≈þ13 against the opposing pulls of the ATLAS
(544) and CMS 7 TeV (542) jet data datasets. At
even higher x, the best-fit behavior of the gluon PDF
reflects the tradeoffs among the pulls from multiple experi-
ments, as explicated in the caption of Fig. 26. At x < 0.01,
we notice visible competition between the inclusive
(160) and charm-production (147) datasets from HERA,
with constraints from other experiments being less
prominent in this region. The totality of observations
based on Fig. 26 is consistent with our findings based on
the LM scans appearing in Sec. VA 2, as typified by
Fig. 21 (left panel), wherein we identified the same
experiments as imposing the most stringent constraints
upon gðx ¼ 0.01; Q ¼ mHÞ.
We conclude this section by presenting Fig. 27 with the

ranking plots of L1 sensitivities computed by the PDFSENSE

code according to the approach in Ref. [20]. In that article,
we presented tables that rank the experiments in the
CT14HERAII NNLO analysis either according to their total
sensitivity to the PDFs, fðxi; QiÞ, computed as
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Stotf;L1ðEÞ≡
XNpt;E

i¼1

jSf;L1ðiÞj; ð25Þ

or according to the average sensitivity per data point,

Savef;L1ðEÞ≡ Stotf;L1ðEÞ=Npt;E: ð26Þ

These quantities respectively estimate either the total
sensitivity of the experiment E to the PDF, fðxi; QiÞ, at
the typical ðxi; QiÞ probed by data points i ¼ 1;…; Npt;E,
and summed over all Npt;E points, or the averaged
sensitivity for a single data point in this experiment. The
two sensitivities allow informative side-by-side comparison
of the strengths of constraints from individual experiments,
once again estimated in the Hessian approximation.
In Fig. 27, we present a graphical visualization of the

ranking tables from Ref. [20], now recomputed for the

CT18 NNLO fit, and, for the most part, leading to similar
conclusions as obtained for CT14HERAII NNLO. The upper
and lower panels of Fig. 27 correspond to the point-
averaged and total sensitivities, respectively, as discussed
above. On the right are placed palettes relating the colors to
the magnitudes of Sf;L1ðEÞ. The cells that vary from yellow
to orange to red indicate experiments (listed on the left)
with increasingly strong sensitivities to the PDFs, fðx; μÞ,
given at the bottom. White or grey cells indicate experi-
ments with minimal sensitivity to fðx; μÞ.
We observe that, while the HERA Iþ II, BCDMS, and

NMC datasets have relatively low per-point sensitivity as
seen in the upper panel, when aggregated over their large
number of points, the experiments have very large total
sensitivities to all PDF flavors seen in the lower inset. The
specialized fixed-target measurements, such as CCFR,
NuTeV, E605, and E866, are most sensitive to certain
flavors, such as s, ū, and d̄, as expected.

FIG. 26. The x-dependent L2 sensitivity of the CT18 datasets with strongest pull upon the gluon PDF, gðx;Q ¼ 100 GeVÞ. A number
of tensions among the leading datasets are revealed by examining those regions of x where Sf;L2ðEÞ peaks for certain experiments in the
“positive direction” while Sf;L2ðEÞ is sharply negative for others. For instance, at x ¼ 0.4, the sensitivity curves indicate a strong
competition of the CMS 8 TeV jet data (Exp. ID ¼ 545) and the BCDMS Fd

2 data (Exp. ID ¼ 102), both preferring a larger
gð0.4; 100 GeVÞ, against the combined downward pull on the gluon by the BCDMS Fp

2 (101), CDHSW F3 (109), E866 pp Drell-Yan
(204), and high-pT Z boson production (253) datasets. At x ≈ 0.1, the CMS 8 TeV jet data (Exp. ID ¼ 545) strongly pulls against the
ATLAS (544) and CMS 7 TeV (542) jet production, as well as measurements by CDHSW (108), CCFR (110), and BCDMS (102) of the
DIS structure function F2ðx;QÞ on various targets.
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FIG. 27. L1 sensitivities of experimental datasets to PDF flavors in the CT18 NNLO analysis, computed according to the methodology
in Ref. [20]. The color of the cells in the upper (lower) inset, chosen according to the palettes on the right, indicates the point-average
(cumulative) sensitivity of the experimental set on the vertical axis to the PDF flavor on the horizontal axis.
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Several LHC experiments, on the other hand, have strong
per-point sensitivities, especially tt̄ and high-pT Z pro-
duction, as well as CMS W-charge asymmetries at 7 and
8 TeV (see the upper inset). The total sensitivities of these
experiments in the lower inset are still quite low because of
their small numbers of data points (Npt;E ≈ 10–20). On the
other hand, the inclusive jet production datasets by ATLAS
and CMS at 7 TeV, and especially by CMS at 8 TeV, despite
their modest sensitivities per data point, show the highest
total sensitivities among all LHC experiments because of
their large numbers of data points and extended kinematic
coverage.
In aggregate, while the bulk of the sensitivity in the

CT18 fit still arises from HERA and fixed-target data, the
LHC experiments could already reduce some PDF uncer-
tainties, given their sizable per-point sensitivities. These
uncertainty reductions have not yet been fully realized in
part due to the tensions among some LHC experiments
expounded upon earlier in the paper.

B. Description of datasets fitted in CT18

In this subsection, we illustrate the ability of CT18 to
describe the individual experiments included in this analy-
sis, with particular attention paid to the newly included
LHC run-1 data. We organize this discussion according to
the specific physical process.

1. Vector boson production data

a. Tevatron charge asymmetry
CT18 PDFs show a good overall agreement with the

vector boson production data from fixed-target and
Tevatron experiments. In particular, the high-luminosity
charge asymmetry dataset 281 from D0 run-2 [78], used in

our analysis since CT14 [1] and sensitive to dðxÞ=uðxÞ at
x > 0.1, is well described.5

Figure 28 shows a data vs theory comparison for the
electron charge asymmetry as a function of the absolute
value of the electron pseudorapidity. Shifted data are
represented by red points, while unshifted data are black.
The absolute charge asymmetry is illustrated in the left
inset of Fig. 28, while in the right one we show the Data-
Theory difference, where the error bars represent the total
uncorrelated uncertainty (the quadrature sum of uncorre-
lated statistical and uncorrelated systematic errors) for both
the shifted and unshifted data, as we show consistently
throughout this paper, unless specified otherwise. The
differences of the shifted data from theory, relative to
the error bars, exemplify the goodness of fit, while the
movements between the shifted and unshifted data show
the effect of the correlated nuisance parameters. The
theoretical predictions are computed using the code
RESBOS at approximate NNLOþ NNLL in QCD. The blue
band represents the CT18 PDF uncertainty evaluated
using the Hessian symmetric errors at the 68% C.L. We
see that the data are described well by the CT18 predic-
tions, with the exception of one high pseudorapidity bin
(jηej ∼ 2.6), in which we observe a mild disagreement.

b. LHC data: LHCb.
As discussed previously, Drell-Yan cross-section mea-

surements from the LHCb collaboration (Exp. IDs ¼ 250,
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FIG. 28. A comparison of the CT18 theory with the D0 run II electron charge-asymmetry data (Exp. ID ¼ 281). Since the asymmetry
crosses zero in the shown range, the right panel shows the difference, Data-Theory, rather than the ratio, Data=Theory, as done
elsewhere in this section.

5According to the L2 sensitivity [167], the NMC DIS data 104
and the charge asymmetry dataset 281 prefer to have a softer
dðxÞ=uðxÞ at large x by about (15) 5 units of χ2E, compared to the
full data, in contrast to the LHCb 7 TeV W rapidity (245) and
E866 pp Drell-Yan (204) datasets that prefer a harder d=u in the
same x region.
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245, and 246, in that order of importance) produce the
strongest impact on CT18 PDFs among the newly
introduced LHC Drell-Yan datasets. Similarly to the
D0 electron charge asymmetry, in Fig. 29, the CT18
NNLO theory prediction is compared to both the shifted
and the unshifted data of W=Z production in the muon
channel (Exp. ID ¼ 250) at 8 TeV. The analogous

comparisons to W=Z production in the μ channel (Exp.
ID ¼ 245) at 7 TeV, and to Z production in the e channel
(Exp. ID ¼ 246) at 8 TeV are respectively shown in
Figs. 30 and 31. The NNLO theory is obtained using
APPLGRID files generated with NLO MCFM, and multi-
plied by point-by-point K factors computed with FEWZ

and MCFM-8.0.
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FIG. 29. A comparison of the CT18 theoretical predictions to theWþ (top),W− (middle), and Z0 (bottom) cross section measurements
by LHCb at 8 TeV in the muon decay channel (Exp. ID ¼ 250). The data are presented as cross sections for each bin,
σ ¼ dσ

dημ
Δημ; dσ

dyZ
ΔyZ, rather than as differential cross sections. The bump in the histogram bin 3.5 < ημ < 4.0 of W− plot thus results

from its larger bin width. A similar bump occurs in the plots for the LHCb 7 TeV W=Z data (Exp. ID ¼ 245).
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In the case of Z=W boson production at 8 TeV in Fig. 29,
theory and data agree well except for the data points near
rapidity of 2. In Z boson production in all three datasets
(bottom rows), some disagreement between theory and data
in shape at yZ < 2.5 and yZ ¼ 3–4 remains in spite of
systematic shifts. It leads to the elevated χ2E for experiments
245 and 250 quoted in Table II, the discrepancy that is
partially alleviated in the CT18Z fit after including the
ATLAS 7 TeV W=Z production dataset (Exp. ID ¼ 248).

At low rapidity in Z production, there is a large modeling
uncertainty for the kinematic acceptance of the observed
leptons. On the other hand, the discrepancy at yZ ≈ 4 shows
tension with pulls from other datasets included in the global
fit, such as the CMS and D0 W lepton-charge asymmetry
data. This tension has been investigated using the EPUMP

program. In particular, we compared updated fits in which
we either had included, or had not included, the first (low
rapidity) bin of the Z-boson distribution for experiment
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246. This choice had little impact on the resulting PDFs,
though the χ2E=Npt;E of the LHCb data had noticeably
improved after dropping the first rapidity bin.
The quality of the CT18 fit to the individual data points

can be quantified by the histograms of the shifted residuals
shown in Fig. 32. When the fit to experiment E is good, the
histograms of its shifted residuals ri ¼ ðDsh

i − TiÞ=si and
optimized nuisance parameters λ̄α are consistent with the
standard normal distribution. For example, the third panel
illustrates the distribution of ri for the LHCb 8 TeVW� and
Z data (Exp. ID ¼ 250). It indicates that there are a few
data points with large values in the Exp. ID ¼ 250 dataset.
As expected, the large residuals result from the first few
rapidity bins near y ¼ 2 in the W� and Z data, and from
3.5≲ yZ ≲ 4 between 3.5 and 4 in the Z data. Another
useful criterion is the examination of the distribution of
nuisance parameters needed to fit the Exp. ID ¼ 250 data,
which is shown in the left panel of Fig. 33. The distribution
of nuisance parameters deviates from the normal distribu-
tion, with two nuisance parameters having particularly
large values (−3 and þ3.7). The right panel of Fig. 33
represents the L2 sensitivity of these data to various PDF
flavors at Q ¼ 100 GeV. We see that the LHCb data

prefers lower u, ū PDFs at x < 10−2, as compared to the
full global data, somewhat higher s at x < 10−2, and a
higher d̄ at x ≈ 0.2. The plots of L2 sensitivities for the
other experiments and PDF combinations can be viewed at
Ref. [167].

c. LHC data: CMS and ATLAS.
Measurements of lepton charge asymmetry at 8 TeV

(Exp. ID ¼ 249) from the CMS collaboration are included
in all the CT18 global fits. The theoretical predictions,
compared with the shifted and unshifted data, are shown in
Fig. 34. We see that all the experimental data are fitted well
within the 68% C.L. PDF uncertainty.
In the CT18(Z) analysis, we have also included the

transverse momentum (pT) distributions of lepton pairs
produced in Z decays at ATLAS at

ffiffiffi
s

p ¼ 8 TeV (Exp.
ID ¼ 253). The theoretical predictions for these data are
obtained based on the NNLO fixed-order calculations for
Z þ jet production. We stress that we have imposed a
kinematic cut 45 < pZ

T < 150 GeV to remove the low- and
high-pT regions where this fixed-order calculation lacks the
necessary accuracy. The low-pT data are dropped because
of the missing resummation effects in our fixed-order
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calculation. The high-pT data are dropped because (1) the
constraining power of the data is small given the relatively
large statistical errors, and (2) the EW corrections are non-
negligible, as will be discussed in Sec. V C.
As a practical implementation, we generated in-house

NLO APPLGRID files with MCFM and multiplied them by
the NNLO/NLO K factors computed as the ratios of the
NNLO and NLO cross sections published in
Refs. [52,53,168–171]. To account for non-negligible
fluctuations in the NNLO theoretical prediction, we have
included an additional 0.5% theoretical Monte Carlo
uncertainty, estimated by the standard deviation for a
smooth curve fitted to discrete K factors. The nominal
renormalization and factorization scales are chosen as

μR ¼ μF ¼ MT;ll̄ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpT;ll̄Þ2 þM2

ll̄

q
; ð27Þ

assuming the unity prefactor in the scales. We have also
investigated the QCD scale dependence by multiplying the
renormalization and factorization scales independently by

the scaling factors of 2 and 1=2. Specifically, the scale
uncertainty is estimated using the envelope of the seven-
point scale variation:

ðμR; μFÞ ¼ ½ð1=2; 1=2Þ; ð1; 1=2Þ; ð1=2; 1Þ; ð1; 1Þ;
ð1; 2Þ; ð2; 1Þ; ð2; 2Þ� ×MT;ll̄: ð28Þ

All these combinations of QCD scales describe the shape
of the ATLAS ZpT data fairly, however, the data prefer
higher-than-nominal normalizations, which can be accom-
modated either by increasing the overall normalization of
theory by 1–2 standard deviations of the luminosity
uncertainty, reducing μR, or by increasing αs to 0.120–
0.124 [172]. As a result, we get a marginally better χ2 for
ID ¼ 253 using the scales

μR ¼ MT;ll̄=2; μF ¼ MT;ll̄; ð29Þ
with the negligible difference in the PDFs compared to the
other scales. The CT18 NNLO theoretical predictions with
the scales as in Eq. (29) are compared to the ATLAS 8 TeV

C
ha

rg
e 

as
ym

m
et

ry
 [

%
]

CMS, s=8 TeV, L=18.8 [fb]-1

pT > 25 GeV 

CT18, 68% C.L.
Shifted data for CT18

10

15

20

25

 0  0.5  1  1.5  2  2.5

D
at

a 
 / 

 T
he

or
y

CMS, s=8 TeV, L=18.8 [fb]-1 Charge asymmetry 
pT > 25 GeV 

Unshifted data
CT18, 68% C.L.
Shifted data for CT18

0.85

0.90

0.95

1.00

1.05

1.10

 0  0.5  1  1.5  2  2.5

FIG. 34. A comparison of the CT18 theoretical predictions to the CMS 8 TeV charge asymmetry data (Exp. ID ¼ 249).

FIG. 33. Left: distribution of nuisance parameters for the LHCb 8 TeVW=Z cross sections (Exp. ID ¼ 250). Right: the pulls of these
data on the CT18 NNLO PDFs at Q ¼ 100 GeV, computed in terms of the L2 sensitivity of Eq. (21) [167].
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data in Fig. 35. We obtain χ2E=Npt;E ∼ 1 and fairly describe
all three invariant-mass bins after allowing for an upward
shift by 1.2σ in the overall normalization. The comple-
mentary figure with the scales as in Eq. (27), also having
χ2E=Npt;E ≈ 1, cf. Table II, and requiring a shift in the

overall normalization by 2σ, is included in Supplemental
Material [27].
In Fig. 36, the distributions of the residuals (in the left

subfigure) and nuisance parameters (in the right subfigure)
of these data are shown. We see excellent agreement of

FIG. 35. Theoretical predictions for lepton pair transverse momentum distribution, pT;ll̄ based on the CT14HERAII, CT18, and CT18Z
NNLO PDFs, using QCD scales μR ¼ MT;ll̄=2, μF ¼ MT;ll̄ and compared with the ATLAS 8 TeV measurements. The yellow band
represents the PDF uncertainty calculated with the symmetric Hessian method at the 68% C.L. The dashed band represents the scale
uncertainty.
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theory and data in the distribution of residuals. In the
distribution of nuisance parameters, out of 101 nuisance
parameters in this process, only one parameter, associated
with the overall normalization, is increased by more than
1σ (2σ) for μR ¼ MT;ll̄=2 (MT;ll̄). More than 70 nuisance
parameters are too close to zero in these fits, perhaps
indicating that the experiment has tabulated too many
evanescent systematic effects. (Such excess of very small
nuisance parameters is not uncommon for the LHC experi-
ments, as discussed at the beginning of Sec. V and in
Sec. IV.E of [37].)
The alternative scales μF;R ¼ Mll̄ have been also tried

and resulted in a worse description of the shape of the pT

distribution (not only the normalization) and elevated χ2.
The remaining difference cannot be explained by the

EW corrections, since the EW corrections are small and
negative (see Sec. V C), pulling the theory further away
from the data. Instead, the systematic shift in the normali-
zation can possibly be ascribed to the missing higher-order
(N3LO) corrections, implied by two observations. First,
the NNLO corrections to the Z pT are generally as large
as 10%, which indicates slow convergence of the pertur-
bative expansion. Second, the large scale uncertainty (about
3–4%) is also an indication that the missing higher-order
effects may be significant.

2. Jet data

Historically, inclusive jet production has played an
important role in constraining the gluon density, gðx;QÞ,
as evidenced by the impact that the older jet data from the
Tevatron run-II had on the CT10 and CT14 global analyses.
CT18 now also implements inclusive jet production data
at even higher collider energies and luminosities, measured
by the ATLAS and CMS collaborations at the LHC, as
described in Sec. II B 4.

a. Tevatron run-II data
First, we examine the fits to the Tevatron run-II jet

data. The CDF run-II data shown in Fig. 37 is not perfectly
described by NNLO theory (has an elevated χ2E=Npt;E ≈ 1.7
according to Table I) and prefers a somewhat different
shape of the gluon PDF gðx;QÞ, compared to the average
of all experiments, according to the L2 sensitivity
plot for gðx;QÞ in Fig. 26. The D0 run-II jet data, depicted
in Fig. 38, show better agreement with the rest of the
datasets.

b. Run-1 LHC data
The CT18 fit can describe the LHC CMS and ATLAS jet

data, depicted in Figs. 39–41, after the decorrelation of
some correlated systematic errors, as laid out in Sec. II B 4
and Appendix E, as well as the inclusion of a 0.5% overall
uncorrelated systematic error for all the LHC jet data, as
discussed in Sec. II B 4.
Although the agreement with theory in the CT18

analysis is reasonable, we note some tensions among the
LHC inclusive jet datasets themselves, especially the CMS
results at 7 (Exp. ID ¼ 542) and 8 TeV (Exp. ID ¼ 545).
These tensions are particularly pronounced for some parton
flavors in the specific kinematic regions—most evidently,
for the gluon PDF, as quantified by the LM scans and L2

sensitivity profiles plotted in Figs. 21 and 26, respectively.
For the ATLAS inclusive jet data at 7 TeV, the best fit
requires the correlated errors to shift the raw data down-
ward in the smaller rapidity regions, but to shift the raw
data upward at high rapidities. The majority of optimal
nuisance parameters λα for the CT18 NNLO PDF set,
shown in the histograms included in Supplemental Material
[27], are distributed narrowly about jλαj ∼ 0. For the CMS
8 TeV dataset, four nuisance parameters out of 28 require
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absolute correlated shifts larger than two—a larger count
than is expected based on the assumed normal statistics.

3. Top-quark pair production data

The two tt̄ datasets included in the CT18 global analysis
are described well, as shown by the values of χ2 and

effective Gaussian variable SE given in the latter two rows
of Table II. In particular, for the CMS (Exp. ID ¼ 573) and
ATLAS (Exp. ID ¼ 580) datasets included in the fit, we
obtain SE ¼ 0.6 and SE ¼ −1.1, respectively. For a detailed
point-by-point description of the tt̄ agreement with the
theory, in Figs. 42 and 43 we show plots of the
ðDataÞ=ðTheoryÞ ratio for both datasets. For simplicity,
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the error bars for the CMS data in Fig. 42 were calculated
by including both statistical and correlated systematic
errors listed in Tables 5 and 7 of Ref. [88].
The statistical correlations for these measurements

(Table 6 in Ref. [88]) are not included in the CT18 analysis
because of technical difficulties in the realization of the
nuisance parameter representation for this statistical

correlation information. The nuisance parameter represen-
tation is the one and only default representation utilized in
all CT analyses. The statistical correlations released by the
CMS collaboration are given in terms of the covariance
matrix representation. Despite this, we independently
cross-checked the impact of the statistical correlations by
using the EPUMP software which is able to process the
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FIG. 39. Data=Theory values for CT18 NNLO and CMS 7 TeV inclusive jet production (Exp. ID ¼ 542).
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FIG. 40. Data=Theory values for CT18 NNLO and ATLAS 7 TeV inclusive jet production (Exp. ID ¼ 544).
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correlation information when given in terms of covari-
ance matrix. The conclusion is that the inclusion of
statistical correlations has negligible impact on the
resulting EPUMP updated PDFs. The CT18 baseline χ2

value obtained for the CMS (Exp. ID ¼ 573) data with

the inclusion of the statistical correlation covariance
matrix increases by about 5 units, as compared to the
value (18.9) given in Table II. (See Refs. [173] and [100]
for related discussions on the inclusion of these mea-
surements in global PDF analyses.)
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FIG. 41. Data=Theory values for CT18 NNLO and CMS 8 TeV inclusive jet production (Exp. ID ¼ 545).
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In Fig. 42, the top-quark pT distribution at CMS is fitted
reasonably well across the four rapidity bins examined
here. We find modest deviations between theoretical
predictions and the (un)shifted data for some points in
the intermediate rapidity bins, 0.75 < jytj < 0.85 and
0.85 < jytj < 1.45, contributing to the somewhat broader
distribution of residuals. Notably, the effect of correlated
errors in fitting the CMS data is relatively minimal, given
the fact that the shifted (red) and unshifted (black) data are
very similar, as observed in Fig. 42. Correlated systematics
are nonetheless important for some cross section values,
allowing the data values to shift enough to be within 1σ
distance from the CT18 prediction.
In contrast, achieving a very good description of the

analogous ATLAS pT;t and mtt̄ distributions shown in
Fig. 43 critically depends on the use of nuisance parameters
to compensate for correlated systematics, as seen in Fig. 43.
The uncorrelated errors are small (less than 1–2%) in
most bins of this dataset. On the other hand, the systematic
errors are sizable and the systematic shifts lead to a very
good agreement between theory and data, with χ2E=Npt;E ¼
9.4=15 for CT18 NNLO.

4. Dimuon production

Charm-quark production cross sections in neutrino deep-
inelastic scattering provide key low-Q constraints on the
strangeness PDF at x > 10−2. In the CT14 NNLO analyses,
the charm-quark production cross section were calculated at
NLO in QCD [174–176] in the S-ACOT-χ variable-flavor-
number (VFN) scheme [118–120,177]. Recently, charged-
current coefficient functions in DIS have been calculated to
NNLO in QCD, including quark mass dependence
[122,178]. This calculation, in a fixed-flavor-number
(FFN) scheme with three light-quark flavors, is published
in the form of fast interpolation tables for the kinematics of
the CCFR and NuTeV dimuon experiments [63,64].

The CT18 analysis still uses an NLO theory prediction
in the S-ACOT-χ VFN scheme because it matches the
precision of the CCFR and NuTeV experimental datasets.
Implementation of charm-quark mass effects at NNLO
demands not only the NNLO charged-current cross section
in an ACOT-like VFN scheme, which is not yet available,
but also consistency in implementation of QCD radiative
effects in the CCFR and NuTeV studies of their systematics.
In the case of NuTeV [63], unfolding of events, acceptance
estimations,6 and studies of charm fragmentation were done
using LO and NLO programs, with systematic uncertainties
that exceed the magnitude of the NNLO radiative contri-
bution, as concluded in Refs. [122,178], and that depend on
the charm quark mass and an (arguably small [179]) nuclear
correction. In the CT analyses, the CCFR and NuTeV
dimuon cross sections are implemented by assuming the
c → μ branching ratio of 0.099, as in Section 5.2.1 of [63].
The normalization uncertainty of 10% is treated as fully
correlated over the ν channel and similarly over the ν̄
channel. The rest of systematic uncertainties are added in
quadrature. Overall, the discussion in Ref. [178] indicates
that, for the kinematics of CCFR and NuTeV, the differences
between the NNLO results from the FFN scheme and any
VFN scheme are expected to be significantly smaller than
the precision of experimental data.
As a cross check, we have carried out alternative fits,

labeled CT18(Z)-charmDIS NNLO, using the NNLO FFN
calculations for dimuon production cross sections. In the
case of CT18-charmDIS NNLO, the global χ2 is reduced by
6 units (compared to CT18), with the reduction in the χ2E for
the dimuon data of the order of 1–2 units. For CT18Z-
charmDIS NNLO, the global χ2 and the χ2E for the dimuon
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FIG. 43. ðDataÞ=ðTheoryÞ comparison for the ATLAS 8 TeV tt̄ production data (Exp. ID ¼ 580) as a function of the tt̄ transverse
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6CCFR and NuTeV collaborations apply significant accep-
tance corrections for extracting the charm-quark production cross
sections from dimuon cross sections. These corrections were
estimated at NLO precision only.
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data are reduced by 11 and 8 units, respectively, compared
to CT18Z. In both cases the NNLO predictions provide a
marginally better agreement with the data.
The impact of these choices on the strange-quark PDF

has also been cross checked. The strange-quark PDF
sðx;QÞ and the ratio Rsðx;QÞ defined in Eq. (10) are
compared in Fig. 44 for the nominal CT18(Z) fits and their
“charmDIS NNLO” alternatives. In the CT18-charmDIS
fit, we observe a slight increase of the strange-quark PDF at
x ≈ 0.1. This outcome is consistent with the PDF profiling
results in Ref. [178] and reflects negative NNLO QCD
corrections in the same x region. In the CT18Z-charmDIS
fit, with the ATLAS 7 TeV W=Z data included, the PDFs
change less as compared to the CT18-charmDIS fit.
Furthermore, the changes due to the NNLO contribution
to dimuon production are small compared to the size of the
PDF uncertainties, as one can also infer from the relative
stability of the χ2 values for the nominal and alternate fits.
The tendency of the NNLO corrections to the dimuon

cross sections to slightly increase the strangeness to higher
values at x ≈ 0.1 has independently been confirmed by
using the fast Hessian updating technique with EPUMP [25],
as well as by the MMHT group [19], cf. Appendix A.
Increasing the c → μ branching ratio from 0.099 to 0.092

adopted byMMHT [149] only marginally increases sðx;QÞ
in CT18 at x > 0.1, while also slightly increasing the
CCFRþ NuTeV χ2 values.
Finally, to estimate the impact of the NNLO corrections

to the charm-quark production cross section on the simul-
taneous inclusion of the ATL7ZWand dimuon datasets, we
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performed a series of NNLO fits illustrated in Fig. 45. There,
we compare the strange-quark PDF obtained from four
different fits that have been updated with EPUMP. PDF set
(1) is the base fit obtained from the CT14HERAII dataset by
removing the NuTeV and CCFR dimuon data. Adding back
those four dimuon datasets, with NLO and NNLO predic-
tions, yields the sets (2) and (3), respectively. PDF set (4) is
obtained by adding the ATL7ZW dataset, without the
dimuon datasets. While PDF set (3) (found using the
NNLO dimuon cross sections) yields an s PDF that is
marginally closer to that constrained by the ATL7ZW data
for 10−3 ≲ x≲ 10−1, the improvement is still too weak to
resolve the tension between the ATL7ZW and dimuon
datasets.

C. Electroweak corrections

In this subsection, we present a summary of the electro-
weak (EW) corrections for the LHC data which were
considered, and, in some cases, applied, to the CT18(Z)
fits. In general, we have not used data for which EW
corrections are large, especially if the data do not provide
significant constraints to the PDFs. EW corrections tend to
be larger in those kinematical regions for which the
statistical errors of the data are also sizable, such that those
measurements which are most impacted by EW corrections
are often less sensitive to the PDFs. We note that PI
contributions are also important in kinematical regions
afflicted by large EW corrections, but these are of opposite
sign, thus leading to partial cancellation. As we do not
include an explicit photon PDF in the CT18(Z) PDFs, there
is a potential to over-estimate the impact of EW corrections
in the kinematical regions where they are greatest. For
those EW corrections described below which were applied
to the CT18(Z) fits, the implementation was via multipli-
cative K factors.
In Table VIII, we summarize the upper bounds upon the

EW corrections to data considered for CT18(Z), indicating
whether these data were fitted and whether EW corrections

were applied. Of these, the largest EW corrections are for
the inclusive jet cross section, being as large as 8% in the
highest pT bins of the central rapidity region. The EW
corrections for tt̄ production have already been noted in
Sec. III B 4, with the largest EW corrections for the pTðtÞ
distribution. At high-pTðtÞ values approaching 500 GeV,
the EW correction is −5% before decreasing rapidly at
softer values of pTðtÞ. For tt̄ observables other than the
pTðtÞ spectra, EW corrections are negligible compared to
the experimental uncertainty. Given the experimental pre-
cision of the 8 TeV tt̄ information over pT < 500 GeV, we
do not include EW corrections when fitting these data, but
such corrections will likely be required to describe future
measurements at higher pT.
The EW corrections to the inclusive Wþ, W−, and Z=γ�

production data have been investigated in Ref. [39] using
the MCSANC framework [180]. ForWþ andW− production,
the EW corrections were found to be −0.4% and −0.3%,
respectively. In the Z-peak region (66 < Mll̄ < 116 GeV)
for neutral-current (NC) Drell-Yan (DY) with central
(forward) selections,7 the EW corrections are about
−0.3ð−0.4Þ%, with only a weak kinematical dependence
on the observables Mll̄ and yll̄. We estimate that photon-
induced dilepton production (γγ → lþl−) contributes to
Z-peak NC DY by less than 0.1%. For the low-mass
(46 < Mll̄ < 66 GeV) region, the EW corrections are
þ6% independent of rapidity selection criteria, and, for
high-mass (116 < Mll̄ < 150 GeV) NC DY production,
the EW corrections are −0.5%ð−1.2%Þ for the central
(forward) selection, with a very weak dependence on the ηl
and yll̄ bins. The PI contributions are 1.5% for both Mll̄
bins. Given the small impact of the low- and high-mass DY
data on the PDF fits, we decided not to include the low-
mass, high-mass, and forward Z-peak DY data in the

TABLE VIII. A summary of electroweak corrections to the LHC precision data considered for CT18(Z). For each process, we indicate
the primary observable, an approximate upper bound for the EW correction, references for computing the EW corrections, and whether
the data were adopted in CT18(Z) with or without EW corrections.

Data Observables
Size of EW (and PI)

corrections Ref.
Data included

in the CT18(Z)?
EW corrections

included in the fits

Inclusive jet pT ∼ 1.4 TeV, central 8% [132] Yes Yes
tt̄ pt

T ∼ 500 GeV −5% [136] Yes No
WþðW−Þ −0.4ð0.3Þ%

[39] CT18Z Yes

DY low-mass 46 < Mll̄ < 66 GeV central þ1.5%ðPIÞ þ 6%ðEWÞ
DY Z-peak 66 < Mll̄ < 116 GeV

central (forward)
<0.1%ðPIÞ−0.3ð−0.4%ÞðEWÞ

DY high-mass 116 < Mll̄ < 150 GeV
central (forward)

þ1.5%ðPIÞ−0.5ð−1.2%ÞðEWÞ

high-mass Drell-Yan Mll̄ ∼ 1 TeV þ5%ðPIÞ − 3%ðEWÞ FEWZ No …
Z pT pT ∼mZ about −5% [135] Yes No

pT ∼ 1 TeV about −30% [135] No …

7The central selection requires both leptons in the central
region, jηlj < 2.5, while the forward one requires one central and
one forward (2.5 < jηlj < 4.9) leptons.
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CT18A(Z) fits. For the Z-peak and W� data, the EW
corrections are included in the multiplicative K factors,
while the PI contribution is ignored. Finally, we note that,
as discussed in Sec. 6.1.2 of Ref. [39], the background from
the PI dilepton production has been subtracted from the
ATLAS 7 TeV W, Z data.
We also did not include the ATLAS 8 TeV very high-

mass (116 < Mll̄ < 1500 GeV) Drell-Yan data [181] in
our CT18(Z) fitting, due to non-negligible EW corrections
and PI contributions. We find that, for very high invariant
masses (Mll̄ ∼ 1 TeV), the PI contribution can be as large
as 5% as computed with LUXqed17_plus_PDF4LHC15 [8]. In
comparison, the EW corrections can be calculated using the
FEWZ program as shown in Fig. 46, and are approximately
−3% in this case. The partial cancellation of the PI
contribution and EW correction yields an increase in the
cross section by less than 2%. With the EPUMP program, we
have also checked that the impact of these data on the CT18
fits is very small.
The only Z pT distribution included in the CT18(Z) fits

comes from the ATLAS 8 TeV measurements. We have
dropped the high-pT data by imposing a kinematic cut of
pZ
T < 150 GeV because the missing EW corrections to the

high-pT data are significant. In general, we note that these
corrections are negative. In terms of Refs. [134,135], the
NLO EW corrections can be as large as several tens of
percent when pZ

T ≫ MZ, due to electroweak Sudakov
logarithms. In the fitted region of pZ

T , between 45 and

150 GeV, the EW corrections are found to reduce the cross
sections by several percent, thereby pulling the theory
predictions further away from the ATLAS 8 TeV data.

VI. STANDARD CANDLE CROSS SECTIONS

Measurements of total cross sections for inclusive
hadroproduction at colliders provide cornerstone tests of
the Standard Model. These relatively simple observables
can both be measured with high precision and predicted in
NNLO QCD theory with small uncertainties. In Sec. VI A,
we collect NNLO theory predictions, based upon the CT14,
CT14HERAII, and CT18(A/X/Z) NNLO PDFs, for the
inclusive production cross sections of W and Z bosons,
top-quark pairs, and Higgs bosons (through gluon-gluon
fusion), at the LHC with center-of-mass energies offfiffiffi
s

p ¼ 7, 8, 13, and 14 TeV. These theoretical predictions
supersede similar comparisons made with the previous
generations of CT10/CT14 PDFs [1,42] and can be
compared to the corresponding experimental measure-
ments. In addition, we also present theoretical predictions
for vector boson production at LHCb based on fixed-order
and resummed calculations in Sec. VI B, explore predic-
tions for W þ c production at ATLAS in Sec. VI C and
13 TeV tt̄ production at CMS in Sec. VI D, and show
predictions for high-x fixed-target Drell-Yan cross sections
in Sec. VI E, in anticipation of the forthcoming results of
the SeaQuest experiment [182] at Fermilab.

A. Inclusive total cross sections at the LHC

In this work, the masses of the top quark and Higgs
boson are set to mpole

t ¼ 173.3 GeV and mH ¼ 125 GeV,
respectively. The W and Z inclusive cross sections (multi-
plied by branching ratios for the decay into one charged
lepton flavor), are calculated by using the VRAP v0.9

program [128,129] at NNLO in QCD, with the renormal-
ization and factorization scales (μR and μF) set equal to the
invariant mass of the vector boson. The total inclusive top-
quark pair cross sections are calculated with the help of the
program TOP++ v2.0 [183,184] at NNLOþ NNLL accuracy,
with QCD scales set to the mass of the top quark [136] as is
the default in the TOP++ framework. The Higgs boson cross
sections via gluon-gluon fusion are calculated at NNLO in
QCD by using the IHIXS v1.3 program [185], in the heavy-
quark effective theory with finite top quark mass correction,
and with the QCD scales set equal to the Higgs boson mass.
Figure 47 shows that the Higgs boson cross section

through gluon-gluon fusion (ggH) at the LHC does not
have a pronounced correlation with the top-quark pair (tt̄)
cross section, because the two processes are dominated by
the gluon PDF in somewhat different x regions. The degree
of anticorrelation found in the ggH and Z boson cross
sections decreases as the LHC energy increases. On the
other hand, Fig. 48 shows that the electroweak gauge boson
cross sections are highly correlated with each other at the

FIG. 46. The photon-induced contributions (photon PDF are
taken from LUXqed17_plus_PDF4LHC15) and NLO EW corrections
to ATLAS 8 TeV high-mass Drell-Yan production.
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FIG. 48. Same as Fig. 47, but for the Wþ, W−, and Z0 inclusive cross sections.
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LHC. Generally speaking, the prediction of CT18 is closer
to CT14HERAII, and the largest difference occurs between
CT18Z and CT14. Furthermore, the CT18X prediction is
closer to CT18Z for the electroweak gauge boson produc-
tions, cf. Fig. 48, but not for the ggH or tt̄ inclusive cross
sections, cf. Fig. 47.
The mutual dispositions of the error ellipses forW and Z

cross sections in the bottom half of Fig. 48 can be tied to the
differences among the strangeness and other PDFs of the
CT18, A, X, and Z ensembles discussed in Sec. A 2. In
general, the orientations of all shown W-Z ellipses are
similar, with the direction parallel to the semiminor axes—
associated with the relative difference between theW and Z
production cross sections—most closely identified with
the strange PDF. The correlation between the s PDF and the
ratio of W� to Z cross sections was first pointed out in the
CTEQ6.6 analysis [91]. The theory predictions based on
CT18A and CT18Z are both equally shifted in this
direction. Meanwhile, CT18X and, especially, CT18Z
are significantly offset along the semimajor axis [the
“σðZÞ þ σðWÞ direction”], more related to the gluon at
x < 10−2, as again was pointed out in [91]. The close
alignment of CT18Z and A in the perpendicular direction
relates closely to similarity in the fitted strangeness dis-
tributions obtained under these fits.
It is worthwhile to investigate whether the inclusion of

nonperturbative charm may significantly alter these theo-
retical predictions, especially for electroweak boson pro-
duction. Reference [3] suggested that tensions between the
combined HERA data (Exp. ID ¼ 160) and ATLAS 7 TeV
W=Z data require that the charm PDF at the initial scaleQ0

be independently parameterized. Such nonperturbative
charm, of indefinite sign and shape, was thus implemented
using the unique neural network approach of the NNPDF
collaboration as a “fitted charm” contribution to the
proton’s structure, distinct from perturbative charm. The
question of intrinsic charm, including its dynamic origin in
perturbative QCD, has also been studied by CT, most
recently, in Ref. [150], which implemented positive non-
perturbative charm as an explicitly twist-2 intrinsic PDF,
informed by various models, at the scale Q0 ¼ mc as a
boundary condition for the perturbative evolution of charm.
Following this work, we show in Fig. 49 theoretical

predictions for the total W and Z production cross sections
at 7 TeV, analogous to the third left-hand panel of Fig. 48,
but including several scenarios for IC. Correlation studies
in the CTEQ6.6 analysis [91] have shown that the central
point fσW; σZg is shifted in the direction G in Fig. 48
primarily by increasing the gluon PDF in the relevant
region x ≈ 0.01. It is shifted in the direction S primarily by
increasing the s PDF in a similar x region.
By these rules of thumb, the upward shift of the ellipse

for CT18A above CT18 is consistent with the increase of
strangeness in CT18A upon the inclusion of the ATLAS
7 TeV W=Z data. Inclusion of IC in CT14 shifts the

theoretical prediction for the central CT14 against the
direction S, which is consistent with some suppression
of strangeness preferred by DIS experiments in CT14 after
a positive IC PDF is included. The CT14 IC predictions are
also shifted along direction G in reflection of the different
magnitude of the gluon PDF in CT14 IC models, as
compared to the nominal CT14.
The downward shift of the IC predictions in the figure,

with respect to the purely extrinsic charm predictions of
CT14, etc., thus appears to be a generic outcome of
assuming a non-negative charm at the initial-scale Q0,
which would naturally arise from twist-4 contributions as
discussed in [150]. The reason is, again, some suppression
of the strangeness PDF in such IC models, which only
exacerbates the tension with the ATLAS 7 TeV W=Z data.
We conclude that the standard approach of including a non-
negative intrinsic cICðx;Q ¼ mcÞ PDF is unlikely to
resolve the tensions between ATLAS W=Z7 TeV data
and HERA. The subtleties involved in the definition and
dynamical origin of intrinsic/fitted charm are sufficiently
complex that more forthcoming analyses will be required to
disentangle them and understand their phenomenological
implications.

B. Vector boson differential cross sections at the LHC

As described previously, NNLO calculations have been
used formerly to predict vector boson production data at
both the Tevatron and LHC. In the past, we have also
compared this type of precision data to ResBos predictions,
which include effects from multi-gluon emission [55], to
produce the CTEQ6.6, CT10, and CT14 PDFs. For this
reason, it is important to compare vector boson differential
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FIG. 49. Theoretical predictions of the total production cross
sections of W and Z bosons at

ffiffiffi
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p ¼ 7 TeV as relevant for the
ATLAS 7 TeVW=Z data (Exp. ID ¼ 248). Here, we also include
several calculations which include an intrinsic charm (IC) PDF
based upon either the BHPS valencelike model (with three
different normalizations) or a sealike model (with two different
normalizations) in addition to CT14, as described in Ref. [150].
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cross section measurements to predictions based on the
CT18 (and CT18Z) PDFs with RESBOS and NNLO calcu-
lations. As an example, we compare the RESBOS predictions
to the LHCb 7 TeVW and Z boson differential distributions
[87] in Fig. 50.
For completeness, we have also included in the same

figure the predictions from RESBOS2, which is an updated
version of the RESBOS project to include full NNLO

corrections, i.e., the complete α2s contribution for Drell-
Yan production of the dilepton pair has been included in
this calculation [186]. In contrast, the RESBOS prediction
only contains parts of the NNLO contribution. More
specifically, it includes only the Wilson coefficient Cð1Þ,
but not Cð2Þ, in the resummation calculation, cf. Ref. [55].
As shown in Fig. 50, the predictions from RESBOS and
RESBOS2 agree well for the LHCb kinematics, except in the
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FIG. 50. Comparison of the LHCb 7 TeVW and Z data to CT18 predictions, with either NNLO (labeled as CT18), RESBOS (labeled by
CT18 RESBOS) or RESBOS2 (labeled by CT18 RESBOS2) calculations. The prediction of CT18Z NNLO is also shown.
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very large rapidity region. The difference between
the resummed and (NNLO) fixed-order predictions arises
from multiple soft-gluon radiation, the effect of which
tends to grow in the large-rapidity region, where it becomes
comparable in size to the LHCb 7 TeV experimental
errors. Further detailed discussion about the difference
between the resummation and fixed-order calculations will
be presented elsewhere. In order to see how different PDFs
might modify these comparisons between theory predic-
tions and the LHCb 7 TeV data, we also present in the
same plot predictions based upon the CT18Z PDFs, in
which the gluon and sea-quark distributions differ from
those of CT18.

C. W plus charm-jet production at the LHC

The s-quark PDF of CT18 differs from CT14 at x < 10−1

predominantly as a result of the inclusion of the new LHC
vector boson production data from LHCb and ATLAS
7 TeV. Independent constraints on the strange quark are
provided by the cross sections with significant contribu-
tions of processes initiated by s quarks, such as W plus
charm-jet production [187]. As this process has not yet
been calculated to NNLO, the relevant data samples have
not been included in the CT18(Z) NNLO PDF fit, but it is
still instructive to compare the NLO predictions (but with
the NNLO PDFs) with the data.

Figure 51 compares the CT14HERAII, CT18, and CT18Z
predictions with ATLAS 7 TeVWþ þ c̄ jet andW− þ c jet
data, respectively. The PDF uncertainty is evaluated at
68% C.L. and represented by the yellow bands. The
theoretical calculations are performed by using APPLGRID

tables generated with MCFM, cross checked against
MadGraph_aMC@NLO þ AMCFAST. The scale choice for this
calculation is μR ¼ μF ¼ MW and the running of αs is at
NNLO as provided by the LHAPDF tables used together
with APPLGRID. The χ2=Npt values are 0.59, 0.52, and 0.41,
respectively, with the CT14HERAII, CT18, and CT18Z
PDFs, for the total of Npt ¼ 22 data points. We observe
an upward shift in the predictions based upon CT18Z
compared with CT18 in both panels of Fig. 51 for Wþ
and W−.
Interestingly, for Wþc̄ production, the CT14HERAII pre-

dictions tend to be even larger than those of CT18(Z) in the
large-rapidity region, while forW−c production in the right
panel of Fig. 51, the CT14HERAII predictions lie well below
the CT18(Z) predictions over the full plotted range. This
nuanced behavior of the large-rapidity Wþc cross section
reflects not only the increase of s-quark PDFs in CT18Z,
but also some compensating changes in g, d, and other
PDFs that occur at large x and have been independently
verified by updating the CT14HERAII PDFs using W þ c
cross sections with the EPUMP program. For completeness,

FIG. 51. Comparison of the CT18(Z) and CT14HERAII NNLO predictions for ATLAS 7 TeV Wþ þ c̄ jet (left) and W− þ c jet (right)
production, respectively, for the combined electron and muon decay channels. The CT18 PDF uncertainty is evaluated at 68% C.L. The
scale choice is μR ¼ μF ¼ MW .
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we also show the similar comparison to CMS 7 TeVW þ c
data in Fig. 52.

D. Top quark pair differential distributions
at the LHC 13 TeV

In Sec. V B 3, we have shown data-to-theory
comparisons to the ATLAS and CMS differential top-
production data at 8 TeV, i.e., data which were included in
the CT18(Z) fits. In this section we present analogous
comparisons for the CMS 13 TeV measurement of tt̄
differential cross sections in the dilepton channel [103].
These data have been released after the CT18(Z) datasets

were frozen in the final form. The QCD theoretical
predictions at NNLO in QCD are obtained by using
fastNNLO tables [18] with CT18 NNLO PDFs. The value
of the top-quark mass used to obtain the theory predictions
in this case is mpole

t ¼ 172.5 GeV. We also show the
resultant theory predictions using CT18Z, CT18X, and
CT18A NNLO PDFs, with PDF uncertainties for the cross
sections shown at the 68% C.L. Plots of the distributions
and data-vs-theory comparisons are shown in Figs. 53–55.
In the data-vs-theory plots, all theory predictions are
normalized to CT18NNLO theory. The error bars represent
the quadrature sums of the statistical and total systematic

FIG. 52. Comparison of CT18(Z) and CT14HERAII predictions with CMS 7 TeV W þ c data, with lepton transverse momentum cut
pl
T > 25 GeV (left), for the muon channel, and pl

T > 35 GeV (right), for the combined electron and muon channels, respectively. The
scale choice is μR ¼ μF ¼ MW .
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FIG. 53. Left: top-quark transverse momentum pT;t distribution. Right: unshifted data vs theory plot including CT18Z, CT18X,
CT18A NNLO. In the right figure, data and theory predictions are normalized to CT18NNLO theory. The error bars indicate statistical
and total systematic errors summed in quadrature.
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errors. We observe a clear difference in the slope between
the theory and unshifted experimental data for both
dσ=dpt

T and dσ=dmtt̄. Those differences can be accom-
modated by systematic error shifts of the data, resulting in a
good χ2 after all uncertainties are taken into account. We
notice that, in the case of the pT spectrum, the theory

prediction obtained with CT18Z NNLO gives a slightly
better description of the data at large pT .
The impact of the electroweak corrections on the CT18

theory is illustrated in Fig. 56. These corrections are
included as K factors using the multiplicative scheme
according to Ref. [136]. They are available at [137].

C.L.
C.L.

C.L.

C.L.

FIG. 54. Left: Top-quark rapidity yt distribution. Right: Unshifted data vs theory plot including CT18, CT18Z, CT18X, CT18A
NNLO. Data and theory predictions are normalized to CT18NNLO theory. The error bars indicate statistical and total systematic errors
summed in quadrature.
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FIG. 55. Left: invariant mass distribution of the top-quark pair. Right: unshifted data vs theory plot including CT18, CT18Z, CT18X,
CT18A NNLO. Data and theory predictions are normalized to CT18NNLO theory. The error bars are statistical and total systematic
errors summed in quadrature.
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FIG. 56. Impact of NLO EW corrections. Unshifted data vs theory plot for top-quark pT distribution and the invariant mass
distribution of the tt̄ pair. The error bars are statistical and total systematic errors summed in quadrature. The red data points with dashed
error bars represent data divided by the CT18NNLO theory with NLO EW corrections. The black data points with solid error bars
represent data normalized to the CT18NNLO theory. The CT18ZNNLO theory prediction (black dashed error band) is also normalized
to CT18NNLO. The data vs (theoryþ EW) points are slightly shifted to the right in the same bin to improve visualization.
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Large EWeffects show up in the high pt
T tails. However, in

the pT range 1–500 GeV shown in the figures, the EW
corrections are not larger than 3–4% in most cases. If one
considers higher-pT regions, K factors would be much
larger there. The EW corrections minimally improve the
agreement of theory and data for the top-quark pT and mtt̄

distributions. The χ2=Npt of the NNLO QCDþ NLO EW
prediction using CT18 PDFs agrees well with the values
presented in Table 49 of Ref. [103]. For all other distri-
butions, the EW corrections are negligible for the kinematic
ranges studied. The CT18 global analysis currently
includes t̄t differential cross section measurements from
ATLAS and CMS at 8 TeV only. The CT18 theory
prediction for these distributions in the fit does not include
EW corrections. If EW corrections were included in the fit
their impact on the fitted PDFs would be negligible due to
the size of the EW corrections in the kinematic range of the
distributions currently considered.
Among various one-dimensional tt̄ differential distribu-

tions, the distribution of the top-quark pair rapidity, ytt̄,
shows a good agreement between the CMS data and CT18
predictions. To examine how this data could modify the
CT18(Z) gluon PDFs, we use the EPUMP program [25] to
update the CT18(Z) PDFs, after including the CMS 13 TeV
ytt̄ data in the fit. As shown in Fig. 57, the updated gluon-
PDF error band (labeled as CT18 pCMS13ytt) is very
slightly reduced for x from 0.1 to 0.4 in both cases. Further
discussion about these datasets will be presented elsewhere.

E. High-x Drell-Yan predictions

Fixed-target Drell-Yan measurements provide an impor-
tant probe of the x dependence of the nucleon (and nuclear)
PDFs. This fact has motivated a number of experiments,
including the Fermilab E866/NuSea experiment [68],
which determined the normalized deuteron-to-proton cross
section ratio σpd=2σpp out to relatively large x2, the
momentum fraction of the target. As can be seen based

upon a leading-order quark-parton model analysis, this
ratio is expected to have especially pronounced sensitivity
to the x dependence of the PDF ratio, d̄=ū, making it a
favorable observable for investigations of flavor-symmetry
breaking in the light-quark sea. Breaking of SU(2) sym-
metry is understood to have a nonperturbative origin, as
noted in the discussion of the Gottfried sum rule in
Sec. IV D.
Intriguingly, E866 [68] found evidence that the cross

section ratio dropped below unity, σpd=2σpp < 1, as x2
approached and exceeded x≳ 0.25, as seen by the higher
x2 portion of the E866 ratio points shown in Fig. 58. This
fact was surprising on the grounds of a number of
theoretical models. The E866 results therefore stimulated
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FIG. 57. Impact of the ytt̄ differential cross section measurements of the CMS 13 TeV tt̄ data on the CT18 (left) and CT18Z (right)
gluon PDFs.
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FIG. 58. Theoretical predictions based on CT18 (black outer
band) and CT18Z (green inner band) for the fixed-target Drell-
Yan cross section, σpd=2σpp, in the region of larger x2 ≳ 0.1 to be
probed by the SeaQuest experiment [182] at Fermilab. For
comparison, we also plot the higher-x2 portion of the older
E866 data [68] (blue diamonds).
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an interest in performing a similar measurement out to
larger x2 with higher precision—the main objective of the
subsequent SeaQuest/E906 experiment at Fermilab [182],
from which results are expected soon. For this reason, we
illustrate in Fig. 58 theoretical predictions based upon our
updated CT18 (black band) and CT18Z (green band) global
analyses at the 68% C.L. to higher x2 beyond that probed
by E866. While CT18 and CT18Z are constrained to the
E866 ratio data, the theoretical prediction for the deuteron-
to-proton ratio remains above or consistent with unity out
to x < 0.4. More precision data in the high-x region will be
instrumental in resolving the behavior of the cross section
ratio and its implications for the nucleon sea.

VII. DISCUSSION AND CONCLUSIONS

In this paper, we have presented the CT18 family of
parton distribution functions (PDFs), including the CT18Z,
CT18A, and CT18X alternative fits. CT18 is the next
generation of NNLO (as well as NLO) PDFs of the proton
from a global analysis by the CTEQ-TEA group. It
represents the next update following the release of the
CT14 and CT14HERAII NNLO distributions, the latter of
which was prompted by the release of precision HERA I
and II combined data after the publication of CT14. CT18 is
the nominal CTEQ-TEA PDF set, which we recommend
for all general-use applications. CT18A is the product of
adding the ATLAS 7 TeVW=Z data [39] into the CT18 fit;
CT18X is a variation of CT18 with an x-dependent QCD
scale for the low-x DIS data (along with a slightly larger
charm quark mass value of 1.4 GeV); and CT18Z contains
all the above variations and generally differs most signifi-
cantly from CT18. The differences between the CT18 and
CT18Z datasets will be non-negligible only for a small
range of applications, in which these differences will need
to be folded into the total PDF uncertainty, for example, by
taking the envelope of the CT18 and CT18Z uncertainties.
CT18A can be used for more complete examination of the
range of uncertainty for the strange quark distribution.
Similarly, the possible impact of low x resummation can be
explored using CT18X.
Although some of the early 7 and 8 TeV LHC run-1 data,

including measurements of inclusive production of vector
bosons [75–77,94] and jets [95,96], were included as input
for the CT14 fits, CT18 represents the first CT analysis that
substantially includes the most important experimental data
from the full run-1 of the LHC, including measurements of
inclusive production of vector bosons, jets, and top quark
pairs at 7 and 8 TeV. Detailed information about the specific
datasets included in the CT18 global analysis can be found
in Tables I and II, with the newly included data in the latter
table. With rapid improvements in the precision of LHC
measurements, the focus of the global analysis has shifted
toward providing accurate predictions in the wide range of
x and Q covered by the LHC data, by making use of the
state-of-the-art theory calculations. To achieve this goal

requires a long-term multipronged effort in theoretical,
experimental, and statistical areas.
The challenge from the side of the experimental infor-

mation is to select and implement relevant and consistent
datasets in the global analysis. Specifically, we have
included processes that have a sensitivity for the PDFs
of interest, and for which NNLO predictions are available.
For example, we include as large a rapidity interval for the
ATLAS jet data as we can, using the ATLAS decorrelation
model, rather than using a single rapidity interval. We noted
that using a single rapidity interval may result in selection
bias. The result may be a larger value of χ2=Npt, due to
remaining tensions in the ATLAS jet data, as well as
reduced PDF sensitivity compared to the CMS jet data,
cf. Sec. II B 4. Similarly, to incorporate the tt̄ differential
cross section measurements into the CT18 global analysis,
we use two tt̄ single differential observables from ATLAS
(using statistical correlations) and doubly differential mea-
surements from CMS in order to include as much infor-
mation as possible. Again, there is a risk of bias if we were
to use only one differential distribution; however, some
of the tt̄ observables are in tension with each other,
cf. Sec. II B 5. The CT18 global analysis shows that
previous datasets, included in the CT14 global analyses,
continue to have very strong pulls and tend to dilute the
impact of new data. For example, low-energy DIS and
Drell-Yan data, precision HERA data and precise mea-
surements of the electron-charge asymmetry from DØ at
9.7 fb−1 [78] remain important for probing combinations of
quark flavors that cannot be resolved by the LHC run-1 data
alone. Furthermore, most experimental measurements con-
tain substantial correlated systematic uncertainties; we have
taken account of these systematic errors in examining
the PDF impacts of these measurements. In addition, we
have examined the PDF errors for important LHC proc-
esses and have tested the consistency of the Hessian and
LM approaches.
The challenges from the theoretical side are threefold: to

examine the dependence of theoretical predictions upon
QCD-scale choices in comparison with experimental pre-
cision, to explore the impact on the global analysis and
uncertainty in the chosen parametrization forms for the
nonperturbative PDFs, and to be able to do fast and
accurate theory calculations. In the nominal CT18 fits,
we have used the canonical choice of the QCD renorm-
alization and factorization scales, which typically stabilize
higher-order theoretical corrections. Fits with alternative
scale choices were considered when studying the PDF
uncertainty, cf. Sec. III C 3.
For the CT18 NNLO PDFs in particular, we have

consistently applied NNLO calculations to precision DIS,
Drell-Yan, jet and tt̄ processes, cf. Sec. III. The specific
QCD-scale choices we take for various processes are listed
in Tables IVand V. For example, a non-negligible difference
was found at low-jet transverse momentum between theory
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predictions at NNLO using as the momentum-scale choice
either the inclusive jet or the leading-jet transverse momen-
tum [13]. The nominal choice adopted by the CTEQ-TEA
group is to use the inclusive-jet pT . We have observed that
the fitted gluon PDF is not very sensitive to this choice even
in kinematic regions where the difference in predictions
between these two scale choices is important. This resilience
in the global fit is due to the presence of other data
constraining the gluon PDF in the relevant kinematic region
and possibly due to the compensating effects from sizable
systematic uncertainties. To compare with the high precision
data at the LHC, electroweak corrections must also be
included in theory predictions. Details can be found in
Sec. III B, cf. Table VIII.
To examine the dependence of the fits upon the non-

perturbative functional forms chosen for the PDFs at the
evolution starting scale Q0 (around 1.3 GeV), we have
sampled a large, Oð250Þ, collection of candidate fitting
forms, all having a comparable number of fitting parameters.
(More flexible parametrizations are used to better capture
variations in the PDFs’ x dependence, cf. Appendix C.) The
result of this study can be seen in Fig. 6. As we increase the
number of fitting parameters in the global analysis, we
typically observe a steady improvement in χ2; this improve-
ment generally increases so long as ≲30 parameters are
fitted, beyond which fits tend to destabilize as expanded
parametrizations attempt to describe statistical noise.
In order to perform the CT18 global fits at NNLO for

comparison with precision data whose per datum statistical
error can be as small as 0.1%, we require fast theory
calculations with high numerical precision. Hence, the
usage of various fast interfaces on the calculations of
structure functions and cross sections becomes mandatory
and conventional. For that, we have internally developed
fast APPLGRID and fastNLO calculations at NNLO accuracy
in the QCD interaction, cf. Sec. III. In addition, we have
also parallelized our global-fitting algorithms to facilitate
greatly accelerated convergence times, as discussed in
Appendix D.
The experimental collaborations at the LHC have suc-

ceeded in taking copious high-precision data. To examine
the agreement with these precision data calls for advances
in statistical methodology. Which of the eligible LHC
experiments provide promising constraints on the CTEQ-
TEA PDFs? Do the LHC experiments agree among
themselves and with other experiments? A consistent
answer emerges from a powerful combination of four
methods: (1) PDFSENSE and L2 sensitivity, (2) the EPUMP

program, (3) Effective Gaussian variables, and (4) LM
scans. While the last two methods had been introduced in
the previous CTEQ-TEA global analysis, such as CTEQ6,
CT10, and CT14, the first two techniques were invented in
the process of CT18 global analysis.
The PDFSENSE program [20] provides an easy way to

visualize the potential impact of data on PDFs in the x and

Q plane. In addition, a simple L2 sensitivity variable [21] is
instructive for exploring agreement between different
experiments similarly to the LM scans, but using a much
faster Hessian formalism across the full range of x orQ. See
examples in Secs. VA 3 and A.
The complementary EPUMP program [24] contains a

fast and efficient method to estimate the effect of new data
on a set of best-fit and Hessian error PDFs. Extensive
validations against the previous CT14 global fits have also
been performed [25]. The application of the above four
techniques in the CT18 analysis is illustrated throughout
this paper.
In the four CT18 fits, important impacts are found on

PDFs from ATLAS and CMS inclusive jet production
measurements, LHCb W and Z vector boson productions
and ATLAS

ffiffiffi
s

p ¼ 8 TeV Z boson transverse momentum
data. We find contradictory preferences for the strange
quark PDF between semi-inclusive (SI) DIS (e.g., NuTeV
and CCFR dimuon production) experiments, on one hand,
and some LHC experiments, especially ATLAS 7 TeV
W=Z production measurements and to some extent LHCb
W=Z measurements, on the other hand. Benchmarking of
LHC measurements and theoretical predictions, as well as
new (SI)DIS experiments can be highly effective for
resolving these tensions. Going forward, to facilitate the
discovery program of the high-luminosity run of the LHC,
a sustained effort to navigate experimental tensions in
collider data will be required to achieve the ultimate
precision of these planned experiments. We envision an
interplay among theoretical and data-analytical methods
(including those used in this study to explore data compat-
ibility), and additional high-precision experiments such as
high-luminosity DIS colliders like the Electron-Ion
Collider (EIC) [188], to be indispensable for making such
progress.
The inclusion of new data and theoretical advances have

resulted in the following changes in CT18, as compared to
CT14: (1) a smaller gðx;QÞ for x ∼ 0.3 (mainly due to
ATLAS and CMS 7 TeV jet data and ATLAS 8 TeV Z pT
data, with some tension found between CMS 7 and 8 TeV
jet data), (2) some changes in u, d, ū, and d̄ at small x,
such as a larger d and d=u and a smaller d̄=ū for x ∼ 0.2
(mainly due to LHCb W and Z rapidity data and CMS
8 TeV W lepton charge asymmetry data), and (3) a larger
s and ðsþ s̄Þ=ðūþ d̄Þ at small x (mainly due to LHCb
W and Z rapidity data, and further enhanced by the
ATLAS 7 TeV W=Z data in the CT18A and CT18Z fits).
While the sensitivity of an individual tt̄ data point can be
similar to that of an individual jet data point at the LHC,
the total sensitivity of the tt̄ data is small due to the small
number of tt̄ data points. Hence, we did not find
noticeable impact from the double differential distribu-
tions of the tt̄ data included in the CT18 analysis. A
similar finding was also reported in Ref. [99], in a CT14
analysis.
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Despite these changes in central predictions, the CT18
NNLO PDFs remain consistent with CT14 NNLO within
the respective error bands. More details about the com-
parison of CT18 and CT14 PDFs, as well as the quality of
the fits to data can be found in Secs. IV and V.
Some implications of CT18 predictions for phenomeno-

logical observables were reviewed in Sec. VI. Compared to
calculations with CT14 NNLO, both the gg → H and tt̄
total cross sections have decreased slightly in CT18. TheW
and Z cross sections, while still consistent with CT14, have
slightly increased as a result of enhanced strangeness.
Common ratios of strange and nonstrange PDFs for CT14
NNLO, shown in Sec. IVA 2, are consistent with the
independent ATLAS and CMS determinations within the
PDF uncertainties.
We have also presented the implications of the CT18

global fits for the value of αs, as seen in Sec. IV B. The full
CT18 dataset prefers, at NNLO, a value of αsðMZÞ ¼
0.1164� 0.0026, at 68% C.L. The corresponding value for
CT18Z is basically the same, 0.1169� 0.0027. This is to
be compared to the CT14 determination, which included
very little LHC data, of αsðMZÞ ¼ 0.115þ0.006

−0.004 at 90% C.L.
The LM scans over the charm quark (pole) mass, mc, as

shown in Figs. 15 and 71, support the usage of 1.3 GeVand
1.4 GeV in the CT18 and CT18Z fits, respectively. Notably,
the combined HERA charm data prefer a somewhat smaller
mc value, while the ATLAS 7 TeVW=Z data in the CT18Z
fit prefer a larger mc value. Comments about the impact of
fitted charm contributions on predictions for LHC W=Z
cross sections are made at the end of Sec. VI A.
Comparisons to the parton luminosities and predictions
based on the PDFs from other groups can be found in
Secs. IV C, IV D, and A 3 a.
To allow direct comparison to results obtained by the

lattice QCD community, we have also presented the CT18
predictions for various PDF moments and sum rules in
Sec. IV D. In general, we find good agreement between
CT18 and results from other phenomenological fitting
efforts for most lattice observables. At present, systematic
effects are such that many lattice calculations significantly
overshoot the predictions of contemporary phenomenol-
ogy, with the exception of the gluonic moment hxig, which
is underpredicted by the lattice relative to PDF fits. We
expect complementary advances in lattice simulations and
PDF phenomenology to improve this situation in coming
years and pave the way for a synergistic PDF-lattice effort
[21,153] to determine the nucleon’s longitudinal structure.
The final CT18 PDFs are presented in the form of 1

central and 58 Hessian eigenvector sets at NNLO and NLO.
The 90% C.L. PDF uncertainties for physical observables
can be estimated from these sets using the symmetric [23]
or asymmetric [38,90] master formulas by adding contri-
butions from eigenvector pairs in quadrature. These PDFs
are determined for the central QCD coupling of αsðMZÞ ¼
0.118, consistent with the world-average αs value. For

estimation of the combined PDFþ αs uncertainty, we
provide two additional best-fit sets for αsðMZÞ ¼ 0.116
and 0.120. The 90% C.L. variation due to αsðMZÞ can be
estimated as a one-half of the difference in predictions from
the two αs sets. The PDFþ αs uncertainty, at 90% C.L.,
and including correlations, can also be determined by
adding the PDF uncertainty and αs uncertainty in quad-
rature [29]. Aside from these general-purpose PDF sets, we
provide a series of (N)NLO sets for αsðMZÞ ¼ 0.111–0.123
and additional sets using heavy-quark schemes other than
our standard five-flavor method, with up to three, four, and
six active flavors.
Parametrizations for the CT18 PDF sets are distributed in

a standalone form via the CTEQ-TEAwebsite [189], or as a
part of the LHAPDF6 library [190]. For backward compat-
ibility with version 5.9.X of LHAPDF, our website also
provides CT18 grids in the LHAPDF5 format, as well as an
update for the CTEQ-TEAmodule of the LHAPDF5 library,
which must be included during compilation to support calls
of all eigenvector sets included with CT18 [191].
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APPENDIX A: THE ALTERNATIVE
CT18Z GLOBAL FIT

In this Appendix, we describe a series of fits leading to
the CT18Z PDFs that provide a distinct alternative to the
primary result of this analysis, CT18 NNLO. While CT18Z
NNLO achieves a comparable level of success in describing
the CTEQ-TEA data, producing χ2=Npt ¼ 1.19 as opposed
to χ2=Npt ¼ 1.17 for the CT18 NNLO fit, the quality of the
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agreement for specific datasets undergoes a number of
changes. This can be seen in part by comparing the
distribution of SE values obtained for CT18Z in Fig. 59
with what we presented for CT18 in Fig. 4. The inclusion of
the ATLAS 7 TeV W=Z data (or, ATL7ZW data, with
CTEQ experimental ID ¼ 248) in CT18Z causes an
upward shift of SE (or χ2E=Npt;E) for a number of experi-
ments, notably for the dimuon data from NuTeV (Exp.
IDs ¼ 124, 125) and CCFR (Exp. IDs ¼ 126, 127), indi-
cating that the ATL7ZW data is in some disagreement with
these other datasets.
In Sec. II C, we pointed out that we release two

intermediate fits, CT18A (with addition of ATL7ZW data
only) and CT18X (with a specially chosen factorization
scale in DIS cross sections). Compared to CT18A and X,
the CT18Z PDFs produce maximal changes away from
CT18 in the PDFs and their moments, the parton lumi-
nosities, and standard-candle predictions: those can be
viewed in Figs. 7, 11, 12, 16, 47, and 48.
We will now look into the accumulation of the mod-

ifications that led from CT18 to CT18Z NNLO in more
detail. The role of the ATL7ZW and CDHSW experiments
is reviewed in Sec. A 1. Section A 2 summarizes the key
differences between CT18, A, X, and Z PDFs, while the
plots of error bands for CT18A and X NNLO and NLO
PDFs are included in Supplemental Material [27]. The
agreement with the ATL7ZW data is explored in Sec. A 3.

In Sec. A 4, we examine χ2 scans to extract detailed
information on the redistribution of constraints on the
PDFs inside the CT18Z global fit, as well as on the
CT18Z predictions for αsðMZÞ and mc.
The physics conclusions presented here have been

verified using several independent techniques. Initially,
projections of the likely impact of the datasets on the
PDFs were obtained by applying the fast Hessian tech-
niques, PDFSENSE=L2 sensitivity [20,21] and EPUMP [25],
by starting from theoretical predictions based on the
previous CT14HERAII NNLO PDFs [32]. At this stage,
we discovered that the EPUMP and xFitter programs produce
very different results when profiling the ATL7ZW data.
This discrepancy is addressed in Appendix F. As a part of
the fitting itself, we repeated some fits multiple times while
either constraining the PDFs at specific values using LM or
varying the statistical weights of ATL7ZW and other
datasets to explore their mutual consistency within the
approach by Collins and Pumplin [192]. All these methods
render a coherent physics picture that will be now
summarized.

1. Alterations to datasets and theoretical settings

a. Modified data selection

Let us first address some questions arising in the
description of two datasets: (i) the recent 7 TeV Drell-
Yan data taken by ATLAS for the rapidity distributions for
the inclusive production of W and Z bosons (ATL7ZW,
Exp. ID ¼ 248); and (ii) the Fp

2 , xF
p
3 DIS structure function

information extracted by CDHSW from ν-Fe data (Exp.
IDs ¼ 108, 109).
ATLAS 7 TeV inclusive W=Z-production data.—

Regarding case (i), theATL7ZWdataset is seen as providing
important information on the structure of the light-quark
nucleon sea, and, in particular, favoring an enhanced value
for the strangeness suppression factor, Rsðx;QÞ of Eq. (10)
compared towhat has been found in the past global analyses
dominated by theDIS data. The sensitivity analysis indicates
that, while the correlation cosines of the ATL7ZW mea-
surements with respect to various PDF flavors are quite
modest (typically, j cosϕj < 0.6), the sheer precision of the
ATL7ZW data creates a pronounced pull on all light-
antiquark flavors: ū, and d̄, and especially s̄. For example,
the pulls are revealed by the charts showing L2 sensitivities
of ATL7ZW data to various CT18Z PDF flavors in Fig. 60.
The strong positive pull on sðx;QÞ revealed by the corre-
sponding negative SL2;E for sðx;QÞ at x ¼ 0.01–0.1 in
Fig. 60 must be compensated in the global fits by the
opposing pulls fromother experiments. For example,we can
compare the Hessian estimates of the pulls on sðx;Q ¼
2 GeVÞ by plotting the respective sensitivities for individual
experiments in Fig. 61. It is obvious that the prominent
negative pull onΔχ2 from ID ¼ 248 at x ¼ 0.03 is opposed
by the positive pulls from NuTeV (Exp. IDs ¼ 124, 125)

FIG. 59. Analogous to Fig. 4, the effective Gaussian variable
(SE) distribution of all CT18Z datasets. Two squares and two stars
indicate the SE values for the NuTeV dimuon and CCFR dimuon
experiments, respectively.
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and CCFR (Exp. IDs ¼ 126, 127) dimuon SIDIS, and,
also very prominently, the inclusive HERAIþ II data
(Exp. ID ¼ 160). On the other hand, the fixed-target E866
Drell-Yan data on the pp target (Exp. ID ¼ 204) weakly

pulls in the same direction as ATL7ZW, although at
smaller x ≈ 0.01.
While the L2 sensitivity estimates contributions to χ2,

tensions with the ATL7ZW data are also revealed by other
statistical indicators, such as an effective Gaussian variable
SE for experiment E that quantifies how the change in χ2E
compares to the respective statistical uncertainty. By this
measure, the Hessian updating study [25] based on EPUMP

found that including the ATL7ZW data with increasing
statistical weights into the CT18 fit strongly increases SE
values for the NuTeV ν SIDIS (Exp. ID ¼ 125), the E866
σpd=ð2σppÞ Drell-Yan data (Exp. ID ¼ 203), and the CMS
7 TeVelectron asymmetry data (Exp. ID ¼ 267), cf. Fig. 25
of [25]. This change is accompanied by modifications in
the s-quark PDF and d̄=ū PDF ratio, cf. Fig. 26 of the same
reference. Finally, we observe mild suppression of gðx;QÞ
at x≳ 10−2 after including the ATL7ZW dataset.
CDHSW data.—Our LM scans, like the ones presented

in Fig. 21 and the L2 sensitivity plot in Fig. 26, reveal that
the CDHSW measurements of deep inelastic scattering in
charged-current neutrino interactions on iron (Exp. IDs ¼
108 [60], 109 [60]) are sensitive to the gluon distribution at
x > 0.2 − 0.5 via Q2 distributions of their cross sections.
At x < 0.4, the logarithmic slopes of the structure functions

FIG. 60. The L2 sensitivity of the ATL7ZW data to the PDFs of
several individual parton flavors. The pull on the strangeness
distribution, sðx;QÞ, is particularly large, peaking at Ss;L2 ∼ −20
for x ∼ 0.02–0.05; although opposing pulls on the d-, ū-, and
d̄-quark PDFs are also significant in a similar region of x.
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F2 and xF3 measured by CDHSWand CCFR are different,
cf. Figs. 8.3 and 8.4 in Ref. [92], with CDHSW structure
functions preferring a harder gðx;Q ¼ 100 GeVÞ at
x ≈ 0.2, but a softer gluon at x≳ 0.5—similarly to the
CDF run-2 jet data (Exp. ID ¼ 504). It has been known that
unresolved experimental issues may exist in the CDHSW
analysis [193], and nuclear corrections may be non-
negligible for the iron target. Thus, one may wonder
how the PDFs would change if these two CDHSW datasets
are excluded. This question was addressed using EPUMP in
Ref. [25], as well as by performing a special fit named
“CT18mCDHSW” (i.e., CT18 “minus” CDHSW), in
which the two CDHSW datasets were removed from the
CT18 global data.
The plots of PDF error bands from the CT18mCDHSW

NNLO fit, included in the Supplemental material [27],
show that removing CDHSW data leads to a slight
reduction in the gluon PDF at x ¼ 0.1–0.5, combined with
a slight increase in the gluon PDF uncertainty, and
compensating increases in the u and d PDFs in the same
x region.

b. The xB-dependent scale and modified global fits

Another point of potential concern is the residual
dependence on QCD cross sections on the renormalization
and factorization scales, which we find to be non-negligible
in some experiments, compared to the latest experimental
uncertainties, even when NNLO theoretical expressions for
QCD cross sections are used. In particular, by evaluating
the NNLO DIS cross sections at a carefully chosen
factorization scale μF;x dependent on Bjorken xB in
Table III, we moderately improve agreement with HERA
DIS cross sections: the respective χ2 improves by 40 units
[χ2ðCT18Þ ¼ 1408, χ2ðCT18ZÞ ¼ 1378 for Npt ¼ 1120

data points], and it can be improved by another 30 units
by increasing the statistical weight of the inclusive HERA
data to 10 as in the right Fig. 3. With this scale choice, we
also obtain larger PDFs for the gluon and strangeness PDFs
at momentum fractions x below 0.05, cf. left Fig. 3. At the
same time, gðx;QÞ and sðx;QÞ are reduced from x ¼ 0.2 to
0.4–0.5 to preserve the sum rules.
Therefore, three modifications in the global fitting

framework—using the μF;x scale in DIS, excluding the
CDHSW datasets, and adding the ATLAS7ZW data—add
up to suppress the gluon PDF at 0.005≲ x≲ 0.3, across
most of the interval of x relevant for the LHC Higgs
production via gg fusion. Their combination also produces
a substantial increase of sðx;QÞ at all x.
As discussed in Sec. II C, this combination is adopted to

produce the CT18Z NNLO PDFs. The intermediate PDFs,
CT18A and CT18X, implement only the ATL7ZW data in
the 66 < Q < 116 GeV region (34 data points) or only the
DIS scale μF;x, as indicated in Table III. [The low-
luminosity (35 pb−1) sample of the ATLAS 7 TeV W�
and Z cross section data (Exp. ID ¼ 268) is removed from
the CT18A and Z fits to avoid double counting.]

2. Comparisons between the four PDF ensembles

Supplemental Material [27] includes a series of figures
comparing the NNLO and NLO PDF uncertainty bands for
CT18, A, X, and Z PDF flavors. The main characteristics of
these comparisons can be distilled as follows:
(1) gðx;QÞ: By comparing the PDF uncertainty bands

for CT18, CT18A, and CT18Z, on one hand, and
CT18, CT18X, and CT18Z, on the other hand, it is
clear the bulk of the variation of CT18Z away from
CT18 is due to the modified DIS scale choice, μF;x,
with only weaker changes resulting from the inter-
play of the removal of CDHSW and inclusion of the
ATL7ZWmeasurements. The deviations from CT18
are generally smaller at NLO, with the exception of
the very low-x region, where CT18Z and CT18X
NLO ratios to CT18 are ∼50% larger.

(2) dðx;QÞ: In contrast to gðx;QÞ, the sensitivity of the
Drell-Yan process to dðx;QÞ enhances the difference
between the CT18 and CT18ANNLO results for this
flavor, realized as a mild, ∼1% suppression of the
central CT18A distribution for dðx;QÞ relative to
CT18 about x ∼ 10−3, with a few-percent reduction in
the accompanying PDF uncertainty. The CT18Z fit in
this region is pulled in the opposing direction, being
enhanced by≲2%with a comparable uncertainty for
x < 0.1. In the high-x region, x≳ 0.2, the effect of
fitting the ATL7ZW data alone in CT18A NNLO
boils down to a small shift in the dðx;QÞ uncertainty.
CT18Z, in contrast, is suppressed relative to CT18 at
higher values of x. The qualitative impact of fitting
dðx;QÞ at NLO, as opposed to NNLO, is fairly weak,
being felt mostly at lower x≲ 10−3.

(3) uðx;QÞ and ūðx;QÞ: Here, the remarkable property is
the extent to which the deviations of CT18Z NNLO
away from CT18 NNLO are driven by the modifica-
tions in CT18X, as attested by the very close agree-
ment between the central PDFs and uncertainties for
CT18Z and X. The weak suppression of ūðx;QÞ in
CT18ANNLO is almost entirely nulled once theDIS-
scale choice found in CT18X is implemented in
CT18Z on top of the ATL7ZW measurements.

(4) sðx;QÞ and Rsðx;QÞ: We have noted already that the
introduction of the ATL7ZW data in CT18A/Z
NNLO fits leads to a demonstrable enhancement
of sðx;QÞ over CT18, while the scale choice in
CT18X mildly suppresses sðx;QÞ at 0.01≲ x≲ 0.5
and enhances it at x≲ 0.01 and x≳ 0.5. The strange-
ness suppression ratio, Rsðx;QÞ, is driven for the
most part by the patterns observed for sðx;QÞ itself.

3. A closer look at the description
of ATLAS 7 W=Z data

a. Goodness of fit to ATL7ZW data in CT18A(Z)

Turning now to the overall description of the ATL7ZW
measurement, responsible for the strong modifications of
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the nucleon strangeness in CT18A/Z NNLO, we find a
significant improvement in χ2 for these data once they are
actually fitted. Namely, CT18 NNLO produces a very large
χ2E=Npt;E ¼ 8.4 (SE ¼ 13.7), which diminishes substan-
tially to χ2E=Npt;E ¼ 2.6 (SE ¼ 4.8) in CT18Z NNLO, as
we reported in Table II. We note that the corresponding
values for CT18A NNLO, which deviates from the settings
of CT18 NNLO only in the implementation of the
ATL7ZW data, are only a very slight improvement over
CT18Z, χ2E=Npt;E ¼ 2.6 (SE ¼ 4.7). We also remind the
reader that the CT18A/Z fits include only 34 ATL7ZW data
points in the resonance region (66 < Q < 116 GeV), with
the rest of 61 points of the published set being less precise
and contributing mostly to the reduction of χ2E=Npt;E

without really improving the PDF constraints, while also
enhancing the dependence of the PDFs on NLO EW
corrections in the off-resonance regions.
In comparison, the ATLAS group themselves obtained

χ2E=Npt;E ¼ 108=61 in the ATLAS-epWZ16 fit [39] of the
W=Z and combined HERA Iþ II data [30]. For CT14
PDFs, they obtained χ2E=Npt;E ¼ 103=61 ¼ 1.69 after
profiling the CT14 PDFs with the W=Z data in xFitter.
Their fitted strangeness fraction is Rs ¼ ðsþ s̄Þ=ðūþ d̄Þ ¼
1.13� 0.08 at x ¼ 0.023; i.e., it is significantly larger than
what we obtained in the CT18A(Z) fits.
We confirm these findings when including only the

ATL7ZWand HERA Iþ II data in the CT analysis. In fact,
we get a better χ2=Npt;E ≈ 1.4 and even larger Rs, due to the
more flexible CT parametrization, if the ATL7ZW data are
included with an elevated statistical weight.
However, we view this outcome as problematic on the

grounds that
(1) The above xFitter profiling analysis strongly deem-

phasizes the experiments that show tension with the
ATL7ZW data, as explained in Appendix F;

(2) Our LM scans like the ones presented in Sec. A 4
reveal that CT fits, with their increased flexibility
compared to HERAPDF fits, become unstable or
have multiple minima when Rsðx;QÞ is forced to be
close to 1 at x ¼ 0.01–0.1, as preferred by the
ATL7ZW dataset; the instability may reflect the
still weak capability of data to discriminate between
the s̄, d̄, and ū contributions.

Other PDF fitting groups have also investigated the
ATL7ZW data. Table IX summarizes the values of
χ2E=Npt;E for the ATL7ZW data obtained in CT18A, Z,
ATLAS-epWZ16, MMHT (2019), and NNPDF3.1 NNLO
fits. For the CT18A/Z fits, we quote the 68% C.L.
uncertainties on χ2ATL7ZW. We find them in Sec. A 4 a from
the LM scan on the weight of χ2ATL7ZW shown in the left
panel of Fig. 67. The uncertainties are equal to the
differences of χ2ATL7ZW from the value of χ2ATL7ZW at the
best global fit, when the total χ2 (solid black line in the left

panel of Fig. 67) is increased by one standard deviation
(36 χ2 units).
The respective χ2ATL7ZW values quoted in Table IX are

well within the 68% uncertainties of CT18A/Z, with the
nominal CT18A/Z values for χ2ATL7ZW being on the high
side, but not significantly. The differences in χ2ATL7ZW can
be traced primarily to the magnitude of sðx;QÞ at moderate
x, which is lower (within the uncertainties) in CT18A/Z
NNLO than in some other fits.
The ABM analysis [194] has emphasized tensions

between ATL7ZW, NuTeV, and NOMAD datasets, as well
as strong dependence of the preferred Rsðx;QÞ enhance-
ment on the flexibility of the strangeness parametrization.
The unpublished 2019 MMHT analysis [19] obtains
χ2E=Npt;E ¼ 1.76 for 61 ATL7ZW data points by (a) includ-
ing NNLO quark-mass corrections for inclusive charged-
current (SI)DIS cross sections [122,178], which slightly
improve agreement between the DIS and ATL7ZW data-
sets, cf. Sec. V B 4; and (b) using flexible six-parameter
parametrizations for d and s quarks. The 2019 MMHT
analysis reports a significant enhancement in sðx;QÞ above
that in MMHT14 for x > 10−3, with a corresponding
uncertainty reduction.
While NNPDF did not actively fit ATL7ZW in NNPDF3.0,

which obtained χ2E=Npt;E ¼ 8.44, these data were
implemented in NNPDF3.1 [3], resulting in χ2E=Npt;E¼
2.14—close to CT18A/Z NNLO. NNPDF3.1 observed an
enhancement in the fitted strange PDF that is similar to that
in CT18A NNLO for x < 0.1. Figure 62 plots the ratios of
the CT18A and NNPDF3.1 NNLO strangeness PDFs at Q ¼
100 GeV to those in CT18 (here, a baseline which did not
include ATL7ZW). In CT18A, we observe a ∼10% excess
above CT18 in the region x≳ 0.02 where the ATL7ZW
data have the strongest pull. Especially in this region of x,
the larger s PDF found in CT18A is closely reflected by the
strangeness fitted in NNPDF3.1.
The agreement with the ATL7ZW dataset is impacted by

the choice of the NNLO code for Drell-Yan pair produc-
tion, as discussed at the end of Appendix F, and also by the
choice of the QCD scales, set equal to μR;F ¼ Q in the
CT18A/Z fits and to μR;F ¼ Q=2 in MMHT (2019), where

TABLE IX. The comparison of the χ2 values for ATLAS 7 TeV
W=Z data among the QCD analysis from different groups. For
CT18A/Z PDFs, we show the 68% C.L. uncertainties obtained by
a Lagrange multiplier scan on the χ2 weight of the ATLAS W=Z
dataset, as illustrated in Fig. 67 (left).

PDF Npt;E χ2E χ2E=Npt;E Ref.

CT18A 34 88þ68
−28 2.58þ2.01

−0.84
CT18Z 34 89þ65

−31 2.61þ1.90
−0.91

ATLAS-epWZ16 61 108 1.77 [39]
MMHT (2019) 61 106.8 1.76 [19]
NNPDF3.1 34 73 2.14 [3]
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Q ¼ MW (Mll̄) in W (Z) boson production. Inclusion of
associatedW-boson and charm-jet (W þ c) production data
in the fit, like the dataset by CMS at 7 TeV [111] included by
NNPDF3.1, tends to create an extra upward pull on sðx;QÞ.
We do not include W þ c measurements in CT18A(Z) yet
because the full NNLO calculation is still unavailable.
Neither are the NNLO massive heavy-quark contributions
for differential cross sections of SIDIS dimuon production,
needed to compute the detector acceptance when the fitted
CCFR/NuTeV cross sections are reconstructed.

b. Comparisons to rapidity distributions

Figures 63–65 show the theory-to-data comparisons for
CT18A/Z predictions against the ATL7ZW dataset, the
distributions of shifted residuals in the final-state (pseudo)
rapidity in three individual channels, and the respective
cumulative histograms of the best-fit shifted residuals ri
and nuisance parameters λ̄α.
In terms of the descriptions of the individual data

points, the figures indicate that CT18A/Z predictions
describe Wþ production well, while they show elevated
differences with W− production across the whole range
of lepton pseudorapidities, as well with Z production in
the bins with the average Z-boson rapidity of 0.9
and 1.3.
Description of these data also require shifts of five

nuisance parameters λ̄α, labeled as 113, 129, 72, 125,
and 128 in the ATLAS dataset, by ≈� 2 standard devia-
tions. (These parameters receive a mix of contributions
from various systematic sources and do not have a certain
physics interpretation.)
A variation on the L2 sensitivity technique allows us to

demonstrate that variations in these parameters are strongly
linked to changes in the strangeness ratio Rs in the x region
probed by the ATL7ZW measurement. In the previous
figures, the L2 sensitivity approach explored the connection
between PDF variations and Δχ2E for individual experi-
ments; but we can also compute the L2 correlation between
the PDFs and contribution to χ2 from an individual
nuisance parameter, Δλ̄2αðaÞ for α ¼ 1;…; Nλ, contributing
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FIG. 63. (a) A comparison of theoretical predictions for the ATL7ZW data based on CT18 and CT18A/Z NNLO. The
shifted data (magenta crosses) are computed based on CT18A NNLO. The upper panels give rapidity distributions of the differential
cross sections in jηlj (for the charge-current processes) or jyll̄j (for neutral current), while the lower insets show the ratios of the data and
theory, normalized to CT18A theory.
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to Δχ2EðaÞ according to Eq. (2) for arbitrary a ≈ a0. In
Fig. 66, we demonstrate this for the ATL7ZW data,
showing the pulls of the ATL7WZ correlated systematic
uncertainties on Rs at Q ¼ 100 GeV in CT18A. While
most nuisance parameter shifts stay within jΔλ2αj ∼ 1–2
units, a small collection of λ̄α are strongly sensitive to the
fitted Rs at various x, notably parameters 113, 72, 120, and

129, of which some very nearly approach (parameters 72
and 129) or exceed (parameters 113 and 120) the bound
of jΔλ2αj < 2.
While we do not have information to reveal the specific

causes driving these systematic sources, it is clear that some
have profound effect on the preferred Rs behavior in the
intervals of x that can be read off Fig. 66.

FIG. 64. Bin-by-bin shifted Theory-Data residuals computed based on CT18(A/Z) for each of the three ATL7ZW processes shown in
Fig. 63.

(a) (b)

FIG. 65. Histogram of (a) the shifted residuals and (b) nuisance parameters for the ATL7ZW data obtained for CT18A NNLO.
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c. Minisummary

The precision of the ATL7ZW data results in a strong
impact on the strange quark distribution when included in
the CT18 global PDF fits. The presence of the data in the fit
(either CT18A or CT18Z) leads to a greatly improved χ2 for
that dataset, compared to a straight evaluation with the
CT18 PDFs, but still significantly above one per degree of
freedom. The effective Gaussian variable for this dataset is
also large, comparable only to that for HERA Iþ II.
Overall, tensions with the other CT18 global data lead
to a less consistent fit, as quantified by the strong goodness-
of-fit criteria [37], and have resulted in the ATL7ZW data
being included in the CT18A/Z PDFs, but not in the CT18
PDF. Additional precise LHC data may further resolve the
strangeness issue. In the meantime, a full exploration of the
strangeness uncertainty will require the use of the CT18A
or CT18Z PDF sets.

4. Scans on PDFs, αs, and mc in CT18Z

We conclude this Appendix with a few results from
Lagrange multiplier scans, the powerful technique applied
at the end of the global analysis cycle to obtain a close look

at the exact probability distributions that cannot be gleaned
from the fast, but approximate, Hessian studies. The results
presented here for CT18Z NNLO complement an analo-
gous discussion for CT18 presented in Sec. VA. By
examining the Δχ2 values that are returned from the full
fit rather than from the fast linearized approximations, we
discover subtle features such as the tensions among experi-
ments or instability/multiple solutions of the fit for some
PDF combinations.

a. Scans with varied statistical weights of
ATLAS 7 TeV W=Z and NuTeV data

The evident tension between the ATL7ZW data
and other experiments can be examined in terms of
the variation of χ2E for a number of most sensitive experi-
ments, when the weight of the ATL7ZW data is varied
within the CT18Z NNLO fit [192]. The results of this
are shown in the left panel of Fig. 67, in which the weight of
the ATL7ZW data is continuously tuned from w ¼ 0.1
(sharply deemphasizing this information, shifting χ2E
by Δχ2E ∼þ80) to w ¼ 20 (strongly over weighting the
ATLAS data, leading to a Δχ2E ∼ −40 improvement in their

FIG. 66. A plot, analogous to the L2 sensitivity plots given above, showing the pulls of the correlated systematic uncertainties of the
ATLAS W=Z data on Rsðx;Q ¼ 100 GeVÞ in CT18A NNLO, as represented by shifts in the associated squared nuisance parameters,
Δλ2α.
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description in CT18Z). The uncertainties in Δχ2E for the
ATL7ZW data reported in Table IX correspond to an
increase in the total χ2 of 36.
The figure also shows the curves for the experiments

with the largest variations in their Δχ2E when the χ2 weight
of the ATL7ZW dataset is changed. A notable feature to
observe in the left inset is that it is the combined HERAIþ
II inclusive DIS dataset (Exp. ID ¼ 160), rather than other
experiments, that mostly opposes including the ATL7ZW
dataset with a weight of 5–10. With the exception of the
LHCb 8 TeV W=Z data (250), which is described better
when the weight of ATL7ZW is increased, the rest of the
plotted experiments oppose such increase. These experi-
ments include E866 (203) and NMC (104) p=d ratio,
NuTeV dimuon production (124, 125), and CMS 7 TeV
μ- and e-asymmetries data (266 and 267).
As the ATLAS data are deemphasized (w ∼ 0.1), the

descriptions of the NuTeV SIDIS dimuon-production data-
sets (Exp. IDs ¼ 124, 125) are most improved, further
suggesting some tension.
These observations are consistent with the companion

scan shown in the right inset, which similarly plots the Δχ2
variations of the experiments most responsive to changing
the weight of the NuTeV dimuon data. Especially consid-
ering Npt for the plotted experiments, the heavy overweigh-
ing of theNuTeVdata leads to a very rapid deterioration of χ2

for the ATL7ZW points, which in fact worsens more quickly
than the full CT18Z global analysis as the NuTeV weight is
increased. In fact, the χ2E for the inclusive HERA (160) and
CCFR neutrino dimuon production (126) mildly improves
when the NuTeVweight is increased to about 5. On the other
hand, E866 pp (204), CCFR antineutrino dimuon (127),
CMS 8 TeV charge asymmetry (249), and NMC pd ratio
(104) oppose such increase.

b. LM scans on the strangeness ratio Rs for CT18Z

Lagrange multiplier scans on the strangeness ratio
Rsðx;QÞ, shown for CT18Z NNLO in Fig. 68 at Q ¼
1.5 GeV and two representative momentum fractions, x ¼
0.023 (in the left panel) and x ¼ 0.1 (in the right), reveal
several important features that are also observed in the other
LM scans we have performed.
Both panels of Fig. 68 reveal the opposing preferences

of, e.g., the HERA DIS and NuTeV/CCFR SIDIS sets for a
smaller value of Rs, peaked more toward Rs ∼ 0.5 at both
values of x, and the positive pull of the ATL7ZW data,
supported by weaker pulls of E866 pd ratio (203), BCDMS
Fd
2 (102), and especially F2 CCFR neutrino (110) data,

which is very pronounced at x ¼ 0.1.
When Rs is forced to take values above 0.7–0.8, the χ2

starts to fluctuate irregularly in both scans and fails to
converge in many fits as Rs is pushed to even higher values.
In reflection of the above strong trade-off between the

pulls of the DIS and ATL7ZW datasets, we observe that the
Hessian uncertainty for Rs, based either on the CT two-tier
tolerance or dynamic tolerance used by MMHT, does not
fully capture the true χ2 behavior revealed by the LM scans
in Fig. 68. We remind the reader that CTEQ-TEA Hessian
eigenvector PDFs are constructed using a two-tier prescrip-
tion [38,42] that prevents either too large increase in the
global χ2 or too large increases in χ2E values of individual
experiments. Figure 69 illustrates several estimates for
68% C.L. uncertainty intervals for Rsð0.023; 1.5 GeVÞ in
the CT18A NNLO fit. (The findings are similar for the
CT18Z NNLO fit.) The upper estimate is based on the
CT18AHessian eigenvector set, with the 68%C.L. estimate
obtained by dividing the 90% C.L. asymmetric uncertainty
by 1.645. Right below the CT18A Hessian estimate, we

FIG. 67. Left panel: the change in total χ2, Δχ2, of the leading datasets included in the CT18Z NNLO fit when varying the weight of
the ATL7ZW data away from weight w ¼ 1 as in the default fit. Right panel: the analogous plot for the NuTeV ν, ν̄ SIDIS dimuon data
(Exp. IDs ¼ 124, 125).
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show the interval corresponding to Δχ2total ¼ 10 in the Rs

scan in the left Fig. 68. We see that, while the CT Hessian
uncertainty nominally corresponds toΔχ2total ≈ 36, in fact its
uncertainty interval is comparable to that for the true
Δχ2total ≈ 10 from the LM scan. The true uncertainty is
wider than the Hessian estimate suggests.

In the lower part of Fig. 69, the solid green error
bands show 68% percentile ranges, ξ68, plotted for χ2E
distributions of individual experiments. The red dashed
error bands are for these 68% percentile ranges rescaled by
χ2E;0=ξ50, where χ

2
E;0 is the χ

2 value achieved for experiment
E in the best global fit. From these, we construct an
estimate, in the third line, for the 68% C.L. uncertainty on
Rsð0.023; 1.5 GeVÞ according to the procedure in Sec. VI 2
of the MSTW2008 analysis [166]. The resulting interval
can be interpreted as the dynamic tolerance in the MSTW/
MMHT approach for a particular eigenvector direction that
is chosen to be along the gradient of Rsð0.023; 1.5 GeVÞ.
[The other eigenvectors are perpendicular to the one
shown and do not contribute to the uncertainty on
Rsð0.023; 1.5 GeVÞ].
The dynamically estimated uncertainty in the third line is

substantially narrower than the two uncertainty intervals
above it. The dynamic uncertainty is equal to the small
overlap between the rescaled 68% percentiles for NuTeV
neutrino andATL7ZWdatasets,which constrain the dynamic
interval from above and from below. The dynamic uncer-
tainty onRsð0.023; 1.5 GeVÞ computed this waywill tend to
be too small if some experiments strongly disagree with one
another. Similarly, the tier-2 penalty in the CT analysis may
result in too narrow uncertainties along some eigenvector
directions if some experiments strongly disagree.

c. CT18 LM scans on αsðMZÞ and mc

The various modifications in CT18Z, especially the use
of the xB-dependent scale μF;x in DIS experiments that
provide the largest coverage in the energy scale Q, modify
the constraints on the strong coupling, αsðMZÞ, for which
we plot the scans in Fig. 70.

(a) (b)

FIG. 68. The Lagrange multiplier scan of Rs at Q ¼ 1.5 GeV, x ¼ 0.023, and x ¼ 0.1 for the (a),(b) CT18Z fit, analogous to Fig. 24
for CT18.

FIG. 69. 68% C.L. uncertainty ranges on Rsð0.023; 1.5 GeVÞ
obtained based on χ2 variations and Hessian estimates. For the
dynamic tolerance and tolerance ranges for individual experiments,
the green solid (red dashed) bands are described in the main text.
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Although the 68% C.L. determination of αsðMZÞ ¼
0.1169� 0.0027 agrees closely with the CT18-based
determination (with the latter being only slightly weaker
and with an identical uncertainty), the experimental pulls
have notable differences. Most strikingly, there is a sep-
aration in the preferences of the combined inclusive jet-
production data and Drell-Yan experiments, which were
aligned closely for CT18 in Fig. 15. The combined Drell-
Yan data (including ATL7ZW) now agree very closely with
the preferred value of the full CT18Z fit, but the DIS and jet

tt̄ data pull αsðMZÞ in the opposite directions more strongly
than in CT18.
Such visible dependence of the preferred ranges for

αsðMZÞ from three categories of experiments on the DIS
QCD scale may indicate presence of important uncertain-
ties beyond NNLO that are not accounted in the nominal
68% C.L. uncertainty of 0.0027.
Similarly, the choices made in the alternative CT18 X/A/

Z global analyses can lead to different preferences in these
fits for the charm pole mass, mpole

c . While we described the
mc scan in detail in the case of CT18 in Sec. IV B, repeating
this scan for CT18Z NNLO leads to a somewhat different
behavior shown in Fig. 71. Although CT18Z ultimately
arrives at a very similar central value ofmc, the interplay of
sensitive experiments now is somewhat different than that
shown for CT18 in Fig. 15. The pull of the combined
HERA data (160) on mc decreases in CT18Z, the preferred
mc of the HERA charm-production data (Exp. ID ¼ 147)
increases slightly. In addition, the ATL7ZW data also
exhibit a modest preference for larger charm masses,
and these latter two experiments produce a small increase
in the central preferred value of mc in CT18Z relative to
CT18, although with a similar extent of uncertainty.

APPENDIX B: CT18 GOODNESS-OF-FIT
FUNCTION AND TREATMENT OF
CORRELATED UNCERTAINTIES

In this Appendix, we summarize the implementation of
the goodness-of-fit function χ2 and marginalization of

C.L.
C.L.

FIG. 70. Scans over the strong coupling at the scale of MZ for CT18Z, analogous to Fig. 13 for CT18. As before, we show in the left
panel theΔχ2 variations for a number of experiments with leading sensitivity to αsðMZÞ, while the right panel again shows the change in
χ2 for all experiments fitted in CT18Z, separately collected into combined DIS, DY, and top/jets datasets. Also as before, the “jets+top”
curve in the right panel is primarily influenced by the jet production datasets. Due to the intermediate impact of the tt̄ data noted in
Fig. 13, variations in the CT18 fit leading to CT18Z are such that the ATLAS 8 TeV tt̄ data (Exp. ID ¼ 580) are now selected with the
ensemble of sensitive experiments in the left panel.

2 e
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c     [GeV]

CT18ZNNLO

Q0 = 1.0 GeV

tot
2
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160 HERA I+II
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FIG. 71. Analogously to Fig. 15, the scan over values of the
charm pole mass, mc, computed here using CT18Z NNLO
following the procedure described in Sec. IV B.
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nuisance parameters in the CT18 family of fits. For the
latter task, we normally follow a procedure, adopted since
the CTEQ6 analysis, to estimate the correlated uncertainties
using the correlation matrix published by the experiment.
For the few datasets that do not provide the correlation
matrix, we find it convenient to present the covariance
matrix in an approximate form that separates the uncorre-
lated and correlated components. The algorithm for this
conversion is explained at the end of the Appendix.

1. Definitions

In Eq. (1) of Sec. III A, we introduced the standard
goodness-of-fit function χ2 used in the recent CT fits. Here
we review its treatment using a matrix notation.
We expressDk, Tk, and βkα in units of sk for each k. That

is, we introduce a vector d≡ S−1ðD − TðaÞÞ of length Npt,
where

S≡ diagfs1; s2;…; sNpt
g: ðB1Þ

Similarly, λ≡ fλαg is a vector of length Nλ; and b≡ S−1β
is a rectangular matrix of dimension Npt × Nλ. In this
matrix notation, Eq. (1) takes the form

χ2Eða; λÞ ¼ ðd − bλÞTðd − bλÞ þ λTλ: ðB2Þ

2. Minimization of χ 2

The solution for the minimal value of χ2 (with respect to
nuisance parameters) is found in terms of the following
matrices:

A≡ I þ bTb; C≡ I þ bbT ; ðB3Þ

A−1 ¼ I − bTC−1b; C−1 ¼ I − bA−1bT: ðB4Þ

Uppercase roman and script letters denote matrices of
dimensions Npt×Npt and Nλ×Nλ, respectively. Therefore,
I is an Npt × Npt identity matrix, and I is an Nλ × Nλ

identity matrix. C and A are covariance matrices (appro-
priately normalized by sk) in spaces of data values and
nuisance parameters, respectively. The relations between
A−1 and C−1 in Eq. (B4) can be demonstrated by using
bTb ¼ A − I and bbT ¼ C − I. The covariance matrices
are symmetric: AT ¼ A, CT ¼ C.
For each theory input a, χ2 can be minimized with

respect to λ analytically, by solving for ∂χ2=∂λα ¼ 0 [23].
The solution is

λ̄ðaÞ ¼ A−1bTd ¼ bTC−1d; ðB5Þ
λ̄TðaÞ ¼ dTbA−1 ¼ dTC−1b: ðB6Þ

The global minimum χ2ða0; λ0Þ for all experiments E can
be found numerically as

χ2ða0; λ0Þ ¼
X
E

dT0C
−1d0; ðB7Þ

with d0 ≡ S−1ðD − Tða0ÞÞ, λ0 ≡ λ̄ða0Þ.
An equivalent form of this equation can be derived,

χ2ða0; λ0Þ ¼
X
E

ðrT0 r0 þ λT0 λ0Þ; ðB8Þ

where r0 are the best-fit shifted residuals:

r0≡S−1ðd0−bλ0Þ¼ r̄ðd0Þ; with r̄ðdÞ≡C−1d: ðB9Þ

The representation (B8) is particularly informative. We
anticipate that, in a good fit of theory to an experiment E,
the shifted residuals r0, quantifying agreement with indi-
vidual data points, as well as the nuisance parameters λ̄0,
quantifying the systematic shifts, are distributed according
to their own standard normal distributions, N ð0; 1Þ.
Comparisons of the two empirical distributions to the
expected N ð0; 1Þ distributions serve as the tests for the
goodness of fit and for the implementation of systematic
errors [37].

3. Decomposition of the covariance matrix

The form of χ2 in Eq. (8) coincides with Eq. (B7),
obtained by optimizing the nuisance parameters λ for a
given a, in the prevalent case when we separately know the
uncorrelated and fully correlated systematic errors. In this
case, we identify

cov ¼ SCS; cov−1 ¼ S−1C−1S−1: ðB10Þ

The matrix elements, according to Eqs. (B3) and (B4), are

ðcovÞij ¼ s2i δij þ
XNλ

α¼1

βiαβjα; ðB11Þ

ðcov−1Þij ¼
δij
s2i

−
XNλ

α1;α2¼1

βiα1
s2i

A−1
α1α2

βjα2
s2j

: ðB12Þ

In particular, a diagonal element ðcovÞii (no summation) is
the quadrature sum of the statistical, uncorrelated system-
atic, and correlated systematic uncertainties:

ðcovÞii ¼ s2i;stat þ s2i;uncorsys þ s2i;corsys; ðB13Þ

where s2i;corsys ≡
P

α β
2
iα. With the help of Eq. (B10), the

shifted residuals in Eq. (B9) then are written as

ri≡Dsh
i ðaÞ−TiðaÞ

si
¼ si

XNpt

j¼1

ðcov−1ÞijðDi−TiðaÞÞ: ðB14Þ

NEW CTEQ GLOBAL ANALYSIS OF QCD PHYS. REV. D 103, 014013 (2021)

014013-77



Computing them thus requires that we know the full

uncorrelated error si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2i;stat þ s2i;uncorsys

q
.

4. Finding a correlation matrix
from the covariance matrix

In some experimental measurements, such as the
LHCb 8 TeV W/Z production [84], only the full covariance
matrix is provided, making impossible the straightforward
reconstruction of the shifted residuals according to
Eq. (B14). In several cases, we find it feasible to iteratively
reconstruct the approximate uncorrelated systematic and
correlated systematic contributions, sk;uncorsys and βkα, from
the provided covariance matrix cov≡ K0, by assuming that
the systematic shifts are dominated by a certain numberMλ,
with Mλ ≤ Nλ, of fully correlated linear combinations. The
approximation makes use of the positive definiteness of the
covariance matrix and its diagonal elements, cf. Eq. (B13).
It represents the original covariance matrix by a numeri-
cally close matrix given by the sum of a diagonal matrix Σ,
interpreted as consisting of total uncorrelated errors, and a
nondiagonal square matrix K, interpreted as a product of
the correlation matrix β and its transpose.
In particular, suppose we find the eigenvalues x2k of K0

and sort them in the descending order:

K0 ¼ OTxO; with x ¼ diagfx21; x22;…; x2Npt
g; ðB15Þ

x21 ≥ x22 ≥ … ≥ x2Npt
> 0: ðB16Þ

HereO is an orthogonal matrix. We partition x into a matrix
y containing the largestMλ eigenvalues and a matrix z with
the smallest (Npt −MλÞ ones:

y≡ diagfx21; x22;…; x2Mλ
; 0;…; 0g; ðB17Þ

z≡ diagf0;…; x2Mλþ1
;…; x2Npt

g: ðB18Þ

Recalling that the diagonal elements of matrices Y ¼
OTyO and Z ¼ OTzO are non-negative, we then construct
a diagonal matrix Σ1≡diagfZ11;…;ZNptNpt

g with Zii > 0,
and another positive-definite matrix, K1 ≡ Y þ Z − Σ1. We
can iterate the steps in Eqs. (B15)–(B18) by computing
Σaþ1 and Kaþ1 at step a as

Σaþ1 ≡ Σa þ diagfZ11;…; ZNptNpt
g; ðB19Þ

Kaþ1 ≡ Y þ Z − diagfZ11;…; ZNptNpt
g: ðB20Þ

Here the matrices Y and Z are recomputed in each step
using Ka as the input. After a sufficient number of steps a,
the sum

Ca ≡ Σa þ Ya ðB21Þ

approaches an asymptotic matrix that is close to the input

matrix K0 in the sense of the Lp norm
PNpt

i;j¼1 jðK0Þij−
ðCaÞijjp with p ¼ 2 or 1. If the extraction of the uncorre-
lated and fully correlated components is feasible, the
asymptotic Lp distance can be made small by choosing
a large enoughMλ. For the three experiments [81,83,84] in
the CT18 dataset that provide only the covariance matrices,
the Mλ values giving good convergence lie in the range
between Nλ=2 and Nλ.
By comparing Eqs. (B11) and (B21), we identify

ðΣaÞij ≈ s2i δij; ðB22Þ

ðYaÞij ≈
XMλ

α¼1

βiαβjα: ðB23Þ

Hence, si is estimated from ðΣaÞij; and βiα can be estimated
from ðYaÞij by singular values decomposition.

APPENDIX C: NONPERTURBATIVE
PARAMETRIZATION FORMS

As noted in Sec. III C, to obtain realistic estimates of the
parametric PDF uncertainties, the CT global analyses
explore a broad range of parametric forms for the PDFs
at the starting scale, Q ¼ Q0. The goals of these inves-
tigations are (i) to select a sufficiently flexible functional
form capable of fitting an expansive high-energy dataset
without overfitting; and (ii) to understand the uncertainties
associated with the choice of parametrization.
The Appendix in the CT14 publication [1] expounds our

main rationales that guide the selection of the parametriza-
tion forms, including the ones adopted in the CT18
analysis. The general functional form in terms of the free
parameters ak at the initial scale Q0 is

fiðx;Q0Þ ¼ a0xa1−1ð1 − xÞa2Piðy; a3; a4;…Þ: ðC1Þ

The coefficients a1 and a2 control the asymptotic behavior
of fiðx;Q0Þ in the limits x → 0 and 1. Piðy;a3; a4;…Þ is a
sum of Bernstein polynomials (also called a Bézier curve)
dependent on y ¼ fðxÞ, such as y≡ ffiffiffi

x
p

, that is very
flexible across the whole interval 0 < x < 1. While a
variety of the functional forms Piðx;a3; a4;…Þ has been
tried at the intermediate stages, in the nominal parametri-
zation, we use the same parameters a1 for valence PDFs
and, separately, for sea PDFs. This choice guarantees
that the ratios of the respective PDFs tend to finite values
in the limit x → 0. We also impose similar relations on the
parameters a2 for x → 1. Finally, to reduce spurious
correlations between the coefficients a2 in ð1 − xÞa2 with
the rest of the coefficients in Piðx; a3;…Þ at x → 1, we
express some parameters in Piðx; a3;…Þ in terms of the
other parameters to eliminate the linear (1 − x) term in
Piðx; a3;…Þ, i.e., to have
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lim
x→1

xfiðx;Q0Þ ¼ a0ð1 − xÞa2ð1þOðð1 − xÞ2ÞÞ: ðC2Þ

In the CT18 case, this procedure introduces relations in
Eqs. (C4) and (C6). For valence quarks, it allows us to
achieve good χ2 values using four, rather than five or more,
free parameters. The full procedure is explained around
Eq. (A.16) in [1].
In CT18, the nominal nonperturbative parametrization is

generally similar to the one that served as the basis for
CT14HERAII, but with a slightly more flexible parametriza-
tion for the sea-quark distributions. This enhanced flexi-
bility is necessitated by the inclusion of LHC run-1 data
with direct sensitivity to the sea-quark content of the
nucleon. The functional form that parametrizes the starting-
scale valence distributions, uv and dv, is a polynomial in
the parameter y≡ ffiffiffi

x
p

,

qvðx;Q ¼ Q0Þ ¼ a0xa1−1ð1 − xÞa2Pv
aðyÞ;

Pv
aðyÞ ¼ sinh½a3�ð1 − yÞ4 þ sinh½a4�4yð1 − yÞ3

þ sinh½a5�6y2ð1 − yÞ2
þ a64y3ð1 − yÞ þ y4; ðC3Þ

where

a6 ¼ 1þ 1

2
a1 ðC4Þ

to satisfy Eq. (C2).
We emphasize that, while the nonperturbative forms for

the uv and dv distributions are the same, the parameters of
Pv
aðyÞ for these flavors are separately fitted; although, we

impose constraints on the prefactor exponents, auv1 ¼ adv1
and auv2 ¼ adv2 , to ensure that flavor ratios are well-behaved
and consistent with Regge expectations and quark counting
rules in the limits x → 0 or 1.
For the gluon PDF, we also fit a polynomial in y ¼ ffiffiffi

x
p

,
but with the form

gðx;Q ¼ Q0Þ ¼ a0xa1−1ð1 − xÞa2Pg
aðyÞ;

Pg
aðyÞ ¼ sinh½a3�ð1 − yÞ3 þ sinh½a4�3yð1 − yÞ2

þ a53y2ð1 − yÞ þ y3; ðC5Þ

in which the a5 parameter is fixed to a1 as

TABLE X. Percent momentum fractions atQ0 ¼ 1.3 GeV and best-fit parameter values for the PDFs of the CT18 and CT18Z NNLO
fits. The percent momentum fractions are evaluated as hxif based on the listed parameters for each parton flavor, such that the total sea-
quark percent momenta entering the momentum sum rule are twice the values given above for usea, dsea, and s ¼ s̄, in each case. The
functional forms associated with each parametrization are defined explicitly in the text of this section, Eqs. (C3)–(C8). Those entries
corresponding to parameters that are not actively fitted for a given PDF flavor are indicated by a dash, “—.” Values in parentheses
indicate fixed parameters. As indicated above with the #SR annotation, normalizations a0 for uv, dv, are derived using the valence sum
rules (SR), while the rest of the normalizations are derived from hxig and hxis̄þs̄=hxiūþd̄ fitted as free parameters, and hxiūþd̄þs̄ computed
using the momentum sum rule.

Best-fit parameters, CT18 uv dv g usea ¼ ū dsea ¼ d̄ s ¼ s̄

% mom. fraction 32.5 13.4 38.5 2.8 3.6 1.3
a0 3.385SR 0.490SR 2.690 0.414 0.414 0.288
a1 0.763 0.763 0.531 −0.022 −0.022 −0.022
a2 3.036 3.036 3.148 7.737 7.737 10.31
a3 1.502 2.615 3.032 (4) (4) (4)
a4 −0.147 1.828 −1.705 0.618 0.292 0.466
a5 1.671 2.721 … 0.195 0.647 0.466
a6 … … … 0.871 0.474 0.225
a7 … … … 0.267 0.741 0.225
a8 … … … 0.733 (1) (1)

CT18Z uv dv g usea ¼ ū dsea ¼ d̄ s ¼ s̄

% mom. fraction 31.8 13.1 38.2 2.9 3.7 1.9
a0 3.631SR 0.254SR 0.668 0.519 0.519 0.524
a1 0.787 0.787 0.289 0.0096 0.0096 0.0096
a2 3.148 3.148 1.872 8.27 8.27 11.4
a3 1.559 3.502 3.538 (4) (4) (4)
a4 −0.075 1.865 −1.665 0.679 0.300 0.653
a5 1.605 3.599 - −0.0016 0.532 0.653
a6 - - - 1.085 0.753 0.054
a7 - - - 0.045 0.440 0.054
a8 - - - 0.759 (1) (1)
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a5 ¼ ð3þ 2a1Þ=3: ðC6Þ

For the distributions of the light-quark sea, we fit
somewhat more flexible distributions relative to CT14.
In these cases, we use polynomials in y≡ 1 − ð1 − ffiffiffi

x
p Þa3

for ū, d̄, and s̄ ¼ s, where we fix a3 ¼ 4 for all three sea
distributions. We parametrize the] sea-quark PDFs,
q̄ðx;Q0Þ as

q̄ðx;Q¼Q0Þ¼ a0xa1−1ð1−xÞa2Pq̄
aðyÞ;

Pq̄
aðyÞ¼ ð1−yÞ5þa45yð1−yÞ4þa510y2ð1−yÞ3

þa610y3ð1−yÞ2
þa75y4ð1−yÞþa8y5: ðC7Þ

While the full parametric form of Eq. (C7) (with a3 ¼ 4

fixed) is used for the ū PDF, for d̄ we fix a8 ¼ 1. Owing
to the comparative lack of empirical constraints to
nucleon strangeness, not all the parameters above are
permitted to float freely for sðx;QÞ in CT18(Z); rather,
we constrain a4 ¼ a5, a6 ¼ a7, and a8 ¼ 1 for the strange-
ness parameters.
As with the valence distributions, we constrain the

prefactor exponents as

aū1 ¼ ad̄1 ¼ as1; ðC8Þ

to ensure a finite value for the strangeness suppression
ratio, Rs ¼ ½sþ s̄�=½ūþ d̄�, in the limit x → 0, and the
convergence of

R
1
0 dx½d̄ − ū�. We bind the high-x exponents

of the ū and d̄ distributions, aū2 ¼ ad̄2 , to stabilize d̄=ū for
x → 1. Normalizations for individual sea-quark PDFs are

computed using the valence quark and momentum sum
rules, and the first moments hxig and the ratio hxis̄þs̄=
hxiūþd̄ fitted as free parameters. Since the parametrizations
do not determine the ratio of the strange-to-nonstrange
PDFs, we restrict the ratio ðsðx;Q0Þþ s̄ðx;Q0ÞÞ=
ðūðx;Q0Þþ d̄ðx;Q0ÞÞ to be in the intervals [0.2, 2.0] at
x ¼ 10−8, and [0.4, 1.8] at x ¼ 10−5 by imposing appro-
priate Lagrange multiplier constraints.
In Table X, we summarize the central fitted values of the

parameters noted above for CT18 (upper rows) and CT18Z
(lower rows). Those parameters entries marked with “−” do
not participate as degrees of freedom for the associated
flavor.

APPENDIX D: FITTING CODE DEVELOPMENTS

The inclusion of more than 10 new LHC datasets into the
CT18 analysis has necessitated substantial upgrades in the
CTEQ global analysis software. The usage of various fast
interfaces for calculations of hard-scattering cross sections
became mandatory and conventional. Even after imple-
menting the fast interfaces such as APPLGRID, the precision
global fit is a time-consuming task due to the large size of
experimental data and the need to explore the multi-
parametric probability distribution to estimate the PDF
uncertainties. When transiting from CT14 to CT18, the
CTEQ-TEA code was revised to parallelize various oper-
ations that were done sequentially in the past.
The computational process of a typical CTEQ-TEA

global analysis can be divided into three stages, or “layers,”
as visualized in Fig. 72.
The outer layer, LY0, corresponds to repeating the global

fit with varied inputs or constraints, e.g., for different values

PDF parametrization 
and DGLAP evolution

structure functions / 
cross sections 

data/pseudo-data

metric 
2

parameter space 

PDFs, Hessian or MC replicas

parametric unc. / variations

S, mc, mb

para. forms

data consistency

LM studies

LY0 LY1 LY2

CT18 PDFs

FIG. 72. A flowchart of the CT18 global analysis consists of the outer layer (LY0), middle layer (LY1), and core process (LY2).
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of the QCD coupling, heavy-quark masses, nonperturbative
functional forms, or Lagrange multiplier constraints.
The middle layer, LY1, corresponds to a single such

fit, in which the program scans the PDF parameter space
and constructs the probability (χ2) distribution for a fixed
combination of inputs. This step provides the best-fit and
error PDF sets that quantify the uncertainty in the param-
eter space.
Within the LY1 layer, the calculation of global χ2, or

“layer LY2,” is the core part of the fit that will be repeated
for every combination of the PDF parameters. LY2 calcu-
lates cross sections for thousands of data points and
computes individual χ2 for each dataset.
Most computational efforts shown in Fig. 72 can be

parallelized. For instance, at the LY0 stage, one can simply
submit thousands of simultaneous fits with varied inputs
to a large computing cluster, since those fits are indepen-
dent. To obtain a diverse battery of results presented in the
CT18(Z) analyses, including the computationally expen-
sive Lagrange multiplier scans, the high-performance
computing clusters at MSU and SMU were used.
At LY1, the major task is to find a global minimum of the

χ2 in a parameter space with large dimensions (Npar ∼ 30).
The choice of the suitable parallelization technique depends
strongly on the minimization algorithm. The CT18 analysis
uses the variable-metric gradient descent method imple-
mented in the MINUIT package [195]. It involves numerical
calculations of the first- and second-order derivatives of χ2,
combined with sequential minimum searches along fixed
directions in the PDF parameter space. The calculations
of derivatives are highly parallelizable, with the CPU-
time expenditures scaling with the number Npar of param-
eters approximately as 1=Npar and 2=ðN2

par þ NparÞ,
respectively.
In the core part, again the calculation of individual χ2 for

different datasets, including their cross sections, is now
done simultaneously. While either MPI or OPENMP paral-
lelization protocols are suitable at this stage, the latter is
restricted to platforms with shared memory, but required
fewer revisions in our fitting code. Specifically, we used an
approach similar to OPENMP to reduce the scope of changes
inside our fitting code. When computing χ2E values for the
experiments, the FORK Linux command splits the main
program into multiple threads, each with a copy of the
master memory and carrying out the calculations inde-
pendently. Later the JOIN command collects the results from
the individual threads and returns them to the main
program. The implementation of this FORK-JOIN algorithm
is borrowed from the widely used CUBA library [196] for
multithread Monte Carlo integration.

APPENDIX E: DECORRELATION OF ATLAS
JET-PRODUCTION CROSS SECTION DATA

It has been observed in our global analysis, as well as
others [197], that achieving a robust theoretical description

of the run-1 LHC jet production data generally requires
numerical prescriptions to decorrelate select correlated
systematic uncertainties. In our work, we follow the
recommendations of experimental collaborations in apply-
ing such decorrelation procedures.
For example, while the ATLAS 7 TeV inclusive jet

production data [9] (Exp. ID ¼ 544) produced an unac-
ceptably high χ2 when fitted out of the box, the agreement
of data and NNLO theory was improved by applying some
decorrelation options proposed by the ATLAS collabora-
tion and summarized in the Appendix of Ref. [10]. The
CT18(Z) fits implement ATLAS inclusive jet cross sections
defined with an R ¼ 0.6 anti-kt jet algorithm. With this
dataset, we tested the decorrelation procedures summarized
in Table 6 of Ref. [10] and found some to have a substantial
impact on the χ2E=Npt;E of the ATLAS 7 TeV data. In the
end, we followed the specific recommendations of the
ATLAS experimentalists themselves, who advocate [101]
the decorrelation of two JES uncertainties, associated with
the JES MJB fragmentation (JES16) and the JES flavor
response (JES62). We obtained the greatest χ2 reduction
using the upper portion of Table 6 in Ref. [10], by
decorrelating JES16 and JES62 according to Options 17
and 14 of Table 4, respectively.
Reference [10] also details decorrelation options for

select uncertainties in experimental simulations; of these,
we specifically considered the effect of decorrelating the
error associated with the nonperturbative correction
(“eNPC”), but found it to have negligible impact on the
quality of the CT14HERAII fit according to χ2.
The JES decorrelation that we have implemented pro-

ceeds by breaking a given correlated uncertainty into 2–3
subsidiary errors such that their sum in quadrature recovers
the original correlated uncertainty. This procedure is bin-
dependent; the resulting decorrelated errors depend on the
jet’s rapidity and transverse momentum. For example, we
decorrelate the JESMJB fragmentation error, δ16, into three
components given by

δa16 ¼ δ16f1 − L2ðlnðpT ½TeV�Þ; lnð0.1Þ;
lnð2.5ÞÞg1=2ð1 − L2ðjyj; 0; 1ÞÞ1=2;

δb16 ¼ δ16f1 − L2ðlnðpT ½TeV�Þ; lnð0.1Þ;
lnð2.5ÞÞg1=2Lðjyj; 1; 3Þ;

δc16 ¼ ðδ216 − ðδa16Þ2 − ðδb16Þ2Þ1=2; ðE1Þ

where

Lðx; xmin; xmaxÞ≡ x − xmin

xmax − xmin
⇔ x ∈ ½xmin; xmax�; ðE2Þ

and otherwise L ¼ 0 for x < xmin or L ¼ 1 for x > xmax.
We note that Eq. (E1) governs the magnitudes of the
decorrelated uncertainties, which otherwise inherit the sign
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of the original uncertainty. A similar algorithm is applied to
decorrelate the JES flavor response JES62.
Analogous considerations were applied to the inclusive

jet production datasets from CMS 7 and 8 TeV (experi-
ments 542 and 545). Namely, for the 7 TeV CMS jet data,
the decorrelation methods of Ref. [97] were applied to
JEC2 with an additional decorrelation8 for the 2.5 < jyj <
3.0 bin to obtain six subsidiary uncertainties. For the 8 TeV
CMS jet data, systematic uncertainties were obtained using
the xFitter framework according to the treatment in
Ref. [198]. On the top of that, we found that the residual
fluctuations from the Monte Carlo integration of the
available NNLO predictions from NNLOJET [11,12,52,53]
lead to elevated χ2 for the inclusive jet production experi-
ments, or equivalently, to some uncertainty in the tabulated
NNLO/NLO corrections if they are fitted by a smooth
function. In the CT18 analysis, the MC theoretical uncer-
tainty for the three jet experiments is estimated by adding
an overall uncorrelated uncertainty (“MC unc.”) of 0.5%,
the typical magnitude of the intrinsic statistical noise
associated with Monte-Carlo generation of NNLO/NLO
K factors.
Table XI summarizes the reduction in χ2E=Npt;E for the

three LHC jet datasets after performing the decorrelation
and adding the Monte Carlo uncertainties, on the example
of the CT14HERAII PDFs. For example, for the ATLAS
7 TeV jet data, the decorrelation reduces χ2E by ≳90 units,
yet adding the MC uncertainty is still necessary to reduce
the χ2E=Npt;E to a statistically plausible level (from 1.68 to
1.31 for Npt;E ¼ 140).

APPENDIX F: HESSIAN PROFILING OF THE
ATLAS 7 TEV W=Z DATA

1. The χ 2 definitions in xFitter and EPUMP

As an alternative to directly including new data inside a
full QCD global fit, Hessian PDF-profiling techniques

provide a fast and flexible approach to explore the impact
of new data on a given PDF set; these profiling methods are
available within both the xFitter and EPUMP frameworks. In
xFitter, the χ2 function includes both experimental and
theoretical uncertainties [199–201]:

χ2ðλ⃗exp; λ⃗thÞ¼
XNpt

i¼1

½Diþ
P

αβ
exp
i;α λα;exp−Ti−

P
αβ

th
i;αλα;th�2

s2i

þ
X
α

λ2α;expþ
X
α

T2λ2α;th: ðF1Þ

Here Di and Ti are the ith experimental datum and
corresponding theoretical prediction, respectively, where
the index i runs over all Npt points in a given experiment.
Meanwhile, si denotes the total uncorrelated uncertainty,
βexpi;α ðβthi;αÞ represents the correlated experimental (theoreti-
cal) uncertainties, and λα;expðλα;thÞ are the corresponding
nuisance parameters. In this case, the index α runs over the
Nλ correlated systematic uncertainties in an experiment, or
over the Nev Hessian eigenvector directions of the PDF
error sets. Theoretical uncertainties are determined accord-
ing to predictions based upon the corresponding PDF error
sets, f�α , as

βthi;α ¼
Tiðfþα Þ − Tiðf−α Þ

2
; ðF2Þ

in which f�α are the PDF error sets corresponding to
positive and negative variations along eigenvector α. The
tolerance parameter T is set to 1 or 1.645 if the PDF error
sets are defined at the 68% or 90% C.L., respectively.
Instead of scaling down the theoretical uncertainties βthi;α as
in Ref. [201], we equivalently scale up the corresponding
nuisance parameters λα;th in order to compare with EPUMP

[24,25] more transparently.
The χ2 function in Eq. (F1) can be converted into the

form defined in EPUMP [24,25]:

Δχ2ðλ⃗thÞ¼
XNpt

i;j¼1

½Di−Tiðλ⃗thÞ�cov−1ij ½Dj−Tjðλ⃗thÞ�

þ
X
α

T2λ2α;th; ðF3Þ

where cov−1ij is the inverse experimental covariance matrix
constructed from si and βexpi;α [42]. More generally, EPUMP

also contains the option of the so-called dynamical toler-
ance TðαÞ [24,25], whose specific value depends on the
corresponding PDF eigenvector direction α, for the purpose
of taking into account additional constraints on the PDF
error sets. For example, in the CTEQ-TEA approach, the
displacement along a given eigenvector direction is con-
strained either by the increase in the global χ2 by 100 units
(at 90% probability level) or by the tier-2 penalty for a too

TABLE XI. Values of χ2E=Npt;E for the inclusive jet production
data implemented in CT18, computed here using the CT14HERAII
PDFs [32] under several error treatment scenarios. χ2E=Npt;E is
first given without implementing any decorrelation scheme
(“original data”); using the decorrelation scheme described above
(“þ decorr.”); and, finally, adding an overall uncorrelated
Monte Carlo uncertainty of 0.5% on the top of decorrelations
(“þ0.5% MC unc.”).

Evaluated, CT14HERAII NNLO

χ2E=Npt;E Original data þdecorr: þ0.5% MC unc.

ATLAS, 7 TeV 2.34 1.68 1.31
CMS, 7 TeV 1.58 1.45 1.35
CMS, 8 TeV 1.90 1.34 1.23

8Private communication, M. Voutilainen.
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large increase in χ2E for one of the experiments [38,42],
which results in a TðαÞ < 100. Dynamical tolerance is
applied to MMHT PDFs as well, where separate constraints
come from individual experiments [2].
The minimum of the χ2 function quantifies the

compatibility between theory and data, and the minimi-
zation of χ2 optimizes the PDFs to describe the data
[24,199]. In the linear approximation, the “updated” (or,
in the language of xFitter, the “profiled”) central PDF set,
f′0, can be given in terms of nuisance parameters, λmin

α;th, at
the χ2 minimum:

f′0 ¼ f0 þ
X
α

λmin
α;th

fþα − f−α
2

: ðF4Þ

The xFitter-profiled PDFs also include second-order diagonal
terms, ∼ 1

2
ðλmin

α;thÞ2ðfþα þ f−α − 2f0Þ. We note that the off-
diagonal terms, ∼λmin

α;thλ
min
α′;th

for α ≠ α′, are not presently
included, since the off-diagonal, second-order partial
derivatives cannot be constructed solely in terms of
Hessian PDF error sets [151].

2. Impact of the ATLAS W=Z data

Here, we use the Hessian-profiling method of xFitter, as
well as EPUMP updating, to explore the impact of the
ATLAS 7 TeV inclusive W=Z-production data (Exp.
ID ¼ 248, [39]) on several PDF sets. The change in the
total χ2 values before and after profiling/updating with the
ATLAS 7 TeV Z=W-production data is presented in
Table XII for each PDF set. First, we explore all seven
measurements, having a total of Npt ¼ 61 data points:Wþ,
W−, neutral current DY in the low-mass, Z-peak, and high-
mass regions for the central and forward selections. In this
case, we can directly compare with the ATLAS [39] and
MMHT [19] analyses. As a second case, we take only the
three most precise measurements, i.e., the Wþ;W−, and
Z-peak DY data for the central selection, with Npt ¼ 34

data points in total, which are included in the NNPDF3.1 [3]
and CT18A(Z) global analyses. The comparison of the

fitted χ2=Npt values for these data in CT18A(Z), NNPDF3.1
and MMHT can be found in Sec. A 3.
Table XII shows that the χ2 values of CT14, before and

after xFitter profiling, agree well with the results presented
in Ref. [39]. Here, we should apply the tolerance T ¼
1.645 in xFitter as the CT PDFs are defined according to a
90% C.L. [1,32]. As shown in Ref. [25], the same results
can be reproduced by the EPUMP code when the tolerance
is set to T ¼ 1.645. However, as clearly discussed in [25],
setting T ¼ 1.645 in the EPUMP calculation for the CT
PDFs is equivalent to assigning a very large weight (about
100=1.6452) to the new dataset included in the fit. xFitter

profiling therefore generally overestimates the impact of
new datasets when using the CT PDFs. Meanwhile, a
universal tolerance value (T ¼ 1.645) is not able to
capture the constraints of tier-2 penalty to determine
the CT PDF error sets. An appropriate way to update
an existing CT PDF set with the inclusion of any new
experimental data is to adopt a dynamical tolerance. As
such, xFitter profiling yields a smaller χ2 value (63) than
does EPUMP updating with a dynamical tolerance (144), as
can be seen by comparing the rightmost entries in the last
row of Table XII. This conclusion also holds when using
xFitter profiling with the MMHT [2] and PDF4LHC15
[152] PDFs.
The χ2 value of the 34 highest-precision ATLAS

7 TeV W=Z-production data points is found to be χ2 ¼
87.6 in the CT18A global fit, cf. Table IX. To this we
compare the corresponding value found using EPUMP

updating with dynamical tolerance, for which we
obtain χ2 ¼ 144, as reported in Table XII. This value
includes two distinct contributions, χ21 ¼ 104 from
the difference between theory and data of the ATLAS
7 TeV W=Z-production itself, as well as from the
quadrature sum χ22 ¼

P
α λ

2
α;th ¼ 40 of theoretical nui-

sance parameters, which can be interpreted as the
increase in χ2 of the other (“prior”) datasets included
in the CT18 fit. The large increase in χ22, after EPUMP

updating, indicates the presence of some tensions

TABLE XII. The χ2 values for the ATLAS 7 TeVW=Z data before and after xFitter profiling and EPUMP updating, using the CT14 and
CT18 PDFs.

Program xFitter EPUMP

PDFs Input Profiled Input Updated with T2 ¼ 1.6452,
as in xFitter

Updated with dynamical
tolerance, as in CT18 fit

All the seven measurements, Npt ¼ 61
CT14 290 106 285 104 197
CT18 362 104 356 103 199

Wþ; W−, Z-peak DY (central), Npt ¼ 34

CT14 224 66 220 66 140
CT18 294 63 289 63 144
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between the ATLAS 7 TeV W=Z-production data and
the prior datasets, such as the CCFR/NuTeV SIDIS
dimuon data [25], cf. Fig. 67.
The differences between the χ2 values in CT18A

(87.6) and from EPUMP updating with a dynamical
tolerance (104) indicate the breakdown of the linear
approximation used in the Hessian-updating method,
when applied to this case. The breakdown can be
confirmed by examining the updated central PDF set.
In Fig. 73, we show the gluon and strangeness PDFs at
Q ¼ 100 GeV for the CT18 (with 90% C.L. error) and
CT18A global fits, compared with EPUMP dynamical-
tolerance updating and xFitter profiling of CT18 with the
ATLAS 7 TeV W=Z-production data. As compared to
the CT18 PDFs, we see that the updated g and s PDFs
from the EPUMP program are similar to the CT18A PDFs,
although with somewhat smaller shifts in the data-sensitive
range, 10−3 < x < 10−1. In contrast, the default xFitter

profiling produces a much larger shift in both g and s
PDFs, than the CT18A global fit. As a result, xFitter

profiling produces a too large change in the s PDF, so
that its central prediction touches the upper error band of
CT18 at x > 0.02. We have found similar features in the
comparison of other flavor PDFs. Namely, the default xFitter
program generally overestimates the impact of new data-
sets in updating the existing PDFs [25].

3. Comparison of different NNLO predictions

In addition to the studies described above, we have also
used the xFitter and EPUMP frameworks to examine aspects
of the theory calculations for the ATLAS 7 TeVW=Z data.
In the CT18A(Z) global fits, the NNLO predictions for
these measurements were calculated using NNLO/NLO K
factors combined with NLO APPLGRID predictions.
Specifically, the K factors used in our CT18A(Z) fits were
directly extracted from xFitter, where they were calculated
with the DYNNLO code [44,45]. It was noted by the ATLAS
Collaboration in Ref. [39] that the integrated fiducial Z,

Wþ, and W− cross sections predicted by the NNLO codes
FEWZ [49–51] and DYNNLO [44,45] differ by about 0.2%,
1.2%, and 0.7%, respectively. Figure 74 shows a slightly
larger difference, since the DYNNLO curves include the
NLO EW corrections, while other two do not.
Next, we wish to compare various NNLO predictions for

differential cross section measurements of the ATLAS
7 TeV W=Z-production data. First, we verified that the
NLO predictions agree, within 0.2%, among DYNNLO,
MCFM [47,48], and FEWZ, which reflects the fact that all
three codes adopt the dipole formalism [202,203] in the
NLO calculations. Since the NNLO predictions can be
expressed as the NLO predictions multiplied by their K
factors, we compare in Fig. 74 the K factors obtained from
each code, for every ATLAS 7 TeV W=Z-production data
point (with 34 data points in total). It can be seen that the
differences among the three K factors vary as a function of
the Z-boson rapidity, or the rapidity of the charged lepton
from the W-boson decay. These differences can be sizable,
≳1%, as compared to the typically subpercent statistical
uncertainty found in the ATLAS 7 TeVW=Z data. We also
find that the predictions of MCFM generally lie between
those of DYNNLO and FEWZ. This difference can be under-
stood as a consequence of the different NNLO techniques:
FEWZ adopts sector decomposition [204–206], while
DYNNLO and MCFM are based on transverse-momentum
(qT) [44,45] and N-jettiness (T N) [47] subtractions,
respectively.
It is also useful to investigate the dependence of the

ATLAS 7 TeV W=Z fit quality on the specific choice of
NNLO calculation scheme. Table XIII summarizes the
findings of such a study. After CT18 PDFs are updated
using EPUMP with the ATLAS 7 TeV W=Z data, we find
that the final χ2 value for the ATLAS W=Z dataset is equal
to 144, 144, and 135 units when theory is predicted by the
DYNNLO, MCFM, and FEWZ NNLO calculations, respec-
tively. Hence, we conclude that these three NNLO calcu-
lations lead to fits of similar quality for the ATLAS 7 TeV

ePump
xFitter

.. ..

ePump
xFitter

FIG. 73. Gluon and strangeness PDFs at Q ¼ 100 GeV for the CT18 (at 90% C.L.) and CT18A global fits, compared with the
respective central PDFs obtained by EPUMP dynamical-tolerance updating and the xFitter profiling of the CT18 PDFs by the ATLAS
7 TeV W=Z-production data. The xFitter-profiled PDFs are obtained with T ¼ 1.645 and include the diagonal second-order terms.
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TABLE XIII. The χ2 values for the ATLAS 7 TeV W=Z-production data (with 34 data points in total), before and after the xFitter
profiling and the EPUMP dynamical-tolerance updating, with various NNLO predictions. (See the text for details.) We do not update
CT18A(Z) fits to avoid double counting the impact of the ATLAS 7 TeV W=Z-production data.

DYNNLO MCFM FEWZ

xFitter profiling
PDF Before After Before After Before After
CT18 294 63 277 65 225 62
CT18A 87 … 92 … 109 …
CT18Z 88 … 94 … 109 …

EPUMP dynamic-tolerance updating
CT18 289 144 273 144 223 135
CT18A 87 … 91 … 109 …
CT18Z 88 … 94 … 109 …
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FIG. 74. The comparison of K factors for the ATLAS 7 TeV W=Z data calculated with DYNNLO, FEWZ, and MCFM. The error bars
indicate the theoretical Monte Carlo uncertainties. The DYNNLO curves are extracted from xFitter and include NLO EW corrections.
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W=Z data. A similar conclusion also holds when using the
xFitter framework, with the final χ2 values being 63, 65, and
62 units, respectively. To recap, the default xFitter profiling
(with tolerance T ¼ 1.645) overestimates the impact of the
ATLAS 7 TeV W=Z data when updating the CT18 PDFs,
explaining why it yields a smaller χ2 value than EPUMP

updating. We also confirm that the updated PDFs by the
three K factors differ slightly, but the difference is

negligible compared with the same systematical shifts
due to the experimental uncertainties. In conclusion, the
NNLO theoretical predictions for the ATLAS 7 TeV W=Z
data by DYNNLO, MCFM, and FEWZ show perceptible
differences when using the same PDF set. On the other
hand, after the PDFs are updated by either EPUMP and xFitter,
the final χ2 and PDFs show minor differences among the
three codes.
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