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The development of robust architectures capable of large-scale fault-tolerant quantum computation
should consider both their quantum error-correcting codes and the underlying physical qubits upon which
they are built, in tandem. Following this design principle, we demonstrate remarkable error-correction per-
formance by concatenating the XZZX surface code with Kerr-cat qubits. We contrast several variants of
fault-tolerant systems undergoing different circuit-noise models that reflect the physics of Kerr-cat qubits.
Our simulations show that our system is scalable below a threshold gate infidelity of pcx ~ 6.5% within a
physically reasonable parameter regime, where pcx is the infidelity of the noisiest gate of our system, the
controlled-NOT gate. This threshold can be reached in a superconducting-circuit architecture with a Kerr
nonlinearity of 10MHz, an approximately 6.25-photon cat qubit, single-photon lifetime of 2 64 us, and a
thermal photon population < 8%. Such parameters are routinely achieved in superconducting circuits.
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I. INTRODUCTION

A scalable quantum computer will require a large num-
ber of almost perfect qubits. To this end, impressive
progress has been made in engineering high-quality quan-
tum systems in the laboratory that can perform some requi-
site set of operations that are needed for quantum computa-
tion [1—14]. While we cannot expect to reduce qubit noise
arbitrarily with laboratory engineering alone, the theory of
quantum error correction [15—20] has shown that we can
produce logical qubits that experience next to no noise by
using a redundancy of high-quality physical qubits, pro-
vided that the noise strength on the physical qubits as they
perform computational operations is below some thresh-
old value [21]. Nevertheless, it still remains a significant
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experimental challenge to produce scalable quantum error-
correcting codes using available technology. In order to
overcome this challenge, we should co-design the code
in unison with the underlying qubit architecture. In this
way, we can build better error-correcting systems that
specifically target the dominant sources of errors.

A promising approach to realize a high-quality physi-
cal qubit is to encode it in a bosonic mode [7—13,22—34].
Broadly speaking, encoding a qubit in the larger Hilbert
space of an oscillator gives more room to protect the
encoded information from noise, either through active
error correction or autonomous stabilization of the code
space. One of the simplest incarnations of this idea is the
Kerr-cat qubit, where orthogonal superpositions of two
coherent states |+«) define a physical qubit [23,35-37].
The Kerr-cat qubit is realized by parametric pumping of
a Kerr-nonlinear oscillator, as recently demonstrated in
a superconducting-circuit platform using a superconduct-
ing nonlinear asymmetric inductive element (SNAIL) [11].
This qubit is stabilized against bit flips. Specifically, bit
flips are exponentially suppressed with the photon num-
ber |a|?, leading to a highly biased noise channel for
large o [37]. Surprisingly, it has recently been proposed
that the controlled-NOT gate (CX) can be executed with
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Kerr-cat qubits without changing this noise profile [37].
This enables us to go beyond schemes where it is assumed
that only diagonal entangling gates can be used without
introducing bit-flip errors at a significant rate [38,39].

A number of error-correction protocols have been pro-
posed recently that are adapted specifically to biased noise
[31,38-49]. In particular, the XZZX surface code [50,51],
a surface-code variant [16,17,52], has recently been shown
to have a very high threshold under biased noise. This
is because it mimics the behavior of the classical repeti-
tion code in the limit that a particular type of Pauli error
is dominant. As such, minimum-weight perfect-matching
decoders [17,53,54] have been developed by exploiting
the symmetries of this code [16,17,45,55]. These practi-
cal decoders demonstrate exceptionally high fault-tolerant
thresholds when the dominant source of noise is dephasing
[51].

The error-correction capabilities of the XZZX code
complement the biased noise of the Kerr-cat qubits. This
motivates the present work, where we demonstrate a
very robust architecture for scalable fault-tolerant quantum
computing by combining Kerr-cat qubits and the XZZX
code. To this end, we perform elaborate simulations for a
concatenated scheme undergoing a circuit error model that
reflects noise sources that have been identified in recent
experimental demonstrations of Kerr-cat qubits [11]. The
simulation of these details enables us to express the thresh-
old error rates that we obtain in terms of real laboratory
parameters to interrogate the experimental viability of our
proposal directly.

Figure 1 shows what a Kerr-cat XZZX chip may look
like if implemented with SNAILs. The dominant physi-
cal error channels for Kerr-cat qubits are photon loss and
gain, quantified by a single-photon loss rate « and the
thermal population ny, of the oscillator [11]. The noise
model of the Kerr-cat qubit is a function of « and ny,, as
well as the “cat size” |«|*> and the Kerr nonlinearity of
the oscillator K. With |a|> = 6.25 and a thermal popula-
tion of 8%, we find a threshold of x /K = 2.5 x 10~*. This
corresponds to a total infidelity of approximately 6.5%
for the noisiest logical operation in the error-correction
circuit, CX, for which pure Pauli-Z errors occur approxi-
mately 351 times more frequently than other Pauli errors
during the gate. This noise threshold can be reached,
for example, using a superconducting Kerr-cat realization
with K/(27) = 10 MHz, a parametric pump strength of
62.5 MHz, and a single-photon lifetime « ! = 63.6 us.
We remark that the experimental demonstration of the
Kerr-cat qubit in Ref. [11] has shown that frequency fluctu-
ations are heavily suppressed when the SNAIL is pumped
into the cat subspace, such that the requirements on flux
noise (characterized by the 7, time of the unpumped
SNAIL) are greatly relaxed compared to frequency-tunable
transmons. These parameters are routinely achieved in
superconducting circuits [56,57], suggesting that Kerr cats

% X @ = dc flux bias for the SNAIL

%: resonator for qubit readout
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SNAIL drives, coupling drives for cx gates
and drives for single-qubit gates)
T are applied
FIG. 1. The schematic for a possible realization of the XZZX

surface code, using a two-dimensional lattice of nearest-neighbor
capacitively coupled SNAIL-based Kerr-cat qubits. Data qubits
are represented in magenta and ancilla qubits in green. A dc
flux line is present to bias the SNAIL at the point of the desired
nonlinearities. The lattice arrangement is such that neighboring
SNAILs resonate at different frequencies to minimize crosstalk.
Microwave drives applied at appropriate frequencies through
the out-of-plane interconnects parametrically activate gate opera-
tions [11,37]. Importantly, no extra nonlinear control and/or cou-
pling elements are required, unlike other biased-noise bosonic
qubits. For direct readout of ancilla and data qubits, an additional
readout resonator is available at each site. This readout resonator
also provides the ability to parametrically introduce two-photon
dissipation in the SNAILSs, which could be used for autonomous
leakage correction.

well below threshold may be realized in the near future,
making the proposed architecture a promising approach to
large-scale fault-tolerant quantum computing.

While our protocol achieves exceptional performance
using Kerr-cat qubits, we also show that similar improve-
ments may be attainable in other biased-noise architec-
tures. Using the XZZX code with a generic biased-circuit-
noise model, we observe a roughly factor-of-2 improve-
ment in the threshold error rate over the Calderbank, Shor,
Steane (CSS) version of the surface code. Surprisingly, we
still find that the XZZX code has a 50% higher threshold
error rate than the CSS surface code when using standard
CX gates rather than bias-preserving CX gates.

We also perform exact simulations on small codes that
represent near-term experiments. These simulations allow
us to study non-Pauli noise models with optimal decoders
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and reveal that the high performance of our scheme at both
high and low biases is relatively insensitive to suboptimal
implementation of gates and decoding compared to other
schemes.

This paper is structured as follows. In Sec. II, we review
the definition of the XZZX surface code and describe how
it can be implemented in a Kerr-cat architecture. In Sec. 111,
we review Kerr-cat qubits and describe the bias-preserving
gates available to them. In Sec. III B, we describe the
important noise processes affecting Kerr-cat qubits and
the methods we use to simulate noisy gate execution. In
Sec. IV, we present the results of numerical simulations,
demonstrating that very high thresholds can be achieved
using XZZX codes and Kerr-cat qubits. The performance
of low-distance codes under biased noise is presented in
Sec. V. A discussion of the results along with potential
future research directions are provided in Sec. VI. Details
of the surface-code simulation methods and some advan-
tages of Kerr-cat qubits over purely-dissipative-cat qubits
are included in Appendices A and B, respectively.

I1. THE XZZX SURFACE CODE

We describe the XZZX code using the stabilizer formal-
ism, i.e., a list of commuting Pauli operators the common
+1 eigenspace of which defines the code space of the code.
We lay out the code with a single qubit on each vertex of
the square lattice. Up to its boundaries, all of its stabilizers
are the product of four Pauli terms; Sy =X @ ZQ Z® X
acting on the four qubits at the corners of each of the faces
f of the square lattice [see Fig. 2(a)].
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FIG. 2. (a) An XZZX surface-code check as a product of two
X and two Z Pauli operators on qubits arranged on the vertices
of a square lattice. Every face corresponds to a measured check
operator and all checks (except for the three-qubit checks on the
boundary) have the same form. The order in which data qubits of
a check are coupled to the ancilla (at the center of each face) is
specified by the arrows. We use the same order for every check.
(b) The check-measurement circuit for the XZZX surface code.
The four data qubits are coupled to an ancilla qubit prepared in
the |+) state before measuring the ancilla in the X basis. Dis-
tinct error locations on the ancilla qubits are labeled A0—4 and
on data qubits they are labeled D1-4. The error probabilities at
these locations determine the weights of the syndrome graph for
decoding.

The XZZX code is locally equivalent [58,59] to the con-
ventional CSS surface code [16,17]. As such, it inherits its
code properties. We choose a lattice of size dy X d, using
n = O(dyd;) qubits, where d, and d. correspond to the
lengths of the smallest X and Z logical operators, which
have a stringlike support and traverse homologically non-
trivial paths between opposite boundaries of the code. With
open boundary conditions, the XZZX code encodes one
logical qubit.

A. Stabilizer measurements

We measure stabilizer operators to identify the locations
of errors that occur on the qubits of the code. As the code
space is defined as the 41 eigenspace of the stabilizers,
measuring a stabilizer in the —1 state indicates that an
error has occurred that takes the system out of its code
space. Our stabilizer readout circuit is based on that given
in Ref. [60], up to the Hadamard gates that rotate the stan-
dard surface code onto the XZZX code. Here, we briefly
summarize the circuit that we use.

We measure each stabilizer generator using the circuit
shown in Fig. 2(b). All of the stabilizer generators can
be measured in parallel. We place a single ancilla in the
|[+) state on each face. We subsequently apply two-qubit
entangling gates between the ancilla and its four nearest-
neighbor data qubits such that the ancilla collects the parity
information for the stabilizer Sy on its respective face 1 .
We finally measure the ancilla in the Pauli-X basis to learn
the value of the check.

In Fig. 2(a), we indicate the order in which qubits should
be coupled to the ancilla. With the exception of qubits on
the boundary, every data qubit is coupled with an ancilla
qubit at each time step. The same ordering is used for
checks on the boundary, except when there is no neigh-
boring ancilla or data qubit to couple with, at which time
the qubit is left idle. This ordering enables parallel readout
of all the stabilizer operators [60]. The exception to this
ordering is for the small » = 9 codes in Sec. V, where we
use the rotated surface-code layout. Here, on every sec-
ond face, the order of application of the two CX gates is
swapped. For that particular layout, this order has been
shown in Ref. [61] to mitigate the effect of hook errors,
in which a single error on an ancilla can propagate to two
data qubits.

In arealistic device, errors may occur during gate execu-
tion, state preparation, measurements, and on idle qubits.
Repeated measurement of stabilizer generators provides
data, called the syndrome, that allows us to correct for
all of these types of errors, provided that we adopt an
appropriate decoding strategy.

B. Decoding

A decoder is a classical algorithm that uses the error
syndrome as an input to estimate the best choice of
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correction that can be applied to recover the encoded state.
We use a minimum-weight perfect-matching (MWPM)
decoding algorithm to correct for all types of errors [17].
Note that correctly identifying the error, up to stabilizer
equivalence, is equivalent to finding a correction for that
error. We format the error syndrome as a list of defects,
where we say that a defect appears at face f and at time ¢
if Sy(f — 1)Sp(f) = —1, where Sy(¢) denotes the outcome of
the stabilizer measurement Sy made at time ¢. Describing
the error syndrome as a list of defects means that errors can
be interpreted as strings where defects lie at their endpoints
[17]. This interpretation enables us to employ MWPM to
estimate the error that has occurred.

The MWPM algorithm takes a graph with weighted
edges and returns a matching such that the sum of the
weights of the matching is minimal. Given the error model
and the syndrome, the graph input to MWPM is con-
structed such that each node corresponds to a defect and
the weight of an edge connecting two defects is —logp,
where p is the probability of the most likely error that can
give rise to that pair of defects. This choice of weights
implies that the edges returned by the MWPM algorithm
correspond globally to the most likely error consistent with
the observed syndrome.

This practical decoder is particularly well suited for
decoding biased noise using the XZZX code. For the
XZZX code, a Z error on any data qubit will produce a
pair of defects displaced in the same direction, independent
of the qubit, and this is perpendicular to the displace-
ment produced by an X error. Thus, when the noise is
strongly biased toward Z errors, the edge weights in the
syndrome graph have much higher weight in one direc-
tion. This allows errors to be identified less ambiguously
using MWPM, compared to when edges in both directions
are more equally weighted, and results in a high thresh-
old under biased noise. This has been demonstrated using
a phenomenological noise model in Ref. [51].

In realistic circuit-level noise, single error events can
give rise to pairs of defects separated “diagonally,” i.e.,
in both space and time, as well as hook errors, which
occur when the ancilla qubit experiences a X error halfway
through the stabilizer readout circuit [an X error at A2
in Fig. 2(b)]. This error is copied onto two of the data
qubits by the entangling gates. However, as the hook error
is caused by a low rate event, the effect of these errors
is relatively benign for biased noise. Our decoder takes
all of these types of errors into account by appropriately
assigning edge weights in the construction of the syndrome
graph.

III. CAT QUBITS AND BIAS-PRESERVING GATES

Here, we describe the Kerr cat [11,36], which, in our
proposal, forms the elementary qubit from which the
XZZX code is built. The Kerr-cat qubit is realized in a

two-photon driven Kerr nonlinear oscillator. The Hamil-
tonian of such an oscillator in a frame rotating at the
oscillator frequency wy is given by

Ho = —Ka'?d® + Ka? (@™ + d?). (1)

Here, K > 0 is the strength of the nonlinearity while Ko?
is the amplitude of the two-photon drive. The orthog-
onal even- and odd-parity cat states |CI) = Ni(|a) &
|—«)) are degenerate eigenstates of this Hamiltonian. As
illustrated in Fig. 3, the degenerate cat subspace C =
span{|Cai)} is separated from the rest of the Hilbert space
C, by an energy gap, which in the limit of large « is
well approximated by |wgy| ~ 4Ka?. We work in the
basis where the cat states |C) = |+) and |C, ) = |—) are
aligned along the X axis of the Bloch sphere and their
superpositions (|CH) + |C;))/v/2 = |0)= |a) and (IC}) —
IC;))/v2 =|1)~ |—a) are aligned along the Z axis
(where the approximations hold for large |«|).

The Kerr-cat qubit has recently been realized exper-
imentally with a capacitively shunted SNAIL [11]. The
SNAIL is a flux-biased nonlinear device comprising of
four Josephson junctions (Fig. 1). Both third- and fourth-
order (Kerr) nonlinearities exist in the SNAIL at an appro-
priate value of the external magnetic flux. Due to the
third-order nonlinearity, a single microwave drive applied
at twice the resonance frequency generates the two-photon
term in the Hamiltonian in Eq. (1).

It has been shown that the error channel of the Kerr-
cat qubit is dominated by phase-flip errors, while X and ¥
errors are exponentially suppressed with the average pho-
ton number (a'a) ~ |a|? [37]. Some noise sources, such
as thermal excitation, frequency fluctuations, etc., may
introduce leakage errors. Leakage can, to some extent, be
autonomously corrected or “cooled” by introducing any
additional photon dissipation channel without adversely
affecting the bias [37]. A two-photon dissipation source is
preferred for such autonomous leakage correction.

The inherent nonlinearity in the Kerr cat enables a
straightforward realization of two-photon dissipation for
autonomous leakage correction. For example, consider the
setup in Fig. 4, which is the building block of the surface-
code architecture. Suppose that the resonance frequency of
one of the data qubit SNAILSs is w,. Each SNAIL is capaci-
tively coupled to a readout resonator of frequency w,. A
microwave drive applied to the SNAIL at 2w, — w, can
induce the two-photon dissipation as follows. Due to the
Kerr nonlinearity in the SNAIL, the drive photons are con-
sumed to convert two photons in the SNAIL to one photon
in the readout mode. The photon in the low-Q readout is
rapidly lost to the environment, thus effectively inducing
two-photon dissipation in the SNAIL. Depending on the
drive amplitude, mixing between the readout and SNAIL
mode, and the lifetime of the readout, the strength of the
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FIG. 3. (a) The eigenspectrum of the two-photon driven non-

linear oscillator in the rotating frame. The cat states |C§) are
exactly degenerate. The eigenspectrum can be divided into an
even- and an odd-parity manifold. The cat subspace, highlighted
in green, is separated from the first excited state by an energy gap
weap| ~ 4Ka?. (b) The Bloch sphere of the cat qubit. The figure
also shows sketches of the Wigner functions corresponding to the
eigenstates of Pauli-X, -Y, and -Z operators.

two-photon dissipation achieved can easily be engineered
to be K/100 — K/10.

Single-photon loss and thermal noise have been
observed to be the two main sources of errors in the exper-
iment in Ref. [11]. Consequently, we also consider these
noise sources for the simulations in the present work.
Importantly, the experiment has found that non-phase-flip
errors decrease with increasing cat size, confirming the
theoretically predicted biased-noise property of the qubit.

A. Kerr cats and dissipative cats

In our work, the choice of the Kerr cat as the biased-
noise system used for the numerical analysis is motivated
by several characteristics that make it an excellent candi-
date for large-scale quantum computation. First, the large
nonlinearities inherently present in superconducting cir-
cuits ensure a large energy gap |wgap|, typically in the range

\))(
%W
5%

T,

FIG. 4. A drive at 2w, applied to the SNAIL implements the
two-photon drive required to realize the Kerr-cat Hamiltonian
in Eq. (1). Here, w, is the resonance frequency of the SNAIL.
It is also possible to activate the two-photon dissipation for
autonomous leakage correction by applying a microwave drive
at 2w, — w,. Here, w, is the resonance frequency of the readout
resonator coupled to the SNAIL.

@4@
%,@
.
@ @
>

. e,

“

of 10300 MHz. As further described in the next section,
this large gap allows fast gates (10—100 ns). The typi-
cal lifetimes in these circuits, 10 — 100 us [4,56,57,62],
are approximately 100 — 1000 times longer than the gate
times, ensuring high-fidelity gate operations [11,37]. Con-
sequently, it becomes much easier to reach the threshold
parameters estimated in our work with current experi-
mental techniques. The inherent nonlinearity can also be
exploited to implement all the single- and multiqubit gate
operations and measurements using microwave pulses,
thus eliminating any need for external coupling elements
and providing a hardware-efficient solution for scaling up
[11,37].

We now contrast the Kerr-cat qubit with the purely-
dissipative-cat qubit, which also has a strongly biased
noise channel [25]. The dissipative cat is realized by engi-
neering a two-photon drive and two-photon dissipation in
a linear resonator via external nonlinear modes, such as a
transmon [12,31,63]. So far, the strength of the two-photon
dissipation induced this way has been limited to 10—100
KHz, leading to slow gate operations (= 1 us) [64].

In addition, the lack of self-Kerr nonlinearity in purely
dissipative cats makes implementation of gate operations,
preparation, and measurements more challenging. This is
evident, for example, from the scheme for X -basis mea-
surement. The Kerr-cat readout (for more details, see Sec.
IIT B) proceeds by effectively rotating the qubit around
the Y axis, which maps the X -basis states to the Z basis.
The Z-basis states are subsequently mapped onto a lin-
ear readout resonator and a homodyne measurement of its
field reveals the state of the Kerr-cat qubit. A useful fea-
ture of this scheme is that the strength of the homodyne
field, and hence the measurement fidelity, increases with
the size of the Kerr cat. The Y-axis rotation is possible by
freely evolving the qubit under the self-Kerr nonlinearity
in the Kerr-cat mode. This rotation is not possible in purely
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dissipative cats and hence this simple measurement
scheme cannot be employed.

In the case of dissipative cats, X -basis measurement
proceeds by adiabatic deflation of the even- and odd-
parity cat states to vacuum and single-photon Fock states,
respectively. The Fock states are subsequently read out
via coupling to other nonlinear modes like a transmon
or asymmetrically threaded SQUID [12,31]. Compared to
the Kerr-cat readout scheme, this scheme is slow and its
fidelity is effectively independent of cat size.

Another challenge with dissipative cats is that additional
nonlinear coupling elements required to implement quan-
tum operations may open up new sources of dissipation
in the system, which can reduce the noise bias [63,64].
Finally, during gate operations, dissipative cats may suf-
fer from nonadiabatic phase-flip errors (see Appendix B)
[31]. Because this extra source of phase flips is absent in
Kerr cats, it is easier to achieve the threshold parameters in
practice.

Future theoretical and experimental research in optimiz-
ing the hardware and control architecture will certainly
improve both biased-noise cat platforms and may even
lead to development of new biased-noise qubits [48]. But
because of the reasons outlined above and the current
state of technology, this paper focuses on the XZZX code
implementation with Kerr-cat qubits.

B. Logical cat operations and noise channels

We assume that at the beginning of the computation,
each SNAIL (data and ancilla) has been pumped into
the cat-qubit basis by the adiabatic pumping technique
described in Refs. [11,36]. Once in the logical cat sub-
space, the set of bias-preserving operations in the Kerr-cat
platform, relevant for the XZZX code implementation, are
the projective X -basis measurement, My, and the gates
S, ST, cz, and cx. We use the projective measurement My
for state preparation P,. We now describe how these
operations can be implemented.

1. S and ST gates

Consider the Hamiltonian of a Kerr-cat qubit when, in
addition to the two-photon drive, an additional resonant
microwave drive of amplitude ¢ is applied H; = Hey +
(ae* 4 a'e). Projection of the interaction onto the log-
ical subspace gives PcHzPc = a(s + *)Z + O* (=2,
where Pc = 10) (0] + [1) (1] = 1C3}(Cy 1+ 1C;)(C; | and
Z is Pauli-Z in the logical cat basis (we use O*[f (x)] nota-
tion to suppress polynomial factors in x [65]). S and ST
gates are implemented by applying the microwave drive,
in phase (¢ = ¢* > 0) and 7 out of phase (¢ = &¢* < 0)
with the two-photon drive, respectively, for time Tg =
w/8ae, see Fig. 5(a). Clearly, by increasing the cat size
and the strength of the microwave drive |¢|, it is possible
to decrease T, thereby decreasing the probability of errors

@ @ N
S, st ™
el M —> WWW%/, Ts st
. 8ae
e e € < |wgap|
o o
“. . %
(b)
Q@
4
e
o2
“.
(c) 2w — We
We
Q@ % We
o ox o Y
* fe — 7€ td Tex < |wgapl
@ @
* .
“. “. X
(d)
Rineas = 8°a’
Kr
2g2 )
PR < ‘“Jgap‘
FIG. 5. A schematic showing the parametrically driven (a)

S and St, (b) cz, (c) cX, and (d) CD operations required to real-
ize syndrome-measurement circuits for the surface codes. The
X (7 /4) gate required for ancilla readout is not shown here. It
simply requires turning off the two-photon drive on the ancilla
Kerr cat for time w/2K. The speed of the homodyne mea-
surement after the CD operation is characterized by the rate
Rumeas = 2,|8|%, where |B| = 2ga/k, is the maximum of the
readout-resonator displacement caused by the Kerr-cat qubit
[66].

during the gate operation. Note that the drive can cause
virtual transitions out of the computational cat subspace.
Consequently, we must have |&| < |@gap| so that these vir-
tual transitions and leakage outside the qubit manifold of
approximately |&/wgap|* remain negligible.

2. CZ gate

The implementation of a Cz gate between two Kerr
cats requires a Hamiltonian interaction of the form Hz; =
Hrmcat,c + Hcat,t - J(acTat + acatT) + J(ac + CII) [fOI' the
corresponding drive scheme, see Fig. 5(b)]. Here, the
subscripts ¢ and ¢ refer to the control and target qubits,
respectively. Evolution under this Hamiltonian for time
Tcz = /8] a? realizes the Cz gate. Clearly, larger o and J
lead to a faster gate. To minimize virtual transitions out of
the computational cat subspace, we must have Jo < [@gap|
[36]. The term o< (a.'a, + a.a,") is a beam-splitter interac-
tion between the two qubits and is realized by applying a
drive to either of the two qubits at their frequency differ-
ence. The third-order nonlinearity in the SNAIL consumes
the drive photons to convert photons in one SNAIL to
photons in the other, effectively realizing the beam-splitter
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Hamiltonian. The term o (a, + al) is realized by applying
a resonant microwave drive to the control SNAIL.

3. CX gate

The diagonal S, ST, and cz gates are trivially bias pre-
serving. A more challenging gate to realize, however, is the
bias-preserving CX gate. Such a gate can be achieved by
exploiting the continuous-variable nature of the cat encod-
ing and temporarily leaving the cat-code subspace during
the gate. The intuition for the CX gate is best understood
by first considering a bias-preserving X (or NOT) gate.
An X gate can be executed by adiabatically changing the
phase of the two coherent states |+a) — |Fae®?), such
that ¢(0) =0 and ¢(7) = 7. At time 7, we thus map
|+a) — |Fa) and implement an X gate (in the large o
limit where |0/1) >~ |£«)). Similarly, a CX gate can be exe-
cuted if we can condition the phase ¢ (7) on the state of the
control qubit. As shown in Ref. [37], this can be achieved
using a total Hamiltonian

Hey = —K(al* — g5 (d* — %)

_ K[af2 _ qle 20 (ﬂ __"CT> p (—ﬁ + aCT)}
2B 2B

« |:a2 _ 26200 <.B _ac> 2 (,3 —I—ac>:|
t 28 28

~ g a2p —a." — a). )

The interactions needed for the CX gate can be activated
parametrically as shown in Fig. 5(c) (adapted from Ref.
[37]). The cx-gate time is limited by the adiabaticity
requirement ¢5(t) K |wggpl.

4. Mx, P|+)

The remaining components required for the surface-
code implementation are the projective X -basis measure-
ment, My, and preparation P|,. The projective measure-
ment proceeds in two steps. The first step comprises of
rotating the |£) ancilla states to the computational basis
states |0, 1), respectively, using an S gate followed by
X (/4) = (1 4 iX)/+/2 operation (see Fig. 6).

The X (7t /4) gate is a non-bias-preserving gate, but since
this gate is being applied to the ancilla during measure-
ment, the effect of a nondephasing error is the same as that
of a dephasing error [38]. It is implemented by turning off
the parametric drive and evolving the cats freely under the
self-Kerr nonlinearity for time 7 /2K [11,67].

Once the |+) states are rotated to |0, 1), a controlled-
displacement (CD) operation between the Kerr-cat qubit
and a linear readout resonator can be used to read out in the
computational basis. The required (rotating frame) inter-
action Hamiltonian iS Hieadout = Heat + g(aI + al)(ai +

To homodyne

FIG. 6. The circuit for projective measurement and subsequent
preparation of basis states in the X basis. The top line is the data
qubit and the bottom line is the readout resonator. The CD gate
maps the state of the data qubit to the displacement of the readout
mode. A homodyne measurement of the signal from the readout
resonator then reveals the state of the qubit.

a,)/2, where a; and a, are the annihilation operators for the
Kerr-cat mode and the readout mode, respectively, and g is
the beam-splitter coupling between the two modes [11,67].
Projecting onto the qubit subspace gives PcHieadoutPc =
gaz) (aj + a,). From this projected Hamiltonian, it is clear
that the readout resonator experiences a displacement con-
ditioned on the state of the qubit.

If the single-photon decay rate of the readout mode
is k,, then the qubit-dependent displacement amplitude
is approximately F(2gict/k,)(1 — e™*"/2). This displace-
ment amplitude can be subsequently measured via a typical
homodyne measurement and the outcome of the homo-
dyne measurement can be used to infer the state of the
ancilla qubit. Since the displacement of the readout res-
onator increases with «, the subsequent homodyne mea-
surement of its field becomes more efficient as the cat size
is increased. Consequently, higher-fidelity measurements
are possible by making the cat size larger.

The interaction Hamiltonian, Hieagout, can be achieved
by applying two microwave drives to the SNAIL: one
at the frequency difference of the readout resonator and
the SNAIL and the other at the sum of these two fre-
quencies [see Fig. 5(d)]. The first drive gives rise to a
beam-splitter-type coupling (a_lrar + ajay), while the sec-
ond drive gives the squeezing-type coupling (aIaI + a,ay).
The amplitudes of the two drives can be adjusted so that
the strength of the beam-splitter and squeezing interac-
tions are the same, leading to the desired Hamiltonian
Hicadout- In the limit of large-photon-number cat qubits,
only one drive at the difference frequency is sufficient. In
this limit, the resulting beam-splitter interaction projected
in the cat basis is Pc(afa,, + aIal)PC ~ gaZ) (aj + a,)
to a very good approximation [O* (e_z"‘z)]. This readout
scheme, called quadrature readout, has been demonstrated
experimentally [11]. After the measurement is complete,
the ancilla is projected onto one of the computational basis
states conditioned on the measurement outcome. In order
to reinitialize the ancilla in |+) or |—) for the next round
of syndrome extraction, the states can be rotated from
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the computational basis by applying X (7 /4)" = X (= /4)
followed by ST.

IV. THRESHOLDS

A crucial figure of merit for a quantum error-correcting
code is the threshold: the maximum noise strength below
which it becomes possible to efficiently reduce the noise
strength on the logical level arbitrarily by increasing the
number of physical qubits and gates. We perform numer-
ical simulations to estimate the threshold noise strength
using both a generic biased-circuit-level noise model in
Sec. IV A, and a realistic Kerr-cat qubit noise model in Sec.
IV B. The former demonstrates the generic performance
increase of the XZZX code when using bias-preserving
gates and operations. The latter provides a target noise
strength in a Kerr-cat architecture based on a realistic noise
model.

The threshold is calculated by numerically computing
logical failure rates at different sizes and determining the
maximum physical noise strength below which the logical
error rate decreases exponentially with the system size. In
each simulated run, the circuit implementing d, rounds of
noisy-syndrome extraction is applied, followed by a single
round of noiseless-syndrome extraction. The final round
can be thought of as a readout, in which each data qubit is
measured individually, and without loss of generality can
be considered noiseless, as any measurement error in this
round can be equally regarded as having occurred in the
previous (noisy) round. The decoder is run on the observed
syndrome and a logical failure occurs if the physical error
and the correction, computed by the decoder, are homo-
logically distinct. Further details of the Pauli simulation
method are provided in Appendix A 1.

As is standard in most numerical studies of quantum
error-correcting codes, a Pauli-noise model is used in these
threshold calculations, enabling efficient simulation of
large system sizes. Although the noise model for Kerr-cat
qubits obtained through numerically solving the Lindblad
master equation is not a Pauli channel, we demonstrate
with exact simulations of smaller systems, described in
Sec. V B, that a Pauli approximation to the noise does not
appear to significantly affect calculated logical error rates.

The results we present in this section for the XZZX code
are obtained with the conventional open-boundary layout
of the surface code, which has three-qubit checks on the
boundary [52]. Alternative boundary conditions (including
periodic in both in space and time) are also tested and sim-
ilar threshold values are obtained in all cases (despite large
differences in logical error rates).

As shown in Ref. [51], with the standard layout and open
boundary conditions, the aspect ratio of the code can be
tuned to the bias. By increasing the length of the logical
Z operator compared to the logical X operator, an over-
all lower logical error rate can be obtained for a given

number of qubits. Unless otherwise specified, we deter-
mine the aspect ratio using small systems by varying the
length of the code relative to its width until the logical X
error rate is comparable to the logical Z error rate near
threshold. This aspect ratio is then fixed when scaling
up the code. To make more system sizes computationally
accessible, we restrict to aspect ratios such that the length
of the code is a multiple of its width. As with bound-
ary conditions, varying the aspect ratio does not appear
to appreciably change the value of the threshold, provided
that the aspect ratio is fixed as the system is scaled up.

We also perform simulations of the standard CSS ver-
sion of the surface code and an alternative variant of the
surface code proposed for biased noise, which we call
the tailored surface code (TSC). The TSC is simply the
standard surface code but with Z checks replaced with ¥
checks, such that a single phase-flip error on a data qubit
creates four adjacent defects. This version of the surface
code has been studied in Refs. [41,42], where it has been
found to have strong resilience to phase-flip noise. How-
ever, we find that the thresholds obtained with the TSC
with circuit-level noise and a modified MWPM decoder
are somewhat lower than those of the XZZX code, so
we do not present them here. Nevertheless, the TSC may
have some advantages for finite-sized systems, which we
discuss in Sec. V.

A. Generic biased-circuit-noise thresholds

First, we estimate the threshold of the XZZX surface
code using a generic biased-circuit-noise model. We com-
pare this to the threshold of the standard CSS version of the
surface code under the same noise model and find that the
XZZX code has a significantly higher threshold. Surpris-
ingly, we also find that the XZZX code maintains a large
advantage over the CSS surface code even if a standard Cx
gate for two-level qubits, rather than a bias-preserving CX
gate, is used.

The generic noise model has two parameters p, and the
noise bias ¢. In the following, we assume, without loss of
generality, that the Pauli errors are applied after the gate.
On the €z gates, the errors Z, ® I; and I, ® Z;, are each
assigned the probability p, and all other two-qubit Pauli
errors are assigned the probability p,/¢. We remark that
in this simplistic toy model, we are assuming the prob-
ability of a correlated Z, ® Z; error to be the same as
the probability of nondephasing errors p./¢. This gives a
total error probability (or infidelity) of p,(2 + 13/¢) per
Ccz gate. Here, the subscripts d and a refer to the data
and ancilla qubits, respectively. The single-qubit noise,
including idle noise on data qubits and noise during ancilla
preparation, has a single-qubit Pauli error model with the
X, Y, and Z error probabilities given by p./¢, p./¢, and p.,
respectively. Faulty measurements are modeled by

030345-8



PRACTICAL QUANTUM ERROR CORRECTION...

PRX QUANTUM 2, 030345 (2021)

flipping the ancilla measurement outcomes with probabil-
ity p- +p:/¢.

In the case of ordinary discrete two-level qubits, evo-
lution under an interaction Hamiltonian of the form
x[(L+2Z)1;/2+ (1 —Z,)X;/2] for time w/2x would
be required for the CX operation. It is easy to show
that if the probability of a Z error during the gate
is p., then the resulting error channel is (writing only
the Pauli terms for brevity) p.Z,l,0Z,1; + p.l.Zip1. 24 +

pZ/ZadeZaZd +pz/,[adelaYd +pz//ZadeZaYds with pz/ =

@p./7) [T cos*(@)dp ~ 0.375p. and p! = 2p. /) i

cos2(¢) sin®(¢p)dg ~ 0.125p.. Consequently, we use this
equation for probability assignment for the 1,7y, Z,1;,
Z.74,1,Y,, and Z,Y,; errors, while all other two-qubit Pauli
errors are assigned the probability p./¢. The total infidelity
of the CX gate in this case is p, (2 + 10/¢).

For the bias-preserving CX gate in the generic noise
model, unlike its ordinary counterpart described above,
phase-flip errors on the data qubits may convert to Z, ® Z,
but they do not convert to Z, ® Y, or I, ® Y; errors.
Consequently, in this case, [, ® Z; and Z, ® Z; errors
are assigned the probability p./2, Z, ® I; is assigned the
probability p., and all other two-qubit Pauli errors are
assigned the probability p./¢. Note that the total infidelity
of the CX gate in this case is larger than the infidelity
of the generic non-bias-preserving CX gate by 2p./¢. For
large ¢—for example, { = 100 used here—this differ-
ence becomes negligibly small. The resulting logical error
probability versus p, is plotted for the surface code with
both bias-preserving and non-bias-preserving CX gates in
Fig. 7(a).

For comparison, we also perform simulations of the
conventional CSS surface code using the bias-preserving

CX gate and the same generic biased-error model. In this
case, we use the “rotated” layout of Ref. [68] with open
boundary conditions and two-qubit checks on the bound-
ary, which has a code distance that is a factor of v/2 larger
than the XZZX code on the unrotated geometry using an
equal number of physical qubits. The resulting logical error
rates are shown in Fig. 7(b). We do not use the rotated lay-
out for the XZZX code, since the all-Z logical operator in
this case is oriented at 45° to the lattice boundaries and we
therefore cannot improve the resilience of the code against
phase flips by varying the aspect ratio of the code (unlike
with the standard layout). We also present the logical fail-
ure rate as a function of \/n for both the XZZX code and
the CSS surface code at physical error rate p = 0.005 in
Fig. 7(c).

The procedure for choosing the aspect ratio for the
XZZX and CSS codes using bias-preserving CX gates is
as described above, which yields the same aspect ratio
for both codes near threshold of around 3 : 1. To simplify
comparison, we use the same aspect ratio for the XZZX
code with standard CX gates; however, this may not be
optimal.

As can be seen, the XZZX code using a bias-preserving
gate achieves the highest threshold p, = 0.98 £ 0.05%,
corresponding to a two-qubit error rate of close to 2%.
This is approximately double the threshold of the CSS sur-
face code with the same noise model, which achieves a
threshold of p, = 0.50 & 0.05%. The XZZX code with a
standard non-bias-preserving CX gate performs worse than
the XZZX code with a bias-preserving gate, achieving a
threshold of 0.80 £ 0.05%. However, this is clearly much
higher than the CSS surface-code threshold, suggesting
that the XZZX code may be a good choice in biased-noise

(a) (b) (c)
100F « T T | 100F | T ] 1071 5 T T T T T T T
E XZZX, ¢ =100 et ] b €SS, ¢ =100 ] | Biased ox, dy/d. = 1/3, p, = 0.005
r o g - r
[ pox ~ LT% o LS r [
S0t S | gty 1 2 [
[ E gE0 1 = 9 £ 10-2 1
- r pox ~ 2.1% 9 L pox ~ 1.1% o 107 ¢
2 [ e 2 1072F 4 2 r
5 1072 ~ 4 © E 5
3 £ Biased ox  Standard ox 4 — r 1 =
S F - 4x12x12 w0 4x12x12 ] .2 -3 Biased cx | .Z 3|
20 ) e 5x15%15 o 5x15x15 | X 10 - 3x9x9 | & 107°
= 1073 ¢ - 6x18x18 v 6x18x18 4 - 5x15x15 | =
= Tx21x21 Tx21x21 1074 1 = Tx21x21 |
- 8X24x24 o 8X24x24 | E - 9x27x27 ]
10*4 | S | | I I I L L | | | I L1 107/1 | | | | | | |
0.005 0.006 0.007 0.008 0.009 0.010 0.011 0.002 0.003 0.004 0.005 0.006 0.007 6 8 10 12 14 16 18
bz Pz vn
FIG. 7. The error thresholds of surface-code variants with a generic circuit-noise model and bias ¢ = 100. In (a), we compare the

threshold of the XZZX code using bias-preserving CX gates (solid lines) to its threshold using standard non-bias-preserving CX gates
(dotted lines). We find that the availability of bias-preserving CX gates leads to an approximately 25% improvement in the threshold.
This result highlights the fact that along with total gate error, the structure of noise in the gate plays an important role in determining the
performance of the surface-code variant. In (b), the threshold of the CSS code using bias-preserving CX gates is shown for comparison
and is seen to be approximately half that of the XZZX code using the same bias-preserving gates. In this model, both types of CX gate
have error rates approximately equal to 2p, (for details of the noise model, see the text). The crossing points are circled and the total CX
error probability pcx at these points is shown. In (c), we plot the logical error rate of both code variants against +/n near the threshold
of the CSS code, found in (b), where 7 is the number of data qubits. In all plots, the error bars indicate one standard deviation.
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architectures even when a bias-preserving CX gate is not
available.

B. Kerr-cat noise thresholds

To obtain the noise models used for threshold esti-
mates of the XZZX Kerr-cat code, we first perform a
master-equation simulation of the operations needed for
the syndrome-extraction circuit (Fig. 2): the X and Cz
gates, as well as the measurement and preparation schemes
described above. The simulations are performed for two
cat sizes, > = 1 and o? = 6.25.

The noise channel of the larger cat is more biased than
that of the smaller one. Based on the observations in the
recent experimental work [11], we subject the qubit to
a white thermal-noise channel represented by the Lind-
bladian «; (1 + ng)Dlalp + kinwD[a’]p. Thermal noise
introduces leakage and in order to autonomously correct
some of the leakage, we add an additional two-photon dis-
sipation to the Lindbladian «,D[a*]p, where the rate of
two-photon dissipation «; is fixed to x; = K/10.

When the two-photon dissipation is added, care must be
taken to adjust the phase of the two-photon drive to pre-
serve the cat-qubit subspace [37]. In our simulations, the
two-photon dissipation is added while the gates are being
implemented for all but the CX gate. The CX gate requires
a time-dependent two-photon dissipation, which becomes
hard to numerically simulate. In practice, it also increases
the number of drives that must be carefully phase tuned in
an experiment.

In order to avoid these complications, we simulate the
CX gate with the following steps. First, the master equation
with the Hamiltonian in Eq. (2) and dissipative terms
LIp] = ., k1(1 + nw)Dlailp + k1nyDla]1p is simu-
lated with ¢ (f) = ¢/ T for time 7. Next, the interactions
between the control and target Kerr cats are removed and
the Hamiltonian of the system is set to that of two uncou-
pled Kerr cats. Finally, the master equation with the two
uncoupled Kerr cats is simulated with time-independent
two-photon dissipation, >_,__ . «k;D[a*]p, in addition to
L[p] for time T [37].

Of course, more phase-flip errors are introduced in the
second step of the simulation. The resulting error probabil-
ities in this two-step CX gate, which takes time Tcx = 27,
will be roughly twice as high as that in the CX gate sim-
ulated with time-dependent two-photon dissipation in one
step, which takes time Tcx = 7.

To estimate the measurement errors, we perform a
master-equation simulation of the X (+m/4) and S0
gates. Subsequent steps of CD and finite-efficiency
homodyne measurements are simulated by stochastic
master-equation simulations. We assume a homodyne-
measurement efficiency of 60% [69]. We find quantitative
agreement between the analytic expression for homodyne-
measurement fidelity in Ref. [70] and numerical results

i=c,t

from stochastic master-equation simulations. For an o =

6.25 cat, we use the beam-splitter Hamiltonian H,eygout =
Hey + g(aja, + alay), while for & = 1, we use Hyeadout =

Hey + g(a) + a1)(al + a,)/2. Note that if the probability
of bit-flip errors during the CD gate is small (a condition
that is satisfied in the biased-noise cat qubit), this step in
the measurement protocol is equivalent to the well-studied
longitudinal readout scheme [70]. Consequently, known
analytic expressions for longitudinal readout error may be
used.

Observe from Fig. 5 that all gate operations [other than
X (7/4)] become faster with increasing cat size. For a
given o, we choose the gate speeds so that the probability
of leakage outside the cat manifold is at least an order of
magnitude smaller than the total infidelity. This choice is
justified as the goal, when designing pulses for experimen-
tal implementation of gates, is to not limit the gate fidelity
by the amount of leakage. While no pulse shaping is being
used in our simulations, such techniques combined with
the derivative removal by adiabatic gate (DRAG) method
can be used to further reduce leakage without sacrificing
the gate fidelity [71,72]. In our simulations, the leakage
probability per qubit, per stabilizer round, is between 1073
and 10~%, which is consistent with recent experiments [73].
Additionally, the two-photon dissipation channel applied
during or after the gates also checks the leakage growth.
For the cat sizes considered here, the two-photon dissipa-
tion after every CX gate reduces the leakage by a factor of
approximately 10.

In this way, in our simulations of the qubit operations,
we suppress leakage to a reasonable amount at the physi-
cal level but then neglect the residual leakage in the further
surface-code simulations. While this is the dominant prac-
tice in the literature for studying the performance of a code,
further investigation must be carried out to model, quan-
tify, and counteract the effect of leakage in the Kerr-cat
surface-code architecture. As in other platforms, further
suppression of leakage may require leakage reduction units
(LRUs). These units reduce leakage errors to errors in the
computational basis [74,75]. In the case of Kerr cats, leak-
age in one qubit is unlikely to propagate to others during
two-qubit gates. Moreover, leakage is primarily confined
to the lower-energy subspace, so that the computational-
basis errors induced after LRUs remain biased. Of course,
the additional circuit complexity of the LRUs may effect
thresholds. Assessing the performance of the surface code
with LRUs optimized for Kerr cats is beyond the scope
of the current work but will be the topic of future
study.

We simulate the XZZX surface code using the noise
channel obtained numerically as described above. Tables
I and II list the average fidelities, bias, and leakage in dif-
ferent operations obtained from numerical simulations for
cat qubits with «? = 1.0 and o> = 6.25, respectively.
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TABLE I. The main parameters characterizing the operations
used in syndrome extraction for a one-photon Kerr-cat qubit. The
average gate bias is defined as the ratio of the sum of the prob-
abilities of the / ® Z, Z® I, and Z ® Z errors and the sum of
the remaining two-qubit Pauli errors. The effective Pauli-noise
channel of the preparation and measurement operations is natu-
rally biased. The total error in preparation is simply the sum of
the probability of a Z and a Y error. As for o = 6.25, the CX is
carried out in two steps, so that Tcx = 27, where T is the time
of each step. The leakage in all the operations is approximately
1074 —1075.

a? =1.0,k = K/10, ng, = 8%
CX gate, Tcx = 112.6/K

Single-photon loss rate  Infidelity, Average bias,
biased-cX  biased-CX
0.67 x 10~* 0.02 16.3
0.83 x 10~* 0.024 17.2
1.11 x 107* 0.031 16.4
1.45 x 107 0.041 16.5
1.67 x 10~* 0.046 16.8

cz gate, J ~ 0.013K, Tcz ~ 30.8/K

Single-photon loss rate  Infidelity =~ Average bias

TABLE II. The main parameters characterizing the operations
used in syndrome extraction for a 6.25-photon Kerr-cat qubit.
The average gate bias is defined as the ratio of the sum of the
probabilities of the I ® Z, Z ® I, and Z ® Z errors and the sum of
the remaining two-qubit Pauli errors. The leakage in all the oper-
ations is approximately 10™* — 107>, The effective Pauli-noise
channel of the preparation and measurement operations is natu-
rally biased. The total error in preparation is simply the sum of
the probability of a Z and a Y error. The bias-preserving CX-gate
simulation is carried out in two steps: first, the Hamiltonian in
Eq. (2) with the Lindbladian L[p] = .., «1(1 + nw)Dlai]p +

K]I’lthD[a:-r]p is simulated for time 7; and in the second step,
the master equation of two uncoupled Kerr cats with Lindbla-
dian ) _ , «2D[a*]p + L[p] is simulated for time 7, so that
Tcx = 2T. For fair comparison, a two-photon dissipation chan-
nel after the Cxz = RCzRT gate is also applied, for a time of
approximately 9/K, so that the residual leakage values after the
CX and CXp gates are the same. The time of the R gate is 2.6/K,
cz = 0.8/K, giving a total time of 15/K.

a? =625,k = K/10, ng, = 8%
CX gate, Tcx = 18.47/K (bias-preserving)
Tcx = 15.0/K (R cz RY)

Single-photon loss rate Infidelity, Average bias,
biased-CX biased-CX
(R cz R") (R cz R")
1.67 x 1074 0.047 (0.035) 319 (11.7)
2.08 x 10~* 0.054 (0.043) 337 (12.0)
2.77 x 10~* 0.071 (0.057) 357 (12.4)
4.16 x 10~* 0.104 (0.084)  375(12.7)

0.67 x 10~* 0.006 9.6
0.83 x 10~* 0.008 10.6
1.11 x 107* 0.01 12.5
1.45 x 10~ 0.013 13.2
1.67 x 10~ 0.014 14.5

Preparation, ¢ = 0.026K, Tp ~ 16.5/K

Single-photon loss rate Infidelity
0.67 x 10~* 0.0015
0.83 x 10~* 0.0019
1.11 x 107* 0.0027
1.45 x 10~ 0.0032
1.67 x 10~* 0.004

Measurement, «, = 0.1K, g ~ 0.06K
T=Tp+ Tcp, Tep =42/K
Measurement efficiency= 60%

Single-photon loss rate  Total error
0.67 x 1074 0.017
0.83 x 1074 0.017
1.11 x 1074 0.018
1.45 x 107* 0.019
1.67 x 1074 0.020

cz gate, J ~ 0.08K, Tcz ~ 0.8/K

Single-photon loss rate

Infidelity ~Average bias

1.67 x 1074 0.0029 1.7 x 103
2.08 x 10~* 0.0036 1.9 x 103
2.77 x 10~* 0.0039 2.3 x 10°
4.16 x 1074 0.0056 3.1 x 10

Preparation, ¢ ~ 0.15K, Tp = 2.6/K

Single-photon loss rate  Infidelity

1.67 x 1074 0.003

2.08 x 10~* 0.004

2.77 x 10~* 0.005

4.16 x 1074 0.007

Measurement, «, = 1.0K, g ~ 0.5K
Tyy =Tp+ Tcp, Tep = 2.5/K
Measurement efficiency= 60%

Single-photon loss rate  Infidelity
1.67 x 1074 0.008
2.08 x 1074 0.009
277 x 1074 0.011
4.16 x 1074 0.012
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Figure 8 shows the logical failure rate of the XZZX
surface code as a function of the ratio of the single-photon
loss rate and Kerr nonlinearity « /K. The total gate error
scales as o k/K and so this is the important metric for
experimentalists aiming to design the system.

The threshold values obtained for «/K are given by
(k/K)hres ~ 1.1 x 107* for «® = 1.0 and (k/K)ihres ~

(a) T T
10° I 1-photon cat E
2 | |
] . i
—
§ 1071 | pox ~ 8.1% =
3 r Biased cx
= [ - 3x9x9 |
& I - 4x12x12 |
)3 ~ 5x15x15
—2 | - 6x18x18 |
10 E -+ Tx21x21
r o 8x24x24
| | | | |
0.8 1.0 1.2 1.4 1.6
k/K x107*
(b) T
10° b 6.25-photon cat .
g | |
Jav]
= -1
s 10} pex ~ 6.5% 1
83 r B
= L ]
';”)o I Biased CX RCZRT |
3 -2 - 3x15x15 -0 3X9x9
1072 | 4
= 4 4x20%x20 -a-4x12x12 -
B v+ 5X25%25 -y 5x15x15 |
= = 6x30x30 6x18%x18
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FIG. 8. The error thresholds of the XZZX surface code with

the circuit-noise model for Kerr-cat qubits with a cat size (a)
a® =1 photon and (b) a? = 6.25 photons. The bottom axis
shows the ratio of the single-photon loss rate « or, equiva-
lently, the inverse 77 time of the SNAIL used to realize the
cat and the Kerr-nonlinear constant. The simulations also take
into account a constant 8% thermal noise and two-photon dis-
sipation x, = K/10 added for autonomous leakage correction.
The noise channel in (b) is significantly more biased than in (a).
We find the threshold «/K of 1.1 x 107* and 2.5 x 10* in (a)
and (b), respectively, which corresponds to a CX error thresh-
old of approximately 3.1% and approximately 6.5%, respec-
tively. For comparison, the threshold with an «? = 6.25 pho-
ton cat and a non-bias-preserving gate CXz = RCZR' with R =
exp(in Z,/4) exp(inr X;/4) is also shown in (b). Even though the
gate infidelity of CXy is lower than that of the bias-preserving CX
in Eq. (2), the threshold is lower by approximately 1.84 x 10~
because the bias is smaller.

2.5 x 107* for a? = 6.25. To illustrate the physical impli-
cation of these thresholds, consider a SNAIL-based Kerr
cat with a Kerr nonlinearity of K/27w = 10 MHz. Then
(K /K)hres ~ 1.1 x 107 for a?> = 1.0 implies that the life-
time of the SNAIL (1/«) should be longer than 144.7 us
for error correction with the XZZX surface code to be suc-
cessful. For a? = 6.25, (k/K)wes ~ 2.5 x 107* implies
that the lifetime of the SNAIL (1/«) should be longer than
63.6 s for error correction with the XZZX surface code
to be successful.

The most noisy operation in the system is the CX gate
and we see that, with the o> = 1.0 cat, the CX-gate infi-
delity must be lower than 3.1%. On the other hand, with
the o = 6.25 cat, the CX-gate infidelity must be lower than
approximately 6.5%. The average CX-gate bias at threshold
for the > = 6.25 cat is approximately 351, while that for
a® =1 cat is approximately 16. Clearly, as expected, we
find that the XZZX surface code is able to tolerate more
errors in the gates when the cat size is large because the
noise bias increases.

The SNAIL lifetime in the first experimental demon-
stration of the Kerr cat was approximately 15.5 us, which
shows that an improvement in the lifetime is required to
operate below threshold with Kerr-cat qubits. Lifetimes
of 50100 us are routinely achieved in superconducting
Josephson-junction circuits [4,56,57,62], so that reaching
a lifetime above the 7; threshold appears very reason-
able using state-of-the-art superconducting-circuit devices
and fabrication. Optimizing the gate implementations and
incorporating a one-step CX will further improve the
threshold requirements. Finally, we note that the first Kerr-
cat experiment [11] showed a strong suppression of fre-
quency fluctuations due to 1/f noise for the pumped cat,
compared to when operating the SNAILmon as a conven-
tional transmon qubit without pumping. In practice, fre-
quency fluctuations of the SNAIL are near negligible when
pumped to the cat subspace. This suggests that, although
the Kerr cat is a flux-tunable device, recent improvements
in coherence times for fixed-frequency qubits may also
carry over to Kerr-cat qubits [76].

1. Comparison with non-bias-preserving CX gate

Note that with Kerr-cat qubits, it is possible to
implement a non-bias-preserving CX gate by imple-
menting the gate sequence CXz = RCZRT with R =
exp(in Z;/4) exp(ir X, /4). The subscript ¢ denotes that the
single-qubit gate R acts on the target of the cZ. We have
already discussed how exp(inZ/4) = ST, exp(inX,/4) =
X (m/4), and cz gates are simulated. Unlike the bias-
preserving CX-gate implementation given in Eq. (2), CXg
does not preserve the bias in noise. However, the gate can
be implemented faster, resulting in higher total fidelity.
Table II also lists the gate fidelity and bias for the CXg
gate for the o? = 6.25 photon cat. For fair comparison, a
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two-photon dissipation channel after the CXy gate is also
applied, so that the residual leakage after the CX and CXp
gates are the same for a given «1, ny, and ;.

To compare the two different gates, we repeat the sim-
ulation of the XZZX surface code but this time using the
noise channel of the CXz gate. As shown in Fig. 8(b), the
threshold in this case is lowered by approximately 40%
compared to the threshold with the bias-preserving CX.
Moreover, the below-threshold logical error rate for the
XZZ7ZX code is significantly higher with the CXp gate than
the bias-preserving CX gate, despite the CXp gate having a
lower total infidelity.

2. Comparison with the CSS surface code

We find that the CSS surface code with Kerr-cat noise
in this parameter region does not perform as well as the
XZZX code. At o = 2.5, over the range of x /K shown in
Table II, we observe a logical error rate of close to 50%,
which does not decrease with system size, indicating that
the CSS code is far above threshold. At lower bias, o = 1,
we also do not observe a threshold in the overall error rate
over the range of k /K used in our XZZX-code simulations.

We also consider the scenario of Ref. [31], where the
width of the CSS code is fixed d; = 3 and only the length
of the code d. is scaled up. The same above-threshold
behaviour is observed for « = 2.5, even when X logical
errors are completely neglected. For o = 1, if we neglect X
logical errors, we observe a threshold in the Z logical error
rate comparable to the threshold in the overall error rate
of the XZZX code at k /K = 1.1 x 107, Given, however,
that X errors are non-negligible at this bias, the overall
failure rate still appears above threshold and so error cor-
rection with the CSS surface code does not appear to be
functional in the parameter regions considered.

The high thresholds that we obtain with the XZZX code
are due to the fact that it appears very well suited to Kerr-
cat qubit noise. One of the major advantages of this pairing
is that a full round of syndrome measurements can be
performed in a substantially shorter time than with the
standard CSS surface code and therefore it is far less prone
to error. This is because, for large «, the gate that takes the
longest to execute is the CX gate, while the relative time
required to perform a CZ gate compared to CX tends to zero
as « increases. For the CSS surface code, readout of an X
check requires four data qubits to be coupled to the ancilla
via CX gates, which takes at least time 47¢x. In contrast,
every check in the XZZX code requires two CX gates and
two CZ gates, and given that these can be parallelized, the
entangling operations for a full round of syndrome mea-
surements can be performed in time 2(7cx + T¢cz). In the
limit of large «, the total time taken to apply the gates for
a round of syndrome measurements with the XZZX code
is approximately 27¢x, which is roughly equal to that of a

one-dimensional (1D) repetition code and half that of the
CSS surface code.

V. SMALL CODES

Here, we perform exact simulations of different quantum
error-correcting codes for systems of small size undergo-
ing biased noise. With reference to the previous section,
we are able to analyze the scalability of different quan-
tum error-correcting codes by simulating systems of a large
number of qubits. We obtain these results using an efficient
decoder and by approximating quantum noise channels as
a Pauli-noise channel to make simulations tractable. Exact
simulations enable us to investigate other details of various
codes that are specialized to biased noise.

We perform several analyses using small-scale simula-
tions using the Kerr-cat qubit noise model described in
Sec. III B and an optimal decoding algorithm. By focusing
on small codes, we can perform optimal decoding without
concern about the efficiency of the decoder. We describe
the optimal decoder and the methods we use to conduct
exact simulations in Appendix A.

The smallest realization of a surface code that can cor-
rect at least one X error and one Z error has n = 9 data
qubits arranged on a 3 x 3 lattice and uses the “rotated”
layout of Ref. [68]. In our small-scale simulations, we
compare the XZZX code on this layout to the TSC [42]
on the same layout and to the 1D repetition code with n =
9 qubits. The TSC is an alternative surface-code variant
where we measure weight-four Pauli-X stabilizer checks
and weight-four Pauli-Y stabilizer checks. This code has
been demonstrated to have favorable properties to correct
for biased noise [42,45]. We use open boundary condi-
tions for all simulations of the n = 9 codes with two-qubit
checks on the boundaries of the surface-code lattices.

While, in Sec. IV, we show that the XZZX code
has impressive fault-tolerant thresholds with finite noise
biases, the TSC with open boundary conditions has the
advantage that it can tolerate up to (n — 1)/2 dephasing
errors. In contrast, a logical failure can be introduced to
the 3 x 3 XZZX code with as few as two Pauli-Z errors
[41].

Like the TSC, the n = 9 repetition code can also cor-
rect up to four dephasing errors with certainty. Moreover,
it has the additional advantage that it requires only two
entangling gates, rather than four, in the circuits used
for stabilizer parity measurements. As such, the stabilizer
readout circuits for the repetition code are easier to imple-
ment and less error prone than surface-code stabilizers.
We might therefore expect that the repetition code is more
accessible to realization using near-term experiments.

This convenience of the repetition code comes at the
expense that it has no protection against bit-flip errors.
Indeed, in Ref. [31], numerical simulations have shown
that the repetition code does not increase its suppression
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of logical failures for a realistic biased-noise model when
increasing the system size beyond n ~ 10 qubits. Never-
theless, for a small number of qubits and a very large noise
bias such that the bit-flip errors are very rare, repetition
codes may outperform surface codes. We can therefore
expect variations in the performance of these codes in
different parameter regimes.

Our exact simulation results highlight different features
of the TSC, XZZX, and repetition code when using Kerr-
cat qubits. The XZZX code in particular exhibits high
performance in both high- and low-bias regimes, it is rel-
atively insensitive to decoder miscalibration, and it does
not suffer from significant increases in the logical error rate
when standard CX gates are used instead of bias-preserving
CX. In contrast, the repetition code will perform better
when the bias is high relative to the system size,and the
TSC may have an advantage in architectures where CX
gates are not so noisy (compared to other operations).

In Fig. 9, we plot the logical error probabilities
obtained using Kerr-cat qubits and bias-preserving oper-
ations alongside those obtained using non-bias-preserving
CX and a miscalibrated decoder (which we describe in Sec.
V D). The probabilities of the X, Y, and Z logical errors
separately are shown as well as the total logical error prob-
ability (which is the sum of the former three). The noise
parameters are chosen to be slightly below the threshold
estimated in Fig. 8, which is a regime relevant to near-term
experiments.

Certain properties of these codes are reflected in these
separate logical error probabilities. For instance, the Z log-
ical is the only one that would be affected in the presence
of pure phase-flip noise (i.e., noise where the bit-flip prob-
ability is exactly zero). With the rotated layout on a 3 x 3
lattice, the weight of the smallest Z logical of the XZZX
code is 3, while for the TSC and repetition codes it is 9
[42]. The Z logical is therefore much more protected than
the X or Y logicals for the TSC and repetition codes com-
pared to the XZZX code, as seen in Fig. 9. We see that the
failures of the repetition code are almost exclusively due to
bit-flip errors rather than phase-flip errors, since in Fig. 9
the Z logical errors are nearly undetectable.

We point out that, as in the Pauli simulations used to
determine the threshold in Sec. V, we approximate the cat
qubits in the exact surface-code simulations as strict two-
level systems and neglect additional levels into which the
system may leak. While the leakage suppression with engi-
neered two-photon dissipation (and noise caused by this
process) is still accounted for in the qubit noise model,
there remains a small amount of residual leakage that is
ignored. While we believe this effect to be small (for the
CX gate, the probability of leakage is an order of magni-
tude smaller than that of a nondominant error), we leave a
detailed study of this effect to future research.

Under the following subheadings, we discuss our small-
scale analysis under several different criteria. We begin by

examining the break-even point of different codes. This
is a pseudothreshold that tells us the noise parameters
below which a small quantum error-correcting code can
outperform the constituent parts from which it is built.
These numbers give us an indication of the quality of the
qubits that we need to demonstrate quantum error correc-
tion using small-scale experiments. In addition to this, we
discuss the change in performance obtained by using bias-
preserving gates as compared with a more conventional
gate-noise model. We also use exact simulations to com-
pare the true noise model extracted from master-equation
simulations (but still neglecting leakage) to the Pauli-twirl
approximation, which is used in Sec. IV B. Finally, we
also use small-scale simulations to investigate the loss of
performance due to a miscalibrated decoder.

A. Break-even error rates

An important milestone for experimental demonstra-
tions of error-correcting codes is reaching the pseu-
dothreshold or break-even point. We say that a code is
below the pseudothreshold if the probability of a logical
error on the encoded qubit after a fixed number of rounds
of error correction is less than the error probability of the
noisiest element in the syndrome circuit, which in this case
is the cX gate. The number of rounds is set to three for all
of the following simulations.

As shown in Fig. 9(b), at high bias @ = 2.5 and « =
2.08 x 10~* with a bias-preserving CX and optimal decod-
ing, the logical error rate for the XZZX code is 5.41 £
0.09% and for the TSC is 5.53 4= 0.10%, which for both
codes is equal, within statistical error, to the error rate of
the CX gate of 5.43%. This shows that the pseudothreshold
can be achieved with the XZZX and the TSC at remark-
ably high cXx-gate infidelity. At this level of bias, where the
probability of bit-flip errors is extremely low, the repetition
code has an error rate of 1.62 = 0.02%, which is lower than
both surface-code variants. This is due to its overall shorter
circuit, having fewer qubits idle during CX-gate execution,
and also its ability to correct up to four dephasing errors
with certainty.

In contrast, at a lower bias of « = 1 and with « =
8.33 x 1073 with a bias-preserving CX, the XZZX code is
the only code of the three to be below the pseudothreshold.
The advantage of the XZZX code over the repetition code
here is that it can detect and correct bit-flip errors, which
are non-negligible at this level of bias.

The drawback of the TSC in a Kerr-cat architecture
comes from the fact that it requires twice as many CX gates
compared to the XZZX code (which are far noisier than Cz
gates). While we do not present the results here, we find
that for simple biased-noise models where CZ and CX gates
have roughly equal error probabilities, the 3 x 3 TSC with
optimal decoding can outperform the XZZX code in terms
of logical error rate for a wide range of biases. However, as
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FIG. 9.

The logical error probabilities for low-distance (n = 9) codes obtained by exact simulation. (a) A moderate bias, correspond-

ing to o = 1, is used with k/K = 8.33 x 107>. (b) A high bias, corresponding to o = 2.5, is used with x/K = 2.08 x 10~*. In both
cases, the overall noise strength « is chosen to be slightly below the threshold estimated in Fig. 8. The optimal performance (blue) is
compared to the performance obtained with a miscalibrated decoder (red) and a non-bias-preserving CX gate (orange) for the XZZX
surface code, the TSC, and the repetition code. Each data point is evaluated over 12000 samples and the error bars represent the
standard error of the mean. Aside for the red bars, which are obtained using a miscalibrated decoder, optimal decoding is used in all of

these simulations.

efficient near-optimal decoding appears more complicated
for the TSC than the XZZX code for larger systems, more
work is still required before the TSC can be regarded as a
practical or scalable alternative to the XZZX code under
this kind of noise.

B. The necessity of bias-preserving CX gates

One striking difference between the different codes is the
relative importance of using bias-preserving CX gates. To
test this, we compare the performance of each code using
the bias-preserving CX gate to a non-bias-preserving CX
gate (for a description of the latter CX gate, see Sec. IV
A). We define this gate with the same infidelities as the
bias-preserving CX gate.

The blue and orange bars in Fig. 9 represent the log-
ical error probabilities obtained using bias-preserving CX
gates and standard (non-bias-preserving) CX gates, respec-
tively. While both the TSC and XZZX surface codes have
a higher logical error rate when not using a bias-preserving
CX gate, the increase in error rate is much larger for
the TSC. At high bias, o = 2.5, for the XZZX code, the
error rate increases by around 70% when using non-bias-
preserving CX, while the TSC sees a huge increase of
nearly 400% compared to when using a bias-preserving
CX gate. This is likely due to fact that the TSC uses twice

as many CX gates as the XZZX code and so using non-
bias-preserving CX gates reduces the overall noise bias
less in the XZZX code than the TSC. This effect is also
observed, although it is less pronounced, at lower bias
(¢ = 1). Like the threshold results of Sec. IV, these results
suggest that high performance may be achieved with Kerr
cats and the XZZX code even if bias-preserving gates are
not used (although the best performance is likely obtained
with bias-preserving gates).

Unlike the surface-code variants, the repetition code is
entirely dependent on a bias-preserving CX gate. Since
it is only designed to correct phase-flip errors, the addi-
tional bit-flip errors introduced with a non-bias-preserving
CX gate drastically reduce its performance. This can be
seen in both the « = 1 and the o = 2.5 plots, where the
logical error rate is roughly equal to the probability of
an X error occurring on a data qubit somewhere in the
error-correction circuit.

C. Interrogating the Pauli-twirl approximation

The threshold simulations in Sec. IV are performed with
a Pauli-noise model, which allows efficient simulation of
large systems. This Pauli-noise model is obtained by tak-
ing the Pauli-twirl approximation of the full noise model,
which has non-Pauli or coherent terms. The Pauli-twirl
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approximation effectively sets non-Pauli terms in the noise
to zero. We do not need to apply the Pauli twirl to the
noise in the exact simulations (although we still neglect
leakage to other states). However, our exact simulation
data suggest that non-Pauli terms in the physical noise
make a negligible contribution to the performance of the
surface-code variants.

The use of the Pauli twirl of the noise maps on the phys-
ical level in the exact simulation produces an average logi-
cal y matrix with diagonal terms (which can be interpreted
as logical Pauli error probabilities) within statistical error
of those obtained using the full (non-Pauli) noise maps on
the physical level. Furthermore, off-diagonal terms in the
logical y matrix are at least 2 orders of magnitude smaller
than the diagonal terms for the averaged logical channel,
suggesting that the averaged logical channel is close to a
stochastic Pauli channel. This provides some justification
for the use of the Pauli-twirl approximation in the threshold
calculations in Sec. IV.

In contrast, the repetition code preserves coherence on
the logical level. The full noise model results in slightly
worse performance than its Pauli twirl, with about 10%
lower fidelity in the logical channel for « = 1 and «/K =
8.33 x 107>, Furthermore, off-diagonal terms in the logical
X matrix are larger than the dominant diagonal terms. This
is not particularly surprising, since the X component of the
noise is not transformed from the physical to the logical,
e.g., a coherent X rotation on the first physical qubit of
the repetition code results in an undetectable coherent X
rotation by an equal angle of the logical qubit.

D. Miscalibrated decoding algorithms

An exact density-matrix simulator can also function
as an optimal decoder. It can thus be used to probe the
performance gains possible with improved decoding or,
conversely, performance loss if the decoder is not opti-
mally calibrated to the noise. To demonstrate the impor-
tance of calibrating the decoder to biased-gate noise, we
compare the performance of a miscalibrated decoder to
the optimal decoder. With the physical CX gate chosen
to be bias preserving, the miscalibrated decoder is tuned
to the noise model of the standard CX (rather than the
bias-preserving CX). Thus the miscalibrated decoder is not
properly adapted to the noise on the CX gate; however, it
still correctly takes into account the bias on all other ele-
ments. The difference in performance observed between
the miscalibrated decoder and optimal decoder tells us
how important it is for the decoder to have an accurate
characterization of bias on the CX gate.

As shown in Fig. 9, at high bias, o« = 2.5, the XZZX
code is much less sensitive to decoder miscalibration than
the TSC code at this bias. The use of a miscalibrated
decoder results in an increase of less than 20% in the logi-
cal error rate for the XZZX code, compared to over 100%

for the TSC. The insensitivity of the XZZX code to miscal-
ibrated decoding suggests that near-optimal performance
may be achieved with this code using heuristic decod-
ing methods (such as minimum-weight perfect matching)
where a precise characterization of the noise model does
not need to be used.

At lower bias, @ = 1, we see a smaller increase in the
logical error rate when the decoder is miscalibrated for
both the XZZX and the TSC surface codes. This sug-
gests that the importance of tailored decoding increases
as the bias increases. In contrast, the logical error rate
of the repetition code, due to its relatively simple decod-
ing requirements, appears almost completely unaffected by
decoder miscalibration at both low and high bias.

VI. DISCUSSION AND CONCLUSIONS

We propose a robust architecture for fault-tolerant quan-
tum computing in which Kerr-cat qubits are used as the
elementary qubits in an XZZX surface code. The result-
ing system demonstrates exceptional thresholds that can
be met using a superconducting-circuit architecture with
parameters that appear fairly modest compared to the
current state of the art. We make conservative assump-
tions about the Kerr-cat photon number and imperfections
such as thermal noise and measurement inefficiency. For
the parameters used in our simulations, the Kerr cat has
an anharmonicity, given by wg,p, comparable to that of
a transmon, leading to fast gates. Note, however, that
our simulations are performed without pulse optimization,
which may yield significant improvements [77]. Further
optimization is also possible by improving the decoding
algorithm, as our results are obtained using a standard
minimum-weight perfect-matching decoder [60].

It remains to make a detailed analysis of the resource
cost to use our error-correcting system to perform a com-
putation below some target logical failure rate. This will be
important to compare the performance of our proposal with
others [31,38—49]. Resource estimates are highly sensitive
to the details of noise in laboratory systems [78] and can
be improved dramatically with optimizations to the code
(e.g., to the code layout and decoder) and hardware. Hence,
we leave such calculations to future work. Nevertheless,
given the remarkable threshold that our system exhibits,
we expect we will be able to demonstrate a scalable system
by realizing our proposal using modern technology.

Theoretical research should progress hand in hand with
experimental development. To this end, details in our sim-
ulations have been motivated by the dominant sources of
noise in Kerr-cat qubits that have been observed in recent
experiments [11]. We should expect that as the system
is scaled up in terms of both the size of the cats and
the number of qubits on a chip, other sources of errors
such as crosstalk, drive-induced heating, and leakage must
be accounted for. It will be important to develop better
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methods to characterize the noise in physical realizations
of our error-correcting systems [79] and to refine our
quantum error-correcting codes accordingly.

The architecture motivating our present study is based
on the Kerr-cat qubit realized with on-chip supercon-
ducting SNAILs. This is a promising platform for realiz-
ing a large-scale surface-code architecture using systems
presently available in the laboratory. The principles of
the design and fabrication of a large-scale SNAIL chip
are very similar to other circuit-QED-based approaches;
for instance, quantum processors based on tunable trans-
mons [80]. The scalability of our proposal with exist-
ing technologies suggests a practical solution to achieve
fault-tolerant quantum computing in the near term.
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APPENDIX A: SURFACE-CODE SIMULATION
METHOD

We use two types of numerical simulation to evaluate
the performance of cat-surface codes. For large systems,
in order to determine error thresholds, we use circuit-level
Pauli simulations and for small codes more accessible to
near-term implementation, we use exact state-vector sim-
ulations. The use of two simulations methods provides
complementary insights into surface-code performance:
the Pauli simulations allow system-size scaling analysis
to be performed, while the exact simulations allow gen-
eral types of error and to see the potential performance
achievable with optimal decoding.

1. Pauli simulation

The Pauli simulations rely on the fact that the surface
code is implemented with a Clifford circuit, which trans-
forms Pauli operators to Pauli operators. One can therefore
simulate a noisy circuit by sampling Pauli errors in the cir-
cuit (according to an error model of each circuit element)
and then, by commuting the Pauli errors through to the end
of the circuit, determine which ancilla measurements are
flipped (i.e., the syndrome) and the residual error on the
data qubits.

The Pauli simulation used for threshold calculation
assumes that the initial state is a noiseless surface-code
state, to which a number of rounds of noisy-syndrome mea-
surements are applied, followed by a single final round
of noiseless-syndrome measurements. The assumption that
the final round of check measurements is noiseless is jus-
tified in practice, since the final readout of a surface-code
qubit is performed by single-qubit measurements on the
data qubits for which there is no distinction between a mea-
surement error and a data qubit error. After sampling an
error, the decoding algorithm is run on the corresponding
syndrome to determine a correction. If the computed cor-
rection and the sampled error belong to the same logical
equivalence class, we regard the error correction as suc-
cessful. If not, a logical failure is said to have occurred.
By repeating the simulation many times and counting the
number of logical failures, the logical failure rate can be
determined. To determine the error threshold, the simula-
tion is performed at varying error rates as the code distance
d is increased. For code distance d, the number of rounds
of noisy measurements is set to d. The threshold is deter-
mined to be the noise strength below which increasing d
leads to an exponential decrease in the logical failure rate.

2. Exact simulation

The exact simulation method involves storing the
N-qubit density operator of the noisy code state, p, as a
4N component vector in memory and updating it as gates,
noise, and measurements are applied with matrix-vector
multiplication. Given the exponential scaling in required
memory, the method is only suitable for small system
sizes. However, it has the advantage of allowing arbi-
trary noise models to be studied (rather than restricting
to Pauli noise). Keeping track of the full density opera-
tor also means that the simulation algorithm may be used
for optimal decoding. This type of decoding is similar to
the approach described in Ref. [81,82]. By calculating how
a linearly independent set of encoded states (represented
as 2 x 2 matrices) transforms under error correction for
a fixed syndrome s, it is possible to calculate the logical
channel &, represented as a 4 x 4 x matrix, conditioned
on the syndrome. The optimal Pauli correction is then the
one that minimizes the distance of the logical channel to
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the identity, i.e.,

argming; y ylI1Lo & — 1. (A1)
For Pauli noise, this is equivalent to maximum-likelihood
decoding. One simplification made for the exact simulation
is that the check measurements are performed sequentially,
i.e., all the gates and the ancilla of a check are applied
before measuring the next check. This is in contrast to the
Pauli simulation, where all checks are measured simultane-
ously with an interleaved two-qubit gate pattern (described
in Sec. II). This simplification to the exact simulation is
made to save computational time, since performing check
measurements in parallel necessitates keeping all ancilla
qubits in memory (in addition to the data qubits), rather
than a single ancilla qubit at a time. We remark that there
is a simulation method, described in Ref. [83], based on
novel tensor-network contraction techniques that can obvi-
ate the large memory cost of the simple exact simulation
method that we use; however, the overall computational
costs in this method still remain daunting.

There is some choice in where to put idle noise in the
simulation when checks are measured sequentially. We
apply idle noise to data qubits and ancilla qubits such that
the total strength of the idle noise on each qubit is the same
as if the gates were interleaved to measure the checks in
parallel. This idle noise includes the noise on qubits left
idle during measurement and preparation of ancilla as well
as noise on qubits left idle while CX gates are applied to
other qubits. Noise on qubits left idle during rounds of
Cz gates is relatively small compared to CX gates and is
neglected in our exact simulations (although it is included
in our Pauli simulations). Thus the total amount of noise
in the circuit is roughly equivalent, in our exact simula-
tions, to the circuit with parallelized check readout that
would be used in practice; however, due to the different
gate order, there will be some differences in how errors
propagate between data and ancilla qubits.

APPENDIX B: KERR-CAT AND
PURELY-DISSIPATIVE-CAT GATE FIDELITIES

In this appendix, with the help of a simple numerical
example, we outline an important difference between Kerr
cats and dissipative cats that leads to higher-fidelity gate
operations with Kerr-cat qubits. Consider the implemen-
tation of the § gate in the Kerr-cat qubit. The required
Hamiltonian is

H = Hey +e(d +a),

(B1)

Hey = —Ka'?d® + Ko? (aT2 +a%).
In order to understand the effect of the microwave drive
e(a’ + a), let us look at how the photon annihilation and
creation operators affect the computational cat states. The

action of the photon annihilation operator causes transi-
tions between the cat states, a|C) = +art!|CT). Here,

r= \/ (1 — e=22*)/(1 4 e~29%). The creation operator, on
the other hand, not only causes transitions between the cat
states but it can also cause transitions outside the cat sub-
space. In fact, in the limit of large &, a|CE) ~ +a|CF) +
[y7), where |F) are the first excited states with odd-
and even-photon-number parity, respectively. These states
are separated from the cat subspace by the energy gap
|wgap|. While the applied drive is resonant with the cat-
qubit frequency, it is off resonant from the excited states
by an amount |wg,,|. Consequently, this drive can only
cause a small amount of population transfer to the leakage
state. More importantly, the amount of leakage on average,
o (8/weap)?, decreases with |wgyp | [37].

An § gate with the purely dissipative cat requires the
Hamiltonian H = i(ky/2)a?(a™ — a*) + e(a’ +a) and
the engineered dissipation x,D[a*]p. The gate time is
7 /8ae, which is the same as the S-gate time with Kerr
cats. In this case, a' also causes transition to the first
excited manifold |C§E) — |¢{7). The excited-state pop-
ulation quickly decays back to the cat subspace at a
rate of approximately 2k,a®. The quantity of approxi-
mately 2k,a? is also called the Lindbladian gap. The
residual excited-state population is (e/2k,a?)?. Because
of the transition-matrix elements <C<j['ﬁ|a2 |1//li) ~ 2a and
(CE|a® |yF) = 0, the dissipation causes transitions within
the even-parity and odd-parity subspaces, respectively. On
the other hand, the leakage causes transitions between the
even- and odd-parity subspace. Hence, cooling down of
the excited-state population leads to additional phase-flip
errors. These additional phase-flip errors in the purely dis-
sipative cats are also termed as nonadiabatic errors in the
literature [29,84]. The amount of phase flips, o &/Kk2a,
increases with & [84]. Fortunately, the additional phase-
flip errors are noticeably absent in Kerr cats. Consequently,
gates with Kerr cats have higher fidelity than those with
purely dissipative cats.

We demonstrate the effect of additional phase-flip errors
in purely dissipative cats by simulating the S gate and
comparing its fidelity with that of the S gate with Kerr
cats. Figure 10 shows this comparison. To keep the anal-
ysis simple, we neglect other sources of decoherence in
either of the two cat qubits. In the simulations, we fix ¢
and o = 2 and hence the gate time 7 /8w is the same for
the two cats. We choose x; = 2K so as to keep the energy
and Lindbladian gaps (or, equivalently, the residual leak-
age) approximately the same in the two cats. Figure 10
clearly shows that the S-gate infidelity can be significantly
higher for Kerr cats than for purely dissipative cats for the
same amount of leakage. We also show the infidelity of
the S gate in the hybrid approach with small two-photon
dissipation x, = K /10 included in addition to the Hamil-
tonian Eq. (B1). The result shows that the addition of small

030345-18



PRACTICAL QUANTUM ERROR CORRECTION...

PRX QUANTUM 2, 030345 (2021)

(@ %1072
T
1ol — Kerr cat i
o — Purely dissipative cat
% 08l Kerr + two-photon dissipation |
< 0.
3=
k=
o 0.6 i
)
@
&0
g 04 5
@
g
2021 8

Leakage

K/e, ka/2¢

FIG. 10. The (a) S-gate infidelity and (b) leakage with Kerr
cats (blue), purely dissipative cats (red), and Kerr cats with two-
photon dissipation (orange), x; = K/10. In (b), the gray dashed
line indicates the approximate analytic expression for average
residual leakage (¢/4Ka?)?, (e/2k2a%)?. In these simulations,
we take o = 2 and all other sources of decoherence, such as
single-photon loss and thermal excitations, are neglected. Note
that the oscillations in the leakage for Kerr cats results from off-
resonant population transfer back and forth between the cat and
leakage space due to the Hamiltonian dynamics. These oscil-
lations disappear when a smoother time-dependent pulse &(7)
is used for implementing the S gate. Nonetheless, the average
behavior agrees well with the simple analytic estimate given by
the gray line.

amount of two-photon dissipation during the Kerr-cat S
gate does not degrade the gate fidelity in the parameter
regime used in this paper.
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