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The study of lepton flavor universality violation (LFUV) in semitauonic b-hadron decays
has become increasingly important in light of longstanding anomalies in their measured
branching fractions, and the very large datasets anticipated from the LHC experiments
and Belle II. In this review, we undertake a comprehensive survey of the experimental
environments and methodologies for semitauonic LFUV measurements at the B-factories
and LHCb, along with a concise overview of the theoretical foundations and predictions
for a wide range of semileptonic decay observables. We proceed to examine the future
prospects to control systematic uncertainties down to the percent level, matching the
precision of Standard Model (SM) predictions. Furthermore, we discuss new perspectives
and caveats on combinations of the LFUV data and revisit the world averages for the
R(D(∗)) ratios. Here we demonstrate that different treatments for the correlations
of uncertainties from D∗∗ excited states can vary the current 3σ tension with the SM
within a 1σ range. Prior experimental overestimates of D∗∗τν contributions may further
exacerbate this. The precision of future measurements is also estimated; their power to
exploit full differential information, and solutions to the inherent difficulties in self-
consistent new physics interpretations of LFUV observables, are briefly explored.
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I. INTRODUCTION

Over the past decade, collider experiments have
provided ever-more precise measurements of Standard
Model (SM) parameters, while direct collider searches
for new interactions or particles have yielded ever-more
stringent bounds on New Physics (NP) beyond the SM.
This, in turn, has brought renewed attention to the NP
discovery potential of indirect searches: measurements
that compare the interactions of different species of ele-
mentary SM particles to SM expectations.

A key feature of the Standard Model is the universal-
ity of the electroweak gauge coupling to the three known
fermion generations or families. In the lepton sector, this
universality results in an accidental lepton flavor sym-
metry, that is broken in the SM (without neutrino mass
terms) only by Higgs Yukawa interactions responsible for
generating the charged lepton masses. A key prediction,
then, of the Standard Model is that physical processes
involving charged leptons should feature a lepton fla-
vor universality : an approximate lepton flavor symmetry
among physical observables, such as decay rates or scat-
tering cross-sections, that is broken in the SM only by
charged lepton mass terms in the amplitude and phase
space. (Effects of additional Dirac or Majorana neutrino
mass terms in extensions of the SM are negligible in all
contexts we consider.) In the common parlance of the
literature, testing for lepton flavor universality violation
(LFUV) in any particular process thus refers to mea-
suring deviations in the size of lepton flavor symmetry
breaking versus SM predictions.

An observation of LFUV would clearly establish the
presence of physics beyond the Standard Model, and

could thus provide an indirect window into resolutions
of the nature of dark matter, the origins of the matter-
antimatter asymmetry, or the dynamics of the elec-
troweak scale itself. Decades of LFUV measurements
have yielded results predominantly in agreement with
SM predictions. Various strong constraints have been ob-
tained from (semi)leptonic decays of light hadrons, gauge
bosons, or leptonic τ decays (see e.g. (Zyla et al., 2020)),
among a plethora of many other measurements. A no-
table recent addition is the measurement of B(W →
τν)/(W → µν) (Aad et al., 2020), resolving a long-
standing LFUV anomaly from LEP that deviated from
the SM prediction at 2.7σ. Moreover, sources of LFUV
that implicate NP interactions with the first two quark
generations are typically strongly constrained by e.g.
precision K-K and D-D mixing measurements. Such
LFUV bounds involving third generation quarks, how-
ever, are typically much weaker (Cerri et al., 2019).

This review focusses on the rich experimental land-
scape for testing LFUV in semileptonic b-hadron decays.
Not only do these decays provide a high statistics labora-
tory to measure LFUV that is (relatively) theoretically-
clean, but results from the last decade of measurements
have indicated anomalously high rates for various semi-
tauonic b → cτν decays compared to precision SM pre-
dictions. In particular, the ratios

R(D(∗)) =
B(B → D(∗)τν)

B(B → D(∗)`ν)
, ` = e , µ , (1)

where D(∗) refers to both D and D∗ mesons, deviate
from SM predictions at the 3σ level when taken to-
gether (Amhis et al., 2019). (We revisit later the con-
struction of these world averages and their degree of ten-
sion with the SM.) Apart from these results, there are ad-
ditional measurements for various other b → cτν decays
and other observables, including R(J/ψ ), the τ polariza-
tion and D∗ longitudinal fractions (see Sec. IV). Some
of these measurements presently agree with SM predic-
tions only at the 1.6 − 1.8σ level, and when combined
with R(D(∗)) can mildly increase the degree of tension
with the SM. Some tensions also currently exist in sev-
eral b→ see versus b→ sµµ transitions, each at the 2.5σ
level (Aaij et al., 2017c, 2019c). See (Bifani et al., 2019;
Ciezarek et al., 2017) for prior experimental reviews that
consider aspects of LFUV in semileptonic decays.

Upcoming runs of the LHC, the high-luminosity (HL)-
LHC, and Belle II will yield large new datasets for a wide
range of b→ cτν and b→ uτν processes. Given this ex-
pected deluge of data, it is important to review and syn-
thesize our understanding of the various strategies and
channels through which LFUV might be discovered. To
this end, we undertake this review along two different
threads. First, in Sec. II we provide a compact yet com-
prehensive overview of the current theoretical state-of-
the-art for the SM (and NP) description of semitauonic
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decays. This includes not only a survey of SM predic-
tions in the literature, but also several novel results first
calculated for this review.

Second, we provide a substantial review of the vari-
ous experimental methods and strategies used to mea-
sure LFUV. This includes an assessment of the various
experimental methods in Sec. III, and a summary of the
LFUV measurements published to date in Sec. IV. An
effort has been made to synthesize all of the available
information from current measurements and, when pos-
sible, to make direct comparisons across experiments that
provide further context. For instance, we present the var-
ious approaches towards reconstructing the momentum
of the parent b-hadron in Sec. III.C and provide a com-
parison between the two hadronic B tag measurements
of R(D(∗)) by BABAR and Belle in Sec. IV.A.1.

These two threads of the review are woven in Secs. V
and VI into discussions of the main challenges arising
from systematic uncertainties, and into discussions of
current interpretations and combinations of the data, re-
spectively. In particular, in Sec. V we provide an ex-
tended analysis of the main sources of systematic uncer-
tainty in the LFUV measurements, and the prospects to
control them in the future down to the percent level. This
will be essential for establishing a conclusive tension with
the Standard Model. We examine key challenges in com-
putation, the modeling of b-hadron semileptonic decays
in signal and background modes, and estimations of other
important backgrounds. We also point out the potential
sensitivity of R(D(∗)) analyses to the assumptions used
for the B → D∗∗τν branching fractions (Sec. V.C.2),
which are presently overestimated compared to SM pre-
dictions.

Section VI begins by examining the R(D(∗)) results
and other SM tensions for different light-lepton nor-
malization modes or isospin channels, before turning to
revisit entirely the world average combinations of the
R(D(∗)) ratios. We specifically analyze the sensitivity
of these combinations to the treatment of the correlation
structure assigned to the uncertainties from B → D∗∗`ν
decays across different measurements, and show they may
vary the degree of their current ∼ 3σ tension with the
SM over approximately a 1σ range. As an illustration,
incorporating such correlations as a free fit parameter
in the combination, we show that the resulting R(D(∗))
world averages would feature a tension of 3.6 standard
deviations with respect to the SM. This is 0.5σ higher
than the current world average (Amhis et al., 2019). We
further explore a comparison of inclusive versus exclu-
sive measurements; caveats and challenges in establish-
ing NP interpretations of the current R(D(∗)) anomalies;
and possible connections to anomalies in neutral current
rare B decays.

Beyond the current state-of-the-art, in Sec. VII we pro-
ceed to explore the power of future LFUV ratio measure-
ments for a variety of hadronic states, taking into account

the discussed prospects for the evolution of the system-
atic uncertainties and the data samples that LHCb and
Belle II are expected to collect over the next two decades
(Sec. VII.A). The power of future analyses to exploit full
differential information is briefly explored (Sec. VII.B), as
well as the role of proposed future colliders (Sec. VII.C).

II. THEORY OF SEMILEPTONIC DECAYS

In this section we introduce the foundational theoret-
ical concepts required to describe b → clν semileptonic
decays. Throughout this review, we adopt the notation

l = τ , µ , e , ` = µ , e . (2)

While our focus is the Standard Model (SM) descrip-
tion of b → clν, in some contexts we shall present a
model-independent discussion, in order to accommodate
discussion of beyond Standard Model (BSM) physics.
We discuss first B → D(∗)lν decays, since they are of
predominant experimental importance in current mea-
surements, before turning to processes involving excited
states, charm-strange mesons, charmonia, baryons, as
well as b → ulν and inclusive processes. The LFUV ob-
servables (anticipating their definitions below) for which
predictions are discussed, and their respective sections,
comprise:

R(D(∗)) : Sec. II.D.1 FL(D∗), Pτ (D(∗)) : Sec. II.D.2

R(D∗∗) : Sec. II.E R(D(∗)
s ) : Sec. II.E

R(J/ψ ) : Sec. II.E R(Λ(∗)
c ) : Sec. II.E

R(π) : Sec. II.F R(ρ), R(ω) : Sec. II.F

R(Xc) : Sec. II.G .

A. SM operator and amplitudes

In the SM, b→ clν processes are mediated by the weak
charged current, generating the usual V − A four-Fermi
operator

OSM = 2
√

2GFVcb
(
cγµPLb

)(
l̄γµPLνl) , (3)

at leading electroweak order. Here we use the projectors
PL,R = (1 ∓ γ5)/2, and G−1

F = 8m2
W /(
√

2g2
2) =

√
2v2,

with v ' 246.22 GeV (Zyla et al., 2020). Further, g2

denotes the SU(2) weak coupling constant, and Vcb is
the quark-mixing Cabibbo-Kobayashi-Masakawa (CKM)
matrix element. The corresponding amplitude for this
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Figure 1 Left: Definition of the θl and φl helicity angles in
the lepton pair rest frame. Center: Definition of the θv and
φv helicity angles in the D∗ rest frame. Right: Definition of
the θh and φh helicity angles in the τ rest frame frame, for
B → D(∗)(τ → hν)ν̄ decay.

charged-current process has the diagrammatic form

ASM =

g2V
∗
cb/

√
2

g2/
√

2

b c

W−∗
ν̄

l−

qµ , (4)

in which the quarks may be ‘dressed’ into various differ-
ent hadrons. It is conventional to define the momentum
q = p − p′ = pl + pν where p (p′) is the beauty (charm)
hadron momentum.

The leptonic amplitude W → lν always take the form
of a Wigner-D function Dj

m1,m2(θl, φl), with j = 0 or
1, and |m1,2| ≤ j. The helicity angles θl and φl are
defined herein as in Fig. 1. We show also in Fig. 1 the
definition of helicity angles for subsequent D∗ → Dπ or
τ → hν decays, for example, where h is any hadronic
system or `ν. The helicity angle definition also applies
for the case of D∗ → Dγ, though with a different fully
differential rate. Some literature uses the definition θl →
π − θl, such that caution must be used in adapting fits
to fully differential measurements from one convention
to the other. The phase φl is unphysical unless defined
with reference to spin-polarizers of the charm or beauty
hadronic system or the lepton, such as the subsequent
decay kinematics of the τ or charm hadron, or the spin of
the initial b-hadron. For example, in B → (D∗ → Dπ)`ν,
the only physical phase is χ ≡ φl − φv.

B. Hadronic matrix elements and form factors

The predominant theory uncertainty in B → D(∗)lν
arises in the description of the hadronic matrix elements
〈D(∗)|cΓ b|B〉,1 where (anticipating a discussion of New

1 All definitions and sign conventions below apply to b → c tran-
sitions; they may be extended to b → c with appropriate sign

Physics (NP) below) Γ is any Dirac operator. More gen-
erally, one seeks a theoretical framework to describe the
matrix elements

〈
2sc+1(Lc)Jc

∣∣cΓ b
∣∣2sb+1(Lb)Jb

〉
, using

here the spectroscopic notation to describe the hadron
in terms of its quark constituents’ total spin s, their or-
bital angular momentum L = S, P , D, . . . , and the total
angular momentum of the hadron J . We focus first on
the description for B → D(∗), i.e. 1S0 → 1S0 or 3S1:
The ground state charmed mesons.

Hadronic matrix elements incorporate non-
perturbative QCD, and cannot be computed from
first principles. However, the transition matrix element
between hadrons of definite spin and parity, mediated by
any particular operator, can be described by a finite set
of amplitudes involving partial waves of definite orbital
angular momentum. Each such amplitude can be rep-
resented by a tensor product of the external momenta,
polarizations and spins, multiplied by an unknown
hadronic function: a form factor. One may represent the
matrix element by different linear combinations of these
tensor products, defining a basis for the form factors.

For B → D(∗) SM transitions, the matrix elements are
represented by two (four) independent form factors. In
terms of two (three) common form factor bases,

〈
D
∣∣cγµb

∣∣B
〉

= f+(p+ p′)µ

+ (f0 − f+)qµ(m2
B −m2

D)/q2 (5a)

=
√
mBmD

[
h+(v + v′)µ + h−(v − v′)µ

]
〈
D∗
∣∣cγµb

∣∣B
〉

= 2ig̃ εµναβ ε∗νp
′
αpβ (5b)

= i
√
mBmD∗ hV ε

µναβ ε∗νv
′
αvβ

= 2iV (mB +mD∗)
−1εµναβ ε∗νp

′
αpβ〈

D∗
∣∣cγµγ5b

∣∣B
〉

= fε∗µ + a+ε
∗ ·p (p+ p′)µ + a−(ε∗ ·p)qµ

=
√
mBmD∗

[
hA1

(w + 1)ε∗µ (5c)

− hA2
(ε∗ ·v)vµ − hA3

(ε∗ ·v)v′µ
]
,

= A1(mB +mD∗)ε
∗µ −A2

ε∗ ·p(p+ p′)µ

mB +mD∗

+ 2mD∗q
µ(A0 −A3)(ε∗ ·p)/q2 ,

noting
〈
D
∣∣cγµγ5b

∣∣B
〉

= 0 because of angular momentum
and parity conservation. Here we have used the spectro-
scopic basis {f+, f0, f, g̃, a±} (cf. (Isgur et al., 1989a));2

the heavy quark symmetry (HQS) basis {h±, hV , hA1,2,3}
(e.g. (Neubert, 1994)); and the basis {V,A0,1,2,3} (Wirbel

changes. To emphasize this, while we do not typically distin-

guish between B → D(∗) and B → D
(∗)

in this discussion, we do
retain such notation in the explicit definition of matrix elements
or where charge assignments of other particles have been made
explicit. Throughtout the review, inclusion of charge-conjugate
decay modes is implied, unless stated otherwise.

2 The form factor g̃ is often written as g, but should not be con-
fused with g = 2g̃ in the helicity basis below.
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et al., 1985), in which 2mD∗A3 = A1(mB + mD∗) −
A2(mB −mD∗). Furthermore, the velocities v = p/mB

and v′ = p′/mD(∗) , ε∗ is the D∗ polarization vector, and
the recoil parameter

w = v · v′ =
m2
B +m2

D(∗) − q2

2mBmD(∗)
. (6)

The form factors are functions of q2 or equivalently
w. Their explicit forms may also involve the scheme-
dependent parameters mb/mc and αs, though any such
scheme-dependency must vanish in physical quantities.
In the HQS basis, hA1

and the three form factor ratios

R1(w) =
hV
hA1

, R2(w) =
hA3

+ r∗ hA2

hA1

, and (7)

R0(w) =
(w + 1)hA1

− (w − r∗)hA3
− (1− wr∗)hA2

(1 + r∗)hA1

,

where r(∗) = mD(∗)/mB , fully describe the B → D∗ tran-
sition, noting R0 enters only in terms proportional to ml.

Particular care must be taken with sign conventions
in Eqs. (5): For B → D(∗), the conventional choice in
the literature, and here, is such that Tr[γµγνγσγργ5] =
+4iεµνρσ, equivalent to fixing the identity σµνγ5 ≡
−(i/2) εµνρσσρσ, with σµν = (i/2)[γµ, γν ]. One may
further choose either ε0123 = +1 or −1. In B → D∗∗

literature, as well as Λb → Λc, typically the choice
is instead Tr[γµγνγσγργ5] = −4iεµνρσ, equivalent to
σµνγ5 ≡ +(i/2) εµνρσσρσ. These sign choices affect the
sign of R1, but leave physical quantities unchanged pro-
vided they are used consistently both in the form factor
definitions and in the calculation of the amplitudes. Care
must be taken in adapting form factor fit results obtained
in one convention to expressions defined in the other. In
our sign conventions, the form factor ratio R1 > 0.

An additional common choice forB → D∗ decays is the
helicity basis (cf. (Boyd et al., 1996, 1997)), with form
factors {g, f, F1, P1}, that are particularly convenient for
expressing the B → D∗ helicity amplitudes. Explicit
relations between the HQS and helicity bases are

hA1
=

f

mB

√
r∗(w + 1)

, hV = gmB

√
r∗ (8a)

hA1

(
w − r∗ − (w − 1)R2

)
=

F1

m2
B

√
r∗(w + 1)

, (8b)

hA1
R0 = P1 . (8c)

The SM differential rate can then be written compactly
in terms of Legendre polynomials of cos θl,

d2Γ

dw d cos θ`
= 2Γ0

√
w2 − 1 r∗3

[
q̄2−r2

l

q̄2

]2
{

(9)

(
1 +

r2
l

2q̄2

)(
H+ + 2q̄2H1

)
+

3r2
l

2q̄2
H0

+ cos θlH+0 +
3 cos2θl−1

2

[
q̄2−r2

l

q̄2

](
q̄2H1 −H+

)
}
,

in which Γ0 ≡ G2
F η

2
ew|Vcb|2/(192π3), rl = ml/mB , q̄2 =

q2/m2
B = 1− 2r∗w+ r∗2, ηEW ' 1 +α/π log(mZ/mB) '

1.0066 is an electroweak correction (Sirlin, 1982), and

H1 =
f2

r∗m2
B

+ g2r∗m2
B(w2−1) , (10a)

H+ =
F 2

1

r∗m4
B

, (10b)

H0 = P 2
1 (r∗+1)2(w2−1) , (10c)

H+0 = 6q̄2fg
√
w2 − 1− 3r2

l

q̄2

√
H+H0 . (10d)

The θl-independent term in Eq. (9) is simply 1/2 dΓ/dw.
The overall sign of the cos θl term, and the relative sign
of the fg term in H+0, are sensitive to sign conventions.
In the massless lepton limit, it is common to express the
differential rate dΓ/dw in terms of the single form factor
combination

F2(w) =
H+ + 2q̄2H1

(1− r∗)2(w + 1)2 + 4w(w + 1)q̄2
, (11)

normalized such that F(1) = hA1(1).
The B → D rate may be expressed similarly. In the

form factor basis {G ≡ V1, S1},3 defined via

G ≡ V1 = h+ −
1− r
1 + r

h− , (12a)

S1 = h+ −
1 + r

1− r
w − 1

w + 1
h− , (12b)

the SM differential rate has the same form as Eq. (9) and
Eqs. (10), but with r∗ → r,

H+ = V 2
1 (1 + r)2(w − 1)2 , (13a)

H0 = S2
1(1− r)2(w + 1)2 , (13b)

and, by definition, no f or g terms, i.eH1 = 0 andH+0 =
−3r2

l /q̄
2
√
H+H0.

Note that the expressions of this section apply simi-
larly to any other 1S0 → 1S0 or 3S0 transition, such as
B → πlν or B → ρlν (with the additional replacement
of Vcb → Vub).

C. Theoretical frameworks

Various theoretical approaches exist to parametrize the
B → D(∗) or other exclusive decay form factors. Broadly,
these fall into four overlapping categories:

3 Some literature uses the notation V1, while others G.
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1. Use of the functional properties of the hadronic ma-
trix elements – analyticity, unitarity, and dispersion
relations – to constrain the form factor structure;

2. Use of heavy quark effective theory (HQET) to gen-
erate order-by-order relations in 1/mc,b and αs be-
tween form factors;

3. Various quark models, including those that may
approximately compute the form factors (in vari-
ous regimes), such as QCD sum rule (QCDSR) and
light cone sum rule (LCSR) approaches; and

4. Lattice QCD (LQCD) calculations, presently avail-
able only for a limited subset of form-factors and
kinematic regimes.

The details of the various approaches to the form factor
parametrization are particularly important for measure-
ments that are sensitive to the differential shape of ex-
clusive semileptonic decays, such as the extraction of the
CKM matrix element |Vcb|. Hadronic uncertainties, how-
ever, mostly factor out of observables that consider ratios
of |Vcb|-dependent quantities, including e.g. measure-
ments that probe lepton universality relations between
the B → D(∗)`ν and B → D(∗)τν decays or other exclu-
sive processes. Instead, in the latter context, the main
role and importance of form factor parametrizations lies
in their ability to generate predictions for lepton univer-
sality relations, and the precision thereof.

1. Dispersive bounds

A dispersion relations-based approach does not alone
generate lepton universality relations between the B →
D(∗)lν rates or other exclusive processes, but does pro-
vide crucial underlying theoretical inputs to approaches
that do. The dispersive approach (Boyd et al., 1996,
1997) begins with the observation that the matrix ele-
ment 〈Hc|J |Hb〉 for a hadronic transition Hb → Hc, me-
diated by current J = cΓ b, may be analytically contin-
ued beyond the physical regime q2 < (mHb−mHc)

2 ≡ q2
−

into the complex q2 plane. For q2 > (mH0
b

+mH0
c
)2 ≡ q2

+,

where H0
c,b denote the lightest pair of hadrons that cou-

ple to J , the matrix element features a branch cut from
the crossed process H0

bH
0†
c pair production. For B → D∗

processes, it is typical to take q+ ≡ (mB+mD∗)
2 for both

vector and axial vector currents. For e.g. Bc → J/ψ, the
branch points are taken as (mB+mD)2 and (mB∗+mD)2

for vector and axial vector currents, respectively. A bc
bound state that is created by J but with mass m2 < q2

+,
is a ‘subthreshold’ resonance.

The conformal transformation

z(q2, q2
0) =

√
q2
+ − q2 −

√
q2
+ − q2

0√
q2
+ − q2 +

√
q2
+ − q2

0

(14)

maps |q2| < q2
+ (|q2| > q2

+) to the interior (exterior) of
the unit circle |z| = 1, centered at q2 = q2

0 . Two common
choices of q2

0 are q2
−, in which case z(w = 1) = 0, or

q2
+(1 − [1 − q2

−/q
2
+]1/2) ≡ q2

opt, which minimizes |z(q2 =
0)|. This allows the matrix element to be written as an
analytic function of z on the unit disc |z| ≤ 1, up to
simple poles that are expected at each ‘sub-threshold’
resonance. These poles must fall on the interval q2

− ≤
q2 ≤ q2

+ ⇔ (0 ≥)z− ≥ z ≥ −1.
The second ingredient is the vacuum polarization

ΠJ = i
∫
d4xeiqx〈0|TJ†(x)J(0)|0〉, which obeys a once-

subtracted dispersion relation

χJ(q2) ≡ ∂ΠJ

∂q2
=

1

π

∫
dt

(t− q2)2
ImΠJ . (15)

The QCD correlator χJ can be computed at one-loop
in perturbative QCD for q2 > q2

+, and then analytically
continued to q2 < q2

−. ImΠJ may be re-expressed as a
phase-space-integrated sum over a complete set of b- and
c-hadronic states ∼ ∑X=HbH

†
c ,...
|〈0|J |X〉|2 with appro-

priate parity and spin. E.g. for J = cγµb, one may have
HbH

†
c = BD†, BD∗† and so on. The positivity of each

summand allows the dispersion relation to provide an up-
per bound—a so-called ‘weak’ unitarity bound—for any
given hadron pair HbH

†
c . (A ‘strong’ unitarity bound

would, by contrast, impose the upper bound on a finite
sum of hadron pairs coupling to J .) Crossing symme-
try permits these bounds to be applied to the transition
matrix elements 〈Hc|J |Hb〉 of interest here.

Making use of the conformal transformation, the uni-
tarity bound can be expressed in the form

∫

|z|=1

dz

2πiz

∑

i

|P Ji (z)φJi (z)F Ji (z)|2 ≤ 1 . (16)

in which F Ji is a basis of form factors and the ‘outer’
functions φJi are analytic weight functions that encode
both their q2-dependent prefactors arising in 〈Hc|J |Hb〉,
as well as incorporating the 1/

√
πχJ prefactor. The ad-

ditional Blaschke factors P Ji satisfy |P Ji (|z| = 1)| = 1 by
construction, and do not affect the integrand on the |z| =
1 contour. However, the choice P Ji =

∏
α(z − zα,i)/(1−

zzα,i) explicitly cancels the (known) poles at z = zα,i
on the negative real axis. Each term in the sum must
then be analytic, i.e. P Ji (z)φJi (z)F Ji (z) =

∑∞
n=0 a

Ji
n z

n,
so that Eq. (16) requires the aJin coefficients to satisfy a
unitarity bound

∑
i,n |aJin |2 ≤ 1.

The BGL parametrization (Boyd et al., 1996, 1997)
uses this approach to express the f , g, F1 and P1 form
factors in terms of an analytic expansion in z = z(q2, q2

−).
In particular for the light lepton modes, with FA = f, F1,

g(z) =
1

PV (z)φg(z)

∑

n

agnz
n ,

∑

n

|agn|2 ≤ 1 ,

FA(z) =
1

PA(z)φFA(z)

∑

n

aFAn zn ,
∑

FA,n

|aFAn |2 ≤ 1 ,
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noting F1(q2
−)/φF1

(q2
−) = f(q2

−)mB(1− r∗)/φf (q2
−) from

Eq. (8b). This relatively unconstrained parameteriza-
tion provides a hadronic model-independent approach to
measuring |Vcb| from light leptonic B → D∗`ν modes,
but does not relate B → D∗τν to B → D∗`ν: E.g. a fit
to light lepton data, taking m` → 0, to determine f , g,
F1 provides no prediction for P1, and hence no prediction
for the B → D∗τν rate. (The general SM expectation
remains, however, that the unitarity bound for P1 should
not be violated in a direct fit to B → D∗τν data.) In-
stead, additional theoretical inputs are required.

2. Heavy quark effective theory

HQET inputs may be combined with the BGL ap-
proach, in order to generate SM (or NP) predictions for
lepton universality observables. A ‘heavy’ hadron is de-
fined as containing one heavy valence quark—i.e. the
heavy quark mass mQ � O(ΛQCD), the QCD scale—
dressed by light quark and gluon degrees of freedom—
so-called ‘brown muck’—in a particular spin and parity
state. An HQET (Eichten and Hill, 1990; Georgi, 1990;
Isgur and Wise, 1989, 1990) (for a review, see e.g. (Neu-
bert, 1994)) is an effective field theory of the brown
muck, in which interactions with the heavy quark enter at
higher orders in 1/mQ. An apt analogy arises in atomic
physics in which the electronic states are insensitive to
the nuclear spin state, up to hyperfine corrections. This
provides a hadronic model-independent parametrization
of not only the spectroscopy of heavy hadrons but also
order-by-order in 1/mQ relations between their transi-
tion matrix elements. The form factors of B → D(∗)`ν
are then related to those of B → D(∗)τν, allowing for
lepton universality predictions.

In this language, the spectroscopic 1S0 and 3S1

states—e.g. the D and D∗ or B and B∗—may instead be
considered to belong to a heavy quark (HQ) spin symme-
try doublet of a pseudoscalar (P) and vector (V) meson,
formed by the tensor product of the light degrees of free-
dom in a spin-parity sP` = 1/2− state, combined with the
heavy quark spin: 1

2HQ
⊗ 1

2 light
= 0 ⊕ 1. Their masses

can be expressed as

mP,V = mQ + Λ̄− λ1

2mQ
∓ (2JV,P + 1)λ2

2mQ
+ . . . , (17)

where Λ̄ = O(ΛQCD) is the brown muck kinetic energy for
mQ → ∞, and λ1,2 = O(Λ2

QCD). Furthermore, one ex-
pects that in the limit that mQ →∞ (and, αs → 0)—the
heavy quark limit—the physics of heavy hadron flavor-
changing transitions such as B → D(∗) should be insen-
sitive to—and therefore preserve—the spin of the under-
lying heavy quarks, while being sensitive to the change
in heavy quark velocity.

Following this intuition, the QCD kinetic term
Q̄(i /D −mQ)Q may itself be reorganized into an effective

theory of brown muck—i.e. an HQET—parametrized
by the heavy quark velocity v = pQ/mQ, featuring an
1/mQ expansion in which the leading order terms con-
serve heavy quark spin, while higher order terms in 1/mQ

do not. A heavy quark flavor violating interaction like
J = cΓ b can be similarly reorganized, such that at lead-
ing order, the transition is sensitive only to the difference
of the incoming and outgoing heavy hadron velocities v
and v′, respectively. It is then natural to express the ma-
trix elements as in Eq. (5), with the natural form factor
basis in the SM being h±, hV , hA1,2,3

.
When organized in this way, the key result is that any

B → D(∗) matrix element can be written as a spin-trace

〈D(∗)| cΓ b |B〉√
mD(∗)mB

= −ξ(w) Tr
[
H̄

(c)
v′ ΓH(b)

v

]
+O(εc, εb, α̂s) ,

(18)
where H(c,b) are HQET representations of the HQ dou-
blet and ξ(w) is a leading Isgur-Wise function. Higher
order terms in εc,b = Λ̄/(2mc,b), can be similarly sys-
tematically constructed in terms of universal sublead-
ing Isgur-Wise functions, while radiative corrections in
α̂s = αs/π can be incorporated at arbitrary fixed order.
Heavy quark flavor symmetry implies that ξ(1) = 1, pre-
served at order εc,b by Luke’s theorem.

The CLN parametrization (Caprini et al., 1998) ap-
plies dispersive bounds to the B → D form factor V1,
expanded up to cubic order as

V1(w)

V1(1)
= 1−ρ2

1(w−1)+c1(w−1)2+d1(w−1)3+. . . . (19)

It thus extracts approximate relations between the pa-
rameters ρ2, c1 and d1, by saturating the dispersive
bounds at (the then) 1σ uncertainty in the QCD cor-
relators χJ . The parametrization then makes use of
heavy quark symmetry to relate this form factor to all
other form factors in the B → D(∗) system, incorporat-
ing additional, quark model inputs from QCD sum rules
(QCDSR, see below), to constrain the 1/mc,b terms. In
particular, predictions are obtained for a z expansion of
hA1 , with coefficients dependent only on ρ2

1, plus pre-
dictions for R1,2,0(w) up to a fixed order in (w − 1):
Ri(w) = Ri(1) +R′i(1)(w− 1) + 1/2R′′i (1)(w− 1)2 + . . ..

The intercepts Ri(1) are theoretically correlated order-
by-order in the HQ expansion with the slope and gradi-

ents R
(′,′′)
i (1), and therefore must be determined simulta-

neously when measured. A common experimental fitting

practice of floating R1,2(1) while keeping R
(′,′′)
1,2 (1) fixed

to their QCDSR predictions is inconsistent with HQET
at subleading order, when fits are performed to recent
higher precision unfolded datasets, such as the 2017 Belle
tagged analysis (Abdesselam et al., 2017). The BLPR
parametrization (Bernlochner et al., 2017) removes this
inconsistency, and exploits higher precision data-driven
fits to the subleading IW functions to obviate the need



II.D Theory of Semileptonic Decays 8

for QCDSR inputs. It furthermore consistently incorpo-
rates the 1/mc,b terms for NP currents, important for NP
predictions of B → D(∗)τν.

There has been long-standing debate about the size of
the 1/m2

c corrections, partly because quark model-based
calculations predicted them to have coefficients some-
what larger than unity. Recent data-driven fits, however,
in the baryonic Λb → Λc system provide good evidence
that the 1/m2

c corrections obey power counting expecta-
tions (Bernlochner et al., 2018b); see also (Bordone et al.,
2020a) with regard to B(s) → D∗(s).

3. Quark models

Beyond dispersive bounds and HQET, quark model-
based approaches have historically played an impor-
tant role in descriptions of the form factors, and have
provided useful constraints in generating lepton univer-
sality predictions. The ISGW2 parametrization (Isgur
et al., 1989b; Scora and Isgur, 1995) implements a non-
relativistic constituent quark model, providing estimates
of the form factors by expressing the transition matrix
elements for each spectroscopic combination of hadrons
in terms of wave-function overlap integrals. In addition,
it incorporates leading order and O(1/mc,b) constraints
from heavy quark symmetry and higher-order hyperfine
corrections.

The ISGW2 parametrization of the form factors is
treated as fully predictive, being typically implemented
without any undetermined parameters. This amounts to
fixed choices for e.g. the heavy and light quark masses
or the brown muck kinetic energy Λ̄. It therefore is not
considered to provide state-of-the-art form factors, com-
pared to data-driven fits. Non-relativistic quark models
may, however, be useful choices for double heavy hadron
transitions such as Bc → J/ψ or ηc (for a very recent ex-
ample see e.g. (Penalva et al., 2020)), where heavy quark
symmetry cannot be applied.

4. Sum rules

QCD sum rules (QCDSR) exploit the analytic proper-
ties of three-point correlators constructed by sandwich-
ing an operator of interest with appropriate interpolat-
ing hadronic currents. This allows the expression of e.g.,
an Isgur-Wise function in terms of the Borel transform
of the correlator, the latter of which can be computed
in perturbation theory via an operator product expan-
sion (OPE). One must further assume quark-hadron du-
ality to estimate the spectral densities of relevant ex-
cited states. Renormalization improved results for the
1/mc,b Isgur-Wise functions and their gradients at zero
recoil are known (Ligeti et al., 1994; Neubert, 1994; Neu-
bert et al., 1993a,b). While theoretical uncertainties

associated with the perturbative calculations are well-
understood, there is no systematic approach to assessing
uncertainties arising from quark-hadron duality and scale
variations. Rough estimates of the uncertainties are large
compared to the precision obtained by more recent data-
driven methods.

Light cone sum rules (LCSR) operate in a similar spirit
to QCDSR, reorganizing the OPE such that one expands
in the ‘transverse distance’ of partons from the light cone.
The resulting sum rules are valid for the regime in which
the outgoing hadron kinetic energy is large. LCSR have
broad application in exclusive heavy-light quark transi-
tions, such as for b → u transitions including B → ρ,
ω, or π, in which the valence parton is highly boosted
compared to the spectator.

5. Lattice calculations

Lattice QCD (LQCD) results are available for the
SM form factors at zero recoil for both B(s) → D(s)

and B(s) → D∗(s), with the most precise B → D(∗) re-

sults (Aoki et al., 2020)

G(1) ≡ V1(1) = 1.054(4)stat(8)sys ,

F(1) = 0.906(4)stat(12)sys . (20)

LQCD results for the both the B(s) → D(s) form fac-

tors f
(s)
+,0 are available beyond zero recoil, with respect to

the optimized expansion in z = z(q2, q2
opt). Further, pre-

liminary results for the Bs → D∗s (Harrison and Davies,
2021) and B → D∗ (Bazavov et al., 2021) SM form fac-
tors beyond zero recoil have recently become available.

The B → D LQCD data allows for lattice predic-
tions for the differential rate of B → Dτν, and when
combined with HQET relations plus QCD sum rule
predictions, may also predict B → D∗τν, but with
slightly poorer precision compared to data-driven ap-
proaches (Bernlochner et al., 2017). Beyond zero-recoil
LQCD results are also available for Bc → J/ψlν (Harri-
son et al., 2020a) (see Sec. II.E), as well as for the bary-
onic Λb → Λclν (Detmold et al., 2015) decays including
NP matrix elements.

D. Ground state observables and predictions

1. Lepton universality ratios

Lepton universality in b→ clν may be probed by com-
paring the ratios of total rates for l = e, µ and τ , in
particular the ratio of the semitauonic to light semilep-
tonic exclusive decays

R(Hc) =
Γ[Hb → Hcτν]

Γ[Hb → Hc`ν]
, ` = e, µ , (21)
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where Hc,b are any allowed pair of c- and b-hadrons. (The
ratios of the electron and muon modes are in agreement
with SM predictions, i.e. near unity; see Sec. VI.A. One
may also consider ratios R(Hu) for Hb → Huτν decays,
in which the valence charm quark is replaced by a u
quark.) The ratios R(Hc) should differ from unity not
only from the reduced phase space as mτ � me,µ, but
also because of the mass-dependent coupling to the longi-
tudinal W mode. The theory uncertainties entering into
the SM predictions for this quantity are then dominated
by uncertainties in the form factor contributions coupling
exclusively to the lepton mass, such as the form factor
ratios S1/V1 and R0(w) in B → D and D∗, respectively.

In Table I we show a summary of various predic-
tions as collated by the Heavy Flavor Averaging Group
(HFLAV) (Amhis et al., 2019). Before 2017, R(D(∗))
predictions based on experimental data used the CLN
parametrization, since this was the only experimentally
implemented form factor parametrization. An unfolded
analysis by Belle (Abdesselam et al., 2017) has since al-
lowed the use of other parameterizations, with the differ-
ent (and more consistent) theoretical inputs as described
in Table I. At present, given the different theoretical in-
puts and correlations in the results of these analyses,
the HFLAV SM prediction is a näıve arithmetic aver-
age of the R(D) and R(D∗) predictions and uncertain-
ties, for each mode independently. A subsequent Belle
2018 analysis of B → D∗`ν (Waheed et al., 2019) pro-
vided response functions and efficiencies, into which dif-
ferent parametrizations may be folded to generate pre-
dictions for bin yields in various different marginal dis-
tributions. For example, (Gambino et al., 2019) finds
R(D∗) = 0.254+0.007

−0.006 and (Jaiswal et al., 2020) finds

0.251+0.004
−0.005, with and without LCSR inputs, respectively.

Finally, preliminary lattice results for B → D∗ beyond
zero recoil predict R(D∗) = 0.266(14) (Bazavov et al.,
2021).

On occasion, the phase-space constrained ratio

R̃(Hc) =

∫ Q2
−

m2
τ
dq2 dΓ[Hb→Hcτν]

dq2

∫ Q2
−

m2
τ
dq2 dΓ[Hb→Hc`ν]

dq2

, ` = e, µ , (22)

is also considered, in which the relative phase-space sup-
pression for the tauonic mode is factored out. For in-
stance, the SM predictions are, using the fit results
of (Bernlochner et al., 2017)

R̃(D) = 0.576(3) , R̃(D∗) = 0.342(2) , (23)

with a correlation coefficient of 0.53.

2. Longitudinal and polarization fractions

In the helicity basis for the D∗ polarization, the D∗ →
Dπ decay amplitudes within B → (D∗ → Dπ)lν decays

Table I R(D(∗)) predictions as currently collated and arith-
metically averaged by HFLAV. Predictions shown below the
HFLAV line are not included in the arithmetic average.

Inputs R(D) R(D∗) corr.

LQCD

+ Belle/BABAR Data a 0.299± 0.003 — —

LQCD + HQET O(αs, 1/mc,b)

+ Belle 2017 analysisb c 0.299± 0.003 0.257± 0.003 0.44

BGL + BLPR +∼ 1/m2
c

+ Belle 2017 analysis d — 0.260± 0.008 —

BGL + BLPR +∼ 1/m2
c

+ Belle 2017 analysis e 0.299± 0.004 0.257± 0.005 0.1

HFLAV arithmetic averages 0.299± 0.003 0.258± 0.005 —

LQCD f 0.300± 0.008 — —

CLN
+ Belle Data g — 0.252± 0.003 —

a (Bigi and Gambino, 2016)
b (Abdesselam et al., 2017)
c The ‘BLPR’ parametrization (Bernlochner et al., 2017)
d Includes estimations of 1/m2

c uncertainties (Bigi et al., 2017).
See also (Gambino et al., 2019).

e Fits nuisance parameters for 1/m2
c terms (Jaiswal et al., 2017).

See also (Jaiswal et al., 2020).
f World average (Aoki et al., 2020)
g (Fajfer et al., 2012)

are simply L = 1 spherical harmonics eiλφvY1,λ(θv), with
respect to the helicity angles defined in Fig. 1. That is,
the B → (D∗ → Dπ)lν amplitudes may be expressed
in the schematic form

∑
λAλ[B → D∗lν](θl, φl − φv) ×

Y1,λ(θv). The D∗ longitudinal polarization fraction4

FL,l(D
∗) =

Γλ=0[B → D∗lν]

Γ[B → D∗lν]
, (24)

thus arises as a physical quantity in B → (D∗ → Dπ)lν
decays, via the marginal differential rate

1

Γ

dΓB→(D∗→Dπ)lν

d cos θv
=

3

2

[
FL,l cos2 θv + (1−FL,l)

sin2 θv
2

]
.

(25)
The interference terms between amplitudes with differ-
ent λ vanish under integration over φl − φv. Similar to
R(D(∗)), theory uncertainties in |Vcb| are factored out of
FL,l. Some recent (and new) SM predictions for FL,τ (D∗)
are provided in Table II, using a variety of theoretical in-
puts. We also include an SM prediction for FL,`(D

∗).
A similar analysis may be applied to τ → hν decay

amplitudes within B → D(∗)(τ → hν)ν̄. For example,
in the helicity basis for the τ , the τ → πν amplitudes
are the j = 1

2 Wigner-D functions eiφh/2 sin(θh/2) or

e−iφhi/2 cos(θh/2), for λτ = ∓, respectively, where the
helicity angles θh and φh are defined in Fig. 1. The τ

4 Another common notation is FL,τ (D∗) = FD
∗

L .
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Table II SM predictions for the D∗ longitudinal fraction and
the τ polarization in B → D(∗). We also show simple arith-
metic averages of the predictions and uncertainties. The
CLN-based predictions shown below the line is not included
in the arithmetic average.

Inputs FL,τ (D∗) FL,`(D
∗) Pτ (D∗) Pτ (D)

BLPR, ∼ 1/m2
c ,

LCSR a 0.441(6) — −0.508(4) 0.325(3)

BGL, BLPR,

∼ 1/m2
c , LCSR b 0.464(10) — −0.496(15) 0.321(3)

BGL, BLPR,

∼ 1/m2
c

c 0.469(10) — −0.492(25) —

BLPR d 0.455(3) 0.517(5) −0.504(4) 0.323(2)

Arithmetic
averages 0.455(6) 0.517(5) −0.501(11) 0.324(3)

CLN e 0.46(4) — — —

a (Huang et al., 2018), using the fit of (Jung and Straub, 2019)
b (Bordone et al., 2020b), with Belle 2019 data (Waheed et al., 2019)
c (Jaiswal et al., 2020), with Belle 2019 data (Waheed et al., 2019)
d Using the fit of (Bernlochner et al., 2017). The correlation between
Pτ (D∗) and Pτ (D) is ρ = 0.33

e (Alok et al., 2017)

polarization

Pτ (D(∗)) =

(
Γλτ=+ − Γλτ=−

)
[B → D(∗)τν]

Γ[B → D(∗)τν]
, (26)

is a physical quantity in B → D(∗)(τ → πν)ν̄ decays, via
the marginal differential rate

1

Γ

dΓB→D(∗)(τ→πν)ν̄

d cos θh
=

1

2

[
1 + Pτ (D(∗)) cos θh

]
. (27)

The interference terms between amplitudes with different
λτ vanish under integration over φτ−φh. This generalizes
to other final states, such as h = ρ, 3π as

1

Γ

dΓB→D(∗)(τ→hν)ν̄

d cos θh
=

1

2

[
1 + αhPτ (D(∗)) cos θh

]
, (28)

in which αh is the analyzing power, that depends on the
final state h. In particular the pion is a perfect polarizer,
απ = 1, while αρ = (1 − 2m2

ρ/m
2
τ )/(1 + 2m2

ρ/m
2
τ ). Just

as for FL,τ (D∗), some recent (and new) SM predictions
for Pτ (D(∗)) are provided in Table II, using a variety of
different theoretical inputs. The missing energy in the τ
decay means that θh is reconstructible only up to 2-fold
ambiguities in present experimental frameworks.

E. Excited and other states

So far we have mainly discussed the ground state
meson transitions B → D(∗)lν. However, much of
the above discussion can be extended to excited charm
states, baryons, charm-strange hadrons, or double heavy

hadrons. Several of these processes exhibit fewer HQ
symmetry constraints or greater theoretical cleanliness
compared to the ground states. This may be exploited
to gain higher sensitivity to NP effects or better insight
or control over theoretical uncertainties, such as 1/m2

c

contributions.
Four orbitally-excited charm mesons, collectively la-

belled as the D∗∗, comprise in spectroscopic notation,
the states D∗0 ∼ 3P0, D′1 ∼ 3P1, D∗2 ∼ 3P2 and the
D1 ∼ 1P1.5 In the language of HQ symmetry, the D∗0 and
D′1 (D1 and D∗2) furnish a heavy quark doublet whose
dynamics is described by the sP` = 1/2+ (sP` = 3/2+)
HQET. The 1/2+ doublet is quite broad, with widths
∼ 0.2 and 0.4 GeV, while the 3/2+ states are an order
of magnitude narrower. The B → D∗∗lν decays produce
important feed-down backgrounds to B → D(∗)lν (see
Sec. IV and V.C).

Several of the B → D∗∗ form factors vanish at leading
order in the heavy-quark limit at zero recoil, so that the
higher-order O(1/mc,b) corrections become important, as
included in the LLSW parametrization (Leibovich et al.,
1997, 1998). This can lead to higher sensitivities to var-
ious NP currents compared to the ground states (Bern-
lochner et al., 2018a; Biancofiore et al., 2013). These
decays must be therefore incorporated consistently, es-
pecially for LFUV analyses with NP contributions. The
current SM predictions for all four modes, from fits to
Belle data including higher-order HQET contributions at
O(αs, 1/mc,b), are (Bernlochner and Ligeti, 2017; Bern-
lochner et al., 2018a)

R(D∗0) = 0.08(3), R(D′1) = 0.05(2),

R(D1) = 0.10(2), R(D∗2) = 0.07(1) . (29)

These are smaller than R(D(∗)) because of the smaller
phase space and reduced w range. An additional use-
ful quantity is the ratio for the sum of the four D∗∗

states (Bernlochner and Ligeti, 2017; Bernlochner et al.,
2018a)

R(D∗∗) =

∑
X∈D∗∗ Γ[B → Xτν̄]∑
X∈D∗∗ Γ[B → X`ν̄]

= 0.08(1) , (30)

taking into account correlations in the SM predictions.

An identical discussion proceeds forBs → D
(∗,∗∗)
s lν de-

cays, with the light spectator quark replaced by a strange
quark. The typical size of flavor SU(3) breaking, seen in
e.g. fK/fπ, suggests ∼ 20% corrections compared to the
predictions for B → D(∗,∗∗). Lattice studies are available
for Bs → Ds (McLean et al., 2020) beyond zero-recoil as
well as preliminary results for Bs → D∗s (Harrison and
Davies, 2021), with the respective predictions

R(Ds) = 0.2987(46) , R(D∗s) = 0.2442(79)(35) , (31)

5 The D′1 is also often denoted by D∗1 .
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and there is some evidence of relative insensitivity of the
matrix elements to the (light) spectator quark (McLean
et al., 2019), despite the expectations from SU(3) break-

ing. A recent analysis for B(s) → D
(∗)
(s) (Bordone et al.,

2020a) combines model-dependent QCDSR inputs with
LCSR inputs extrapolated from beyond the physical re-
coil limit. This analysis predicts

R(D) = 0.298(3) , R(Ds) = 0.297(3)

R(D∗) = 0.250(3) , R(D∗s) = 0.247(8) . (32)

The resultingR(D∗) prediction agrees with the prior pre-
dictions in Table I at the 1-2σ level. At the LHC, or
on the Z peak, non-negligible feed-downs to R(D∗) arise
fromBs → D′s1τν decays, because of their subsequent de-
cay to D(∗)τνX, that must be taken into account. Like-
wise Bs → D∗s2τν decays may feed-down to R(D): see
Sec. IV.C.

The light degrees of freedom in the ground state
baryons Λb,c have spin-parity sP` = 0+, corresponding to
the simplest, and therefore most constrained, HQET. In
particular, the Λb → Λc form factors receive hadronic
corrections to the leading order IW function only at
1/m2

c,b. Beyond zero-recoil lattice data is available for
both SM and NP form factors (Detmold et al., 2015).
Predictions for Λb → Λcτν, however, are at present
more precise when LQCD results are combined with
data-driven fits for Λb → Λc`ν plus HQET relations.
In particular, a data-driven HQET-based form factor
parametrization, when combined with the lattice data,
provides the currently most precise prediction (Bern-
lochner et al., 2018b)

R(Λc) = 0.324(4) , (33)

as well as the ability to directly extract or constrain the
1/m2

c corrections. The latter are found to be consistent
with HQ symmetry power counting expectations. Similar
techniques will be applicable to the two Λ∗c excited states
with sP` = 1− (Böer et al., 2018; Leibovich and Stewart,
1998), once data is available. At present, predictions for
R(Λ∗c) may be derived using a constituent quark model
approach (Pervin et al., 2005) similar to ISGW2, yielding
R(Λ∗c(2595)) ' 0.16 and R(Λ∗c(2625)) ' 0.11.

Finally, the semileptonic decay Bc → J/ψ(→ ``)lν
provides an extremely clean signature to test LFUV. The
above HQ symmetry arguments, however, cannot be ap-
plied to double heavy quark mesons such as Bc and J/ψ
(or the pseudoscalar ηc): They cannot be thought of as
a single heavy quark dressed by brown muck. Rather,
large kinetic energy terms break the heavy quark fla-
vor symmetry, leaving an approximate residual heavy
quark spin symmetry (Jenkins et al., 1993). Hence
an HQET description is not used for these modes. A
variety of quark model based analyses and predictions
have been conducted, with wide-ranging predictions for

R(J/ψ ) ∼ 0.2–0.4. A recent model-independent com-

bined analysis for B(s) → D
(∗)
(s) and Bc → J/ψ and ηc,

making use of a combination of dispersive bounds, lattice
results and HQET where applicable, provided a predic-
tion R(J/ψ) = 0.25(3) (Cohen et al., 2019). A subse-
quent LQCD result provides the high precision predic-
tion (Harrison et al., 2020b)

R(J/ψ) = 0.2582(38) . (34)

Preliminary lattice results for the Bc → ηc form factors
beyond zero recoil are also available (Colquhoun et al.,
2016).

F. b→ ulν processes

The dispersive analysis used in Sec. II.C.1 to
parametrize the form factors for B → D(∗) may also
be employed for the light hadron b → ulν processes.
For B → πlν in particular, significant simplifications
arise because there is only a single possible subthresh-
old resonance—the B∗—for the f+ form factor, and no
subthreshold resonance for f0. Combining this with gen-
eral analyticity properties of the B → π matrix element,
leads to the BCL parametrization (Bourrely et al., 2009).
Expanding in z = z(q2, q2

opt)

f+(q2) =
1

1− q2/m2
B∗

N∑

j=0

b+j

[
zj − (−1)j−N

j

N
zN
]
,

f0(q2) =

N∑

j=0

b0jz
j , (35)

where N is the truncation order. Lattice results beyond
zero recoil are available for all B → π form factors (Bai-
ley et al., 2015a,b), that can be incorporated into global
fits to available experimental data. The SM prediction
is (Bernlochner, 2015)

R(π) = 0.641(16) . (36)

Higher-twist LCSR results are available for the B → ρ
and B → ω SM and NP form factors, parametrized by
the optimized z = z(q2, q2

opt) expansion (Bharucha et al.,
2016). These results may be applied to obtain a corre-
lated, beyond zero recoil fit between the SM and NP form
factors and the measured q2 spectra of the correspond-
ing light-lepton modes. The SM predictions from this fit
are (Bernlochner et al., 2021)

R(ρ) = 0.535(9) , R(ω) = 0.543(15) . (37)

Quark model approaches have also been applied to the
double-heavy to heavy-light decays Bc → D(∗)lν (see
e.g. (Ivanov et al., 2006; Leljak and Melic, 2020)); lattice
results are, however, soon anticipated for these decays.
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G. Inclusive processes

The inclusive process B → Xclν, where Xc is a single-
charm (multi)hadron final state of any invariant mass,
admits a different, cleaner theoretical description com-
pared with the above exclusive processes. For instance,
in the limit mb → ∞, the inclusive process is described
simply by the underlying b→ clν free quark decay, rather
than in terms of an unknown Isgur-Wise function.

The square of the inclusive matrix element |〈Xc|J |B〉|2
can be re-expressed in terms of the time-ordered for-
ward matrix element 〈B|T (J†J)|B〉. The latter can be
computed via an OPE order-by-order in 1/mb and αs,
yielding theoretically clean predictions. State-of-the-art
predictions include 1/m2

b terms (Ligeti and Tackmann,
2014) and two-loop QCD corrections (Biswas and Mel-
nikov, 2010), that may be combined to generate the pre-
cision prediction (Freytsis et al., 2015)

R(Xc) = 0.223(4) , (38)

as well as precision predictions for the dilepton invariant
mass and lepton energy distributions. Because the theo-
retical uncertainties in B → Xclν are of a different origin
to the exclusive modes, the measurement of B → Xcτν
would provide a hadronic-model independent cross-check
of lepton flavor universality (see Sec. VI.C). The inclusive
baryonic decays Λb → Xclν may be similarly considered,
see e.g. (Balk et al., 1998; Colangelo et al., 2020).

H. New Physics operators

New Physics (NP) may enter the b → cτν processes
via a heavy mediator, such that the semileptonic decay
is generated by four-Fermi operators of the form

OXY =
cXY
Λ2

eff

(
cΓX b

)(
τ̄ ΓY ντ ) , (39)

where ΓX(Y ) is any Dirac matrix with X (Y ) labeling
the chiral structure of the quark (lepton) current, and
cXY is a Wilson coefficient defined at scale µ ∼ mc,b.
The Wilson coefficient is normalized against the SM such
that Λeff = (2

√
2GFVcb)

−1/2 ' 870 GeV. If we denote by
M the characteristic scale of an ultraviolet (UV) com-
pletion that matches onto the effective NP operators in
Eq. (39), then order 10–20% variations in R(D(∗)) or
other observables from SM predictions typically probe
M ∼ Λeff/

√
cXY ∼ few TeV. This is tantalizingly in

range of direct collider measurements and nearby the nat-
ural scale for UV completions of electroweak dynamics.

A common basis choice for ΓX is the set of chiral scalar,
vector and tensor currents: PR,L, γµPR,L, and σµνPR,L,
respectively. Assuming only SM left-handed neutrinos,
the lepton current is always left-handed, and the tensor
current may only be left-handed. It is common to write
the five remaining Wilson Coefficients as cXY = cSR,

cSL, cVR, cVL and cT . We use this notation for the Wil-
son coefficients hereafter. As for the SM, the NP leptonic
amplitude still takes the form Dj

m1,m2(θl, φl), with j = 0
or 1, and |m1,2| ≤ j, and the structure of the differential
decay rate resembles Eq. (9), but with additional depen-
dencies on NP Wilson coefficients, w, and r.

The (pseudo)scalar and tensor operators run under the
Renormalization Group (RG) evolution of QCD, while
the vector and axial vector operators correspond to con-
served currents and do not (for this reason the normal-
ization of Eq. (3) is well-defined). At one-loop order in
the leading-log approximation, the running of cSR,SL,T is
dominated by contributions below the top quark mass
mt, and only weakly affected by variations in M ∼ Λeff.
Electroweak interactions, however, may induce mixing
between cSR,SL,T , that can become non-negligible for RG
evolution above the weak scale (González-Alonso et al.,
2017). RG evolution from M ' Λeff > mt to µ ' √mcmb

generates at leading-log order

cSR,SL(µ)/cSR,SL(M) ' 1.7 , cT (µ)/cT (M) ' 0.84 .
(40)

These running effects are particularly important in trans-
lating the low scale effective field theory (EFT) implica-
tions of b→ cτν measurements to collider measurements
at high scales.

I. Connection to other processes

LFUV in b → clν necessarily implies violation in the
crossed process Bc → lν. The latter decays are extremely
theoretically clean: Their tauonic versus leptonic LFUV
ratios are simply the ratios of chiral suppression and 2-
body phase space factors, i.e. m2

τ (1− r2
τ )2/m2

`(1− r2
` )

2,
in which rl = ml/mBc . These ratios are precisely known.

In the SM, the branching ratio

B[Bc → lν] = τBcG
2
F |Vcb|2m3

Bcf
2
Bcr

2
l

(
1− r2

l

)2
/8π , (41)

in which the decay constant fBc ' 0.434(15) GeV from
lattice data (Colquhoun et al., 2015), and the Bc lifetime,
τBc = 0.510(9) × 10−12 s is well-measured (Zyla et al.,
2020). In particular, in the SM one predicts B[Bc →
τν] ' 2.2(2)%× (|Vcb|/0.04)2.

In the presence of NP, the NP Wilson coefficients gen-
erate an additional factor

B[Bc → τν] = BSM
∣∣∣∣1 + cVL − cVR +

m2
Bc

(cSR − cSL)

mτ (mb +mc)

∣∣∣∣
2

,

(42)
where mc,b are quark masses in the MS renormaliza-
tion scheme at scale µ, entering via equations of mo-
tion. Because the NP pseudoscalar current induces a
chiral flip there is no chiral suppression in the pseu-
doscalar term. As a result this term is enhanced by a
factor of mBc/mτ ∼ 3.5 versus the V − A current con-
tribution. This leads to large tauonic branching ratio
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enhancements, that may then be in tension with naive
expectations that the Bc hadronic branching ratios ∼ 70–
90% (Akeroyd and Chen, 2017; Alonso et al., 2017; Bard-
han and Ghosh, 2019; Li et al., 2016). A corollary is that
a future measurement or bounds of B[Bc → τν] alone
would tightly constrain the NP pseudoscalar contribu-
tions.

In the absence of any NP below the electroweak scale,
the NP effective operators in Eq. (39) must match onto an
electroweak-consistent EFT constructed from SM quark
and lepton doublets and singlets under SU(2)L×U(1)Y .
In particular, because the SM neutrino belongs to an elec-
troweak lepton doublet, LL, then electroweak symmetry
requires the presence of at least two electroweak dou-
blets in any operator that generates the b → cτν decay.
(An exception applies if right-handed sterile neutrinos are
present.) In any given NP scenario, this may generate re-
lations between b → cτν and other processes, that arise
when at least one of the four fermions is replaced by its
electroweak partner. For example, various minimal NP
models, depending on their flavor structure, may be sub-
ject to tight bounds from the rare b → sνν or b → sττ
decays or bounds on Z → ττ or W → τν branching
ratios (Freytsis et al., 2015; Sakaki et al., 2013), or the
high-pT scattering pp→ bτν (Altmannshofer et al., 2017)
and pp→ ττ or τν (Greljo et al., 2019; Greljo and Mar-
zocca, 2017). Ultraviolet completions with non-trivial
flavor structures may further generate relations to charm
decay processes, or b → s``. The latter is particularly
intriguing, because of an indication for light lepton uni-
versality violation in the ratios (Aaij et al., 2017c, 2019c)

RK(∗) ≡ Γ[B → K(∗)µµ]

Γ[B → K(∗)ee]
, (43)

at the 2−3σ level in each mode (see Sec. VI.E). Extensive
literature considers possible common origins of LFUV in
semitauonic processes with LFUV in these rare decays.
See e.g. (Bhattacharya et al., 2015; Buttazzo et al., 2017;
Calibbi et al., 2015; Kumar et al., 2019), among many
others, for extensive discussions of combined explana-
tions for semileptonic and rare decay LFUV anomalies.

III. EXPERIMENTAL METHODS

A. Production and detection of b-hadrons

Since the discovery of the b quark in 1977 (Herb et al.,
1977), large samples of b-hadrons have been produced at
colliders such as CESR, LEP, or Tevatron. However, it
was not until the advent of the B factories and the LHC,
with their even larger samples and specialized detectors,
that the study of third generation LFUV in B mesons
became feasible. This is because of the stringent analy-
sis selections that are required to achieve adequate signal

purity when reconstructing final states that include mul-
tiple unreconstructed neutrinos. The B factories (Bevan
et al., 2014), KEKB in Japan and PEP-II in the United
States, took data from 1999 to 2010. Their detectors,
Belle (Abashian et al., 2002) and BABAR (Aubert et al.,
2013), recorded over a billion of BB events originating
from clean e+e− collisions. The LHCb detector (Aaij
et al., 2015a; Alves et al., 2008) at the CERN LHC, which
started taking data in 2010, has recorded an unprece-
dented trillion bb pairs as of 2020, which allows it to com-
pensate for the more challenging environment of pp col-
lisions. The recently commissioned Belle II experiment
and the LHCb detector, to be upgraded in 2019–21 and
2031, are expected to continue taking data over the next
decade and a half, surpassing the current data samples
by more than an order of magnitude. In the following,
we describe how b-hadrons are produced and detected at
these facilities.6 Table III summarizes the number of b-
hadrons produced and expected at the B factories and
at the LHCb experiment.

1. The B factories

KEKB and PEP-II produced B mesons by colliding
electron and positron beams at a center-of-mass energy
of 10.579 GeV. At this energy, e+ and e− annihilation
produces Υ (4S) mesons in about 24% of the hadronic
collision processes, with the production of cc and other
light quark pairs accounting for the remaining 76%. To-
gether with other processes producing pairs of fermions,
the latter form the so-called continuum background.

The Υ (4S) meson is a bb bound state which, as a result
of having a mass only about 20 MeV above the BB pro-
duction threshold, decays almost exclusively to B+B− or
B0B0 pairs. Some limited running away from the Υ (4S)
resonance was performed in order to study the contin-
uum background and the properties of the bottomonium
resonances Υ (1S)−Υ (5S). The largest data set produced
by KEKB was used to study Bs mesons obtained from

Υ (5S) decays. However, the resulting B
(∗)
s B

(∗)
s data sam-

ple was small, about 3% of the total BB sample as shown
in Table III.

On the one hand, compared to hadron colliders, the
bb production cross section in lepton colliders such as
the B factories is much smaller: even at the (so far)
highest instantaneous luminosity of 2.4 × 1034 cm−2s−1

6 Other current experiments might also be able to make contri-
butions to semitauonic LFUV measurements in the future. For
instance, the CMS experiment at the LHC recorded in 2018 a
large (parked) sample of unbiased b-hadron decays, with the pri-
mary goal of measuring the RK(∗) ratios. This sample could
conceivably also be used to measure semitauonic decays if, e.g.,
the challenges arising from the multiple neutrinos in the final
state can be overcome.
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Table III Approximate number of b-hadrons produced and expected at the B factories (Altmannshofer et al., 2019; Bevan
et al., 2014) and at the LHCb experiment (Albrecht et al., 2019), including some of the latest developments (Béjar Alonso
et al., 2020). The LHCb numbers take into account an average geometrical acceptance of about 15%. Note that the overall B
reconstruction efficiencies at LHCb are usually significantly lower than those at the B factories (see text). The two values of
integrated luminosities and center-of-mass energies shown for Belle and Belle II correspond to data taking at the Υ (4S) and
Υ (5S) resonances, respectively. The B-factory experiments also recorded data sets at lower center-of-mass energies (below the
open beauty threshold) that are not included in this table.

Experiment BABAR Belle Belle II
LHCb

Run 1 Run 2 Runs 3–4 Runs 5–6

Completion date 2008 2010 2031 2012 2018 2031 2041

Center-of-mass energy 10.58 GeV 10.58/10.87 GeV 10.58/10.87 GeV 7/8 TeV 13 TeV 14 TeV 14 TeV

bb cross section [nb] 1.05 1.05/0.34 1.05/0.34 (3.0/3.4)×105 5.6× 105 6.0× 105 6.0× 105

Integrated luminosity [fb−1] 424 711/121 (40/4)× 103 3 6 40 300

B0 mesons [109] 0.47 0.77 40 100 350 2,500 19,000

B+ mesons [109] 0.47 0.77 40 100 350 2,500 19,000

Bs mesons [109] - 0.01 0.5 24 84 610 4,600

Λb baryons [109] - - - 51 180 1,300 9,800

Bc mesons [109] - - - 0.8 4.4 19 150

that form the hadronic final state X. The other particles in the
event also need to be reconstructed to infer the kinematics of
the undetected neutrino either from the missing energy and
momentum in the event or from the reconstruction of the
second B meson. For this reason, a good hermeticity of the
detectors is important.
Figure 5 shows schematics of the Belle and BABAR

detectors. Both detectors have a similar overall design.
They are laid out in a cylindrical geometry and feature the
following subdetector components (from inside to outside):

TABLE II. Operating parameters of the eþe− colliders running at
the ϒð4SÞ resonance. For the asymmetric-energy colliders, LER and
HER denote the low-energy eþ ring and high-energy e− ring,
respectively.

KEKB PEP-II CESR

Beam energy (GeV) LER: 3.5 LER: 3.1 5.29
HER: 8.0 HER: 9.0

Lorentz boost βγ 0.425 0.56 0
Circumference (m) 3018 2199 768
Peak luminosity (cm−2 s−1) 2.1 × 1034 1.2 × 1034 0.08 × 1034

FIG. 5. Side views of (a) the Belle and (b) BABAR detectors. The acronyms used for the subdetector components of Belle are SVD =
silicon vertex detector, CDC = central drift chamber, PID = particle identification system, TOF = time-of-flight counter, CsI = CsI crystal
calorimeter, KLM ¼ K0

L=muon system, and EFC = extreme forward calorimeter. From Abashian et al., 2002 and Aubert et al., 2002.

Jochen Dingfelder and Thomas Mannel: Leptonic and semileptonic decays of B mesons

Rev. Mod. Phys., Vol. 88, No. 3, July–September 2016 035008-10

REVIEW RESEARCH

8  J U N E  2 0 1 7  |  V O L  5 4 6  |  N A T U R E  |  2 2 9

the process ϒ→ →+ −e e S BB(4 ) . These BB  pairs can be tagged by the 
reconstruction of a hadronic or semileptonic decay of one of the two B 
mesons, referred to as Btag. If this decay is correctly reconstructed, all 
remaining particles in the event originate from the other B decay, either 
a signal leptonic or semileptonic B decay or another B decay passing the 
selection criteria.

The BaBar and Belle collaborations have independently developed two 
sets of algorithms to tag BB  events. The hadronic tag algorithms25,26 
search for the best match between one of more than a thousand possible 
decay chains and a subset of all detected particles in the event. The 
 efficiency for finding a correctly matched Btag is unfortunately quite small, 
0.3%. The benefit of reconstructing all final state particles is that the total 
energy, Emiss, and momentum vector, pmiss, of all undetected particles of 
the other B decay can be inferred from energy and momentum 
 conservation. The invariant mass squared of all undetected particles, 

= − pm Emiss
2

miss
2

miss
2 , is used to distinguish events with one neutrino 

≈m( 0)miss
2  from events with multiple neutrinos or other missing particles 
>m( 0)miss

2 . The semileptonic tag algorithms exploit the large branching 
fractions for B decays involving a charm meson, a charged lepton and 
associated neutrino, ν→ ∗ +B D ℓ ℓ

( ) , with ℓ+ = e+, µ+. The efficiency for 
finding these tag decays is about 1%. However, the presence of the 
 neutrino leads to weaker constraints on the Btag and signal B decay.

Measurements of τ ν→ τ
− −B  decays are based on leptonic τ decays, 

τ ν ν→ τ
− −e e  and τ µ ν ν→ µ τ

− − , and on semileptonic τ decays, τ− → π−ντ 
and τ− → π−π0ντ, which together account for 70% of all τ− decays. Thus, 
the signature for signal events is a single charged particle, either a charged 
lepton, a π−, or a π− accompanied by a π0, plus a Btag.

The presence of multiple neutrinos precludes the use of kinematic con-
straints to effectively suppress backgrounds from other B decays. A vari-
able that is sensitive to backgrounds with additional photons or 
undetected charged particles due to efficiency and acceptance losses is 
Eextra, the sum of the energy deposits in the calorimeter which are not 
associated with the tag or signal B decay. Figure 3 shows a Eextra distribu-
tion measured by the Belle collaboration for a subset of events with 

τ− → π−ντ. Signal events have low values of Eextra, while background 
events extend to higher values. The signal yield is determined from a fit 
to the data using signal and background distributions based on data 
 control samples and Monte Carlo simulation. The sum of the fitted signal 
yields for the four subsamples of purely leptonic and semileptonic τ 
decays, corrected for the efficiency of the tag and signal B decays, is used 
to determine the τ ν→ τ

− −B  branching fraction.
As shown in Fig. 4, current measurements by the Belle27,28 and 

BaBar29,30 collaborations are of limited precision owing to very small 
signal samples and high backgrounds, and uncertainties in the Btag 
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Figure 2 | Belle and LHCb single-event displays illustrating the 
reconstruction of semileptonic B-meson decays. Trajectories of charged 
particles are shown as coloured solid lines; energy deposits in the 
calorimeters are depicted by red bars. a, The Belle display is an end view 
perpendicular to the beam axis, with the silicon detector in the centre 
(small orange circle) and the device measuring the particle velocity (dark 
purple polygon). This is a ϒ (4S) → B+B− event, with τ ν→ τ

− −B D0 , 
D0 → K−π+ and τ ν ν→ τ

− −e e, and the B+ decaying to five charged particles 
(white solid lines) and two photons. The trajectories of undetected 

neutrinos are marked as dashed yellow lines. b, The LHCb display is a side 
view, with the proton beams indicated as a white horizontal line with the 
interaction point far to the left, followed by the dipole magnet (white 
trapezoid) and the Cherenkov detector (red lines). The area close to the 
interaction point is enlarged above, showing the tracks of the charged 
particles produced in the pp interaction, the B0 path (dotted orange line), 
and its decay τ ν→ τ

∗+ −B D0 , with D*+ → D0π+ and D0 → K−π+, plus the 
µ− from the decay of a very short-lived τ−.
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Figure 3 | Extraction of the τ ν→ τ
− −B  yield from Belle data. Shown, 

for a subset of events with τ− → π−ντ candidates (solid histogram), is the 
result of a fit to the Eextra distribution (data points with statistical errors) 
for the sum of signal and backgrounds from BB  and non-BB  events27. The 
green histogram at the bottom indicates the predicted signal distribution. 
Image adapted from ref. 27, American Physical Society.
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Figure 2 Left: Side view of the Belle detector. See (Abashian et al., 2002) for further detail on the subdetectors and their
acronyms. The BABAR detector has a similar configuration. Right: view perpendicular to the beam axis. The displayed event
is reconstructed as a Υ (4S)→ B+B− candidate, with B− → D0τ−ντ , D0 → K−π+ and τ− → e−ντνe, and the B+ decaying
to five charged particles (white solid lines) and two photons. The directions of undetected neutrinos are indicated as dashed
lines. From (Abashian et al., 2002; Ciezarek et al., 2017).

achieved by SuperKEKB in the Summer of 2020, BB
pairs were produced only at a rate of about 25 Hz. On the
other hand, one of the significant advantages of colliding
fundamental particles like electrons and positrons is that
the initial state is fully known, i.e., nearly 100% of the
e+e− energy is transferred to the BB pair. This feature
can be exploited by tagging techniques (Sec. III.C.1) that
reconstruct the full collision event and can determine the
momenta of missing particles such as neutrinos, so long
as the detectors are capable of reliably reconstructing all
of the visible particles. The BABAR and Belle detectors
managed to cover close to 90% of the total solid angle
by placing a series of cylindrical subdetectors around the

interaction point and complementing them by endcaps,
that reconstructed the particles that were ejected almost
parallel to the beam pipe. This is sketched in Fig. 2.

The specific technologies employed in both B-factory
detectors have been described in detail in (Bevan et al.,
2014). Four or five layers of precision silicon sensors
placed close to the interaction point reconstruct the de-
cay vertices of long-lived particles, as well as the first
≈ 10 cm of the tracks left by charged particles. Forty
to fifty layers of low-material drift chambers measure the
trajectories and ionization energy loss as a function of
distance (dE/dx) of charged particles. Time-of-flight and
Cherenkov systems provide particle identification (PID)
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that allow kaon/pion discrimination. Crystal calorime-
ters measure the electromagnetic showers created by elec-
trons and photons. A solenoid magnet generates the
1.5 T magnetic field parallel to the beam pipe that bends
the trajectories of charged particles, to allow for deter-
mination of their momenta. A series of steel layers in-
strumented with muon chambers guide the return of the
magnetic flux and provide muon and K0

L PID.
Between 1998 and 2008–10, the BABAR and Belle de-

tectors recorded a total of 471 and 772 million BB pairs,
respectively. These large samples, still being analyzed at
the time of this writing, allowed for the first measure-
ment of CP violation in the B system, the observation
of B mixing, as well as many other novel results (Bevan
et al., 2014). These further included the first observa-
tions of B → D(∗)τν decays (see Sec. IV), which in turn
began the study of third generation LFUV: the focus of
this review. The success of the B factories has led to the
upgrade of the accelerator facilities at KEKB, so called
SuperKEKB (Akai et al., 2018), such that it will be ca-
pable of delivering instantaneous luminosities 30 times
higher than before. The upgraded Belle detector, Belle
II (Abe, 2010), started taking data in 2018 with the aim
of recording a total of over 40 billion BB pairs. The
LFUV prospects for Belle II are discussed in Sec. VII.A.2.

2. The LHCb experiment

At hadron colliders such as the LHC, b quarks are pre-
dominantly pair-produced in pp collisions via the gluon
fusion process gg → bb plus subleading quark fusion con-
tributions, with an approximate production cross-section
σ(bb) ∼ 560µb at

√
s = 13 TeV, scaling approximately

linearly in
√
s (Aaij et al., 2017b). Electroweak produc-

tion cross-sections for single or pairs of b quarks via Drell-
Yan processes, Higgs or top quark decays are five or more
orders of magnitude smaller, with the largest such cross-
section σ(Z → bb) ∼ 10 nb. As a result, b quarks are
effectively always accompanied in LHC collisions by a
companion b quark. This feature is extremely important
for unbiased trigger strategies enabling the study of one
b-hadron decay while triggering on the other.

At leading order, the hadronization of a b quark at the
LHC is quite similar to the one observed in detail by the
LEP experiments. For instance, the momentum distri-
bution of the non b-hadron fragments, which is relevant
for same-side tagging studies, is well described by LEP-
inspired Monte Carlo simulations (Sjöstrand et al., 2015).
More important is the relative production of the various
b-hadron species: the main features—dominant produc-
tion of B0 and B+ mesons, and sizeable production frac-
tion of Bs and Λb—are the same, except that a much
larger Λb production fraction is observed for pT (momen-
tum transverse to the beam axis) below 10 GeV (Aaij

et al., 2019a). LHCb can also study the decays of Bc
mesons, in spite of its very low production rate, approx-
imately 0.6% of the B+ production cross-section (Aaij
et al., 2015b). As discussed in Secs. II.E and II.I, Bc
mesons provide a very interesting laboratory for testing
LFUV in Bc → J/ψτν or Bc → τν decays.

The parton center-of-mass energy required to produce
a b-hadron pair at threshold is far smaller than the to-
tal available collision energy in the pp system, leading to
the production of a significant fraction of bb pairs with
very large forward or backward boosts. This characteris-
tic is the basis of the LHCb experimental concept (Aaij
et al., 2015a; Alves et al., 2008), which studies the bb pairs
produced within a 400 mrad cone covering the forward
region, corresponding to a pseudorapidity 2 ≤ η ≤ 5.
Despite this very small solid angle, the LHCb detector
captures ∼ 15% of the full bb cross-section (Aaij et al.,
2018b).

Within this acceptance, the b-hadrons have a typical
transverse momentum, pT , of 10 GeV, corresponding to
an overall energy of ∼ 200 GeV. This in turn corre-
sponds to a typical boost factor of about 50, resulting in a
mean flight distance of over 2 cm for each electroweakly-
decaying ground-state b-hadron: namely B0,+, Bs, Bc,
or Λb. The sophisticated silicon trackers used in the
LHCb detector provide a typical position resolution of
300 µm for the B vertex along its flight direction, result-
ing in flight distance significances between the b-hadron
decay vertex and its primary vertex (PV) of over 100σ.
This precision leads to extremely clean signals even for
high-multiplicity decay channels where the combinato-
rial background is potentially very important (Aaij et al.,
2018b), provided the primary production vertex can be
identified.

The LHCb luminosity was kept low enough (Aaij et al.,
2015a) so that the mean number of primary vertices per
event until 2018 was between 1 and 2. This number
is expected to rise to about 5 after the 2019-2021 up-
grade (Bediaga et al., 2012) and possibly 50 after the
2031 upgrade (Aaij et al., 2017a). The longitudinal size
of the LHCb luminous region is 20 cm, so that with only
a handful of pp interactions in a given event, the pri-
mary vertex misconstruction is kept to a very low level.
The ATLAS and CMS experiments typically accumulate
50 primary vertices in a given event (rising to 200 after
2027) and face therefore a very different challenge. Nev-
ertheless, they are capable of cleanly reconstructing low
multiplicity b-hadron decays thanks to their large cov-
erage and high-granularity subdetectors. It should be
stressed, however, that for semitauonic b-hadron decays
the goal is not just to isolate a decay vertex from a pri-
mary vertex, but rather to identify a chain of vertices
comprising the PV, the b-hadron decay, and, in the case
of hadronic-τ measurements, the τ decay. At the LHC,
this is currently only feasible at LHCb.

As in the B factories, PID capabilities are critical to
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the process ϒ→ →+ −e e S BB(4 ) . These BB  pairs can be tagged by the 
reconstruction of a hadronic or semileptonic decay of one of the two B 
mesons, referred to as Btag. If this decay is correctly reconstructed, all 
remaining particles in the event originate from the other B decay, either 
a signal leptonic or semileptonic B decay or another B decay passing the 
selection criteria.

The BaBar and Belle collaborations have independently developed two 
sets of algorithms to tag BB  events. The hadronic tag algorithms25,26 
search for the best match between one of more than a thousand possible 
decay chains and a subset of all detected particles in the event. The 
 efficiency for finding a correctly matched Btag is unfortunately quite small, 
0.3%. The benefit of reconstructing all final state particles is that the total 
energy, Emiss, and momentum vector, pmiss, of all undetected particles of 
the other B decay can be inferred from energy and momentum 
 conservation. The invariant mass squared of all undetected particles, 

= − pm Emiss
2

miss
2

miss
2 , is used to distinguish events with one neutrino 

≈m( 0)miss
2  from events with multiple neutrinos or other missing particles 
>m( 0)miss

2 . The semileptonic tag algorithms exploit the large branching 
fractions for B decays involving a charm meson, a charged lepton and 
associated neutrino, ν→ ∗ +B D ℓ ℓ

( ) , with ℓ+ = e+, µ+. The efficiency for 
finding these tag decays is about 1%. However, the presence of the 
 neutrino leads to weaker constraints on the Btag and signal B decay.

Measurements of τ ν→ τ
− −B  decays are based on leptonic τ decays, 

τ ν ν→ τ
− −e e  and τ µ ν ν→ µ τ

− − , and on semileptonic τ decays, τ− → π−ντ 
and τ− → π−π0ντ, which together account for 70% of all τ− decays. Thus, 
the signature for signal events is a single charged particle, either a charged 
lepton, a π−, or a π− accompanied by a π0, plus a Btag.

The presence of multiple neutrinos precludes the use of kinematic con-
straints to effectively suppress backgrounds from other B decays. A vari-
able that is sensitive to backgrounds with additional photons or 
undetected charged particles due to efficiency and acceptance losses is 
Eextra, the sum of the energy deposits in the calorimeter which are not 
associated with the tag or signal B decay. Figure 3 shows a Eextra distribu-
tion measured by the Belle collaboration for a subset of events with 

τ− → π−ντ. Signal events have low values of Eextra, while background 
events extend to higher values. The signal yield is determined from a fit 
to the data using signal and background distributions based on data 
 control samples and Monte Carlo simulation. The sum of the fitted signal 
yields for the four subsamples of purely leptonic and semileptonic τ 
decays, corrected for the efficiency of the tag and signal B decays, is used 
to determine the τ ν→ τ

− −B  branching fraction.
As shown in Fig. 4, current measurements by the Belle27,28 and 

BaBar29,30 collaborations are of limited precision owing to very small 
signal samples and high backgrounds, and uncertainties in the Btag 
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Figure 2 | Belle and LHCb single-event displays illustrating the 
reconstruction of semileptonic B-meson decays. Trajectories of charged 
particles are shown as coloured solid lines; energy deposits in the 
calorimeters are depicted by red bars. a, The Belle display is an end view 
perpendicular to the beam axis, with the silicon detector in the centre 
(small orange circle) and the device measuring the particle velocity (dark 
purple polygon). This is a ϒ (4S) → B+B− event, with τ ν→ τ

− −B D0 , 
D0 → K−π+ and τ ν ν→ τ

− −e e, and the B+ decaying to five charged particles 
(white solid lines) and two photons. The trajectories of undetected 

neutrinos are marked as dashed yellow lines. b, The LHCb display is a side 
view, with the proton beams indicated as a white horizontal line with the 
interaction point far to the left, followed by the dipole magnet (white 
trapezoid) and the Cherenkov detector (red lines). The area close to the 
interaction point is enlarged above, showing the tracks of the charged 
particles produced in the pp interaction, the B0 path (dotted orange line), 
and its decay τ ν→ τ

∗+ −B D0 , with D*+ → D0π+ and D0 → K−π+, plus the 
µ− from the decay of a very short-lived τ−.
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Figure 3 Left: Side view of the LHCb detector. See (Aaij et al., 2015a; Augusto Alves Jr et al., 2008) for further details on
the subdetectors and their acronyms. Right: side view of an event display for a B0 → D∗+τ−ντ decay. The area around the
interaction point is enlarged in the inset at the top. The trajectory of the B0 meson is indicated with the thick dotted line,
and the trajectories of the particles from the subsequent D∗+ → D0π+, D0 → K−π+, and τ− → µ−νµντ decays are illustrated
with thick solid lines. Adapted from (Aaij et al., 2015a; Ciezarek et al., 2017).

properly identify b-hadron decays. For instance, at a
hadron collider, misidentifying a pion as a kaon could
lead to confusing a Bs meson for a B0 meson, and iden-
tifying a pion as a proton can lead to a Λb baryon im-
personating a B0 meson. PID information is provided
by the two Ring Imaging Cherenkov (RICH) detectors
shown in Fig. 3 left.

Table III lists the known production rates for all
ground-state b-hadron species, at both LHCb and B fac-
tories. While the geometrical acceptance is included for
the LHCb values, the average trigger and analysis re-
quirements must be taken into account as well in order to
compare LHCb with the B factories. These requirements
limit the LHCb useful yield at LHCb to about 0.1% or
less of the available sample. As an example, for their re-
spective measurements of RK+ , LHCb (Aaij et al., 2021)
and Belle (Choudhury et al., 2021) reconstructed 3850
and 42.3 B+ → K+µ+µ− signal candidates. These cor-
respond to 8.6×10−9 and 54.9×10−9 candidates per B+

meson in Table III, respectively, translating to an overall
signal reconstruction efficiency for this particular decay
about six times lower for LHCb than for Belle.

Another feature of LHCb physics is the large produc-
tion rate of excited b-hadron states: B∗∗, B∗∗s , Λ∗∗b can
be studied in detail, as well as baryons containing both
b and s quarks, such as Ξb, Ωb, and their excited states.
These can be useful to study semitauonic decays because,
as described in Sec. III.C.3, the decay B∗∗s2 → BK can
provide access to kinematic variables in the B center-of-
mass frame via B tagging.

B. Particle reconstruction

Ground state b-hadrons—i.e. hadrons decaying only
through flavor changing electroweak currents—have life-
times of the order of one picosecond. Thus, they decay
fast enough that they must all be reconstructed from
their more stable decay products. At the same time,
they live and fly long enough so that their decay vertices
can be separated from the vertex of the primary collision
(e+e− in the case of the B factories and pp in the case of
LHCb). The reconstruction of these stable decay prod-
ucts proceeds in a similar fashion for the B factories and
the LHCb experiment, with some key differences.

1. Charged particle reconstruction

The trajectories of charged particles—‘tracks’—are re-
constructed based on the energy deposits left in the
trackers—‘hits’. The momenta of these particles are de-
termined based on the bending of these trajectories in-
duced by the magnetic fields in each detector. As shown
in Figs. 2 and 3, charged particles follow helical trajec-
tories in the B factories due to their solenoidal magnetic
fields, while in LHCb the particles are simply deflected
by the dipole magnet. In either case, charged track re-
construction proceeds with efficiencies of over 95%—for
p > 300 MeV at the B factories (Bevan et al., 2014)
and p > 5 GeV at LHCb (Aaij et al., 2015a)—and the
momentum determination is achieved with a typical res-
olution of 0.5-1%.

The reconstruction of the b-hadron secondary vertices
is of primary importance to distinguish signal from back-
ground decays, especially in LHCb. In the B facto-
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Figure 3.6: Electron identification efficiency in term of momentum in the laboratory frame for
electrons, pions, and kaons in the 0.4 < θ < 2.4 range The tracking efficiency is not included.

0 1 2 3 4

Ef
fic

ie
nc

y 
(%

)

50

60

70

80

90

+µ
-µ

0 1 2 3 4

Ef
fic

ie
nc

y 
(%

)

0

2

4

6

8

+�
-�

0 1 2 3 4

Ef
fic

ie
nc

y 
(%

)

0

1

2

3 +K
-K

plab (GeV)plab (GeV)plab (GeV)

Figure 3.7: Muon identification efficiency in term of momentum in the laboratory frame for muons,
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The value of dE/dx is the main discriminant between pions and kaons with momenta less than

800 MeV, see Fig. 3.5 left. The DIRC measurement of the Cherenkov angle θC provides further

separation between pions and kaons in the p ∈ (0.4, 4.0) GeV range (Fig. 3.5 right).

Electrons are primarily selected by the ratio of its measured EMC energy to the reconstructed

momentum, E/p. This ratio is close to unity for electrons, since most of their energy is deposited in

the EMC. This variable is combined with information on the shape of the electromagnetic shower

and dE/dx in a multivariate method that selects the electron candidates.

The performance of this selector was evaluated with Bhabha, radiative Bhabha, and e+e− →
e+e−e+e−γ events. For plab > 400 MeV, the electron reconstruction efficiency is greater than 95%

and mostly independent of momentum (Fig. 3.6 left). The pion and kaon fake rates are smaller than

1% because hadrons tend to deposit only a small fraction of its energy in the EMC.

The muon identification is also based on a multivariate method. It combines tracking information

with the measurements by the IFR, DIRC and EMC. The number of IFR layers hit is one of the

main selection variables, but the current algorithm is capable of reconstructing muons that do not

reach the IFR based on the measurements of the other subsystems.

The performance of the muon selector was evaluated with control samples of e+e− → µ+µ−(γ)

events. We choose a fairly loose selector that maximizes efficiency (greater than 80% for plab > 500

MeV) and suffers from significant fake rates, up to 9% for pions of 900 MeV (Fig. 3.7 middle). As

we will see, the tight event selection in this analysis allows us to keep the background due to muon

misidentification at manageable levels.

We reconstruct K0
S

mesons as combinations of two pions that converge to a common vertex, and

have an invariant mass in the range 491 < mπ+π− < 506 MeV.
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Figure 4 Examples of particle reconstruction performance for the BABAR detector; the performance for the Belle detector is
similar. Left: electron reconstruction efficiency. Middle: muon reconstruction efficiency. Right: Cherenkov angle measurement
for different particles species at BABAR’s Detector of internally reflected Cherenkov light (DIRC). Adapted from (Aubert et al.,
2013; Franco Sevilla, 2012).
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Figure 38: Reconstructed Cherenkov angle for isolated tracks, as a function of track momentum
in the C4F10 radiator [81]. The Cherenkov bands for muons, pions, kaons and protons are clearly
visible.

ring will generally overlap with several neighbouring rings. Solitary rings from isolated
tracks, where no overlap is found, provide a useful test of the RICH performance, since
isolated rings can be cleanly and unambiguously associated with a single track. Figure 38
shows the Cherenkov angle as a function of particle momentum using information from
the C4F10 radiator for isolated tracks selected in data (⇠ 2% of all tracks). As expected,
the events populate distinct bands according to their mass.

4.2.2 Photoelectron yield

The average number of detected photons for each track traversing the Cherenkov radiator
media, called the photoelectron yield (Npe), is another important measure of the perfor-
mance of a RICH detector. The yields for the three radiators used in LHCb are measured
in data using two di↵erent samples of events [81]. The first sample is representative of
normal LHCb data taking conditions, and consists of the kaons and pions originating from
the decay D0 ! K�⇡+, where the D0 is selected from D⇤+ ! D0⇡+ decays. The second
sample consists of low detector occupancy p p ! p p µ+µ� events, which provide a clean
track sample with very low background levels. In both samples, only high-momentum
tracks are selected, to ensure that the Cherenkov angle is close to saturation.
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Figure 36: Electron identification performances for various � log LCALO(e � h) cuts: electron
e�ciency (left) and misidentification rate (right) as functions of the track momentum.

any information from the calorimeter system (eprobe). This second electron is then used to
estimate the e�ciency of the electron ID.

The e�ciency and the misidentification rate as a function of the eprobe momentum are
presented in Figure 36 for several cuts on �logLCALO(e � h). The electron identification
e�ciency is observed to be lower for p < 10 GeV/c. As expected, the higher momenta
particles have higher misidentification rates as illustrated in Figure 36. To quantify the
typical identification performance of the entire calorimeter system, the average identification
e�ciency of electrons from the J/ ! e+e� decay in B± ! J/ K± events is (91.9±1.3)%
for a misidentification rate of (4.54 ± 0.02)% after requiring �logLCALO(e � h) > 2.

4.2 RICH system based particle identification

The primary role of the RICH system is the identification of charged hadrons (⇡, K,
p). The information provided is used both at the final analysis level, and as part of the
software trigger (see Section 5). In addition, the RICH system can contribute to the
identification of charged leptons (e, µ), complementing information from the calorimeter
and muon systems, respectively.

4.2.1 Cherenkov angle resolution

One of the primary measures of the RICH performance is �(✓C), the resolution of the
Cherenkov angle with which the photons, radiated from the particles as they traverse
the various radiator volumes, can be reconstructed. The distributions for �✓C , the
di↵erence between the reconstructed and expected photon Cherenkov angles, are shown
in Figure 37 for 2011 data, after all detector alignment and calibration procedures have
been performed [81]. The expected Cherenkov angles for each track are calculated using
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Figure 41: Top left: e�ciency of the muon candidate selection based on the matching of hits
in the muon system to track extrapolation, as a function of momentum for di↵erent pT ranges.
Other panels: misidentification probability of protons (top right), pions (bottom left), and kaons
(bottom right) as muon candidates as a function of momentum, for di↵erent pT ranges.
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Figure 5 Examples of particle reconstruction performance for the LHCb detector. Left: electron reconstruction efficiency.
Middle: muon reconstruction efficiency. Right: Cherenkov angle measurement for different particle species at LHCb’s Ring
Imaging Cherenkov detector 1 (RICH1). Adapted from (Aaij et al., 2015a).

ries (Bevan et al., 2014), the decay vertices of the short-
lived B and D mesons were reconstructed with a resolu-
tion of 60− 100 µm when they decayed inside the vertex
trackers (about 80% of the time), and 100−400 µm when
decaying outside. LHCb reconstructs the impact param-
eter of the tracks, that is, their distance to the primary
vertex in the plane transverse to the beam line, with an
impressive resolution of 45 µm for pT = 1 GeV, and down
to 15 µm for very high momenta tracks. As discussed in
Sec. III.A.2, the vertex resolution along the beam line is
of the order of 250 µm which, given the large boost of
most particles at LHCb, is sufficient to suppress prompt
background processes by multiple orders of magnitude
(Sec. IV.C.2).

For both the B factories and LHCb, charged leptons
have generically clean signatures that can be differenti-
ated from other types of particles with high efficiency.
Electrons are reconstructed from tracks that match a
cluster in the electromagnetic calorimeter with the ap-
propriate shape and energy; muons are generally iden-
tified as tracks that leave hits in the outer muon detec-
tors, with some additional inputs from the other subde-
tectors. However, the performance of the two kinds of

experiments diverges substantially in the details.
At the B factories, both electrons and muons are re-

constructed with efficiencies over 90% and with low mis-
identification rates, though the performance is generally
better for electrons (see Fig. 4 and (Aubert et al., 2013;
Franco Sevilla, 2012)). For instance, a typical 2 GeV
electron is reconstructed with 96% efficiency and 0.3%
pion misidentification probability, whereas a 2 GeV muon
would have 92% efficiency and 2.5% pion misidentifica-
tion probability. In contrast, at LHCb the electron recon-
struction is much more challenging because of the lower
granularity of the electromagnetic calorimeter and the
larger amount of material before it, compared to the
B factories. A 20 GeV electron is reconstructed with
about 90% efficiency for a misidentification rate of 2.5%,
while a muon with the same momentum would be recon-
structed with 98% efficiency for a 1% misidentification
rate (Fig. 5 and (Aaij et al., 2015a)). Additionally, the
first level of the LHCb trigger during 2010–18 is imple-
mented on hardware and does not use information from
the trackers, resulting in trigger efficiencies much lower
for electrons than muons. This limitation will be over-
come during the 2019–21 upgrade by a software-only trig-
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ger.
Finally, charged (light) hadrons are identified primar-

ily by their signatures in the Cherenkov detectors, as well
as the energy deposition in the drift chamber for low mo-
mentum particles in the B factories. The right panels
of Figs. 4 and 5 show the separation achieved for sev-
eral species of charged hadrons in some of the Cherenkov
detectors for BABAR and LHCb, respectively.

2. Neutral particle reconstruction

Another key difference between B factories and LHCb
lies in the ability to efficiently reconstruct neutral par-
ticles: primarily photons in the case of LFUV mea-
surements. The low material in front of the B-factory
calorimeters, as well as their good resolution and granu-
larities, allows them to fully reconstruct final states that
contain π0 mesons decaying to two photons—present, for
instance, via the copious D0 → K−π+π0 decay—as well
as photons, such as those coming from D∗0 → D0γ de-
cays. At LHCb, the granularity and detector material
challenges discussed above, as well as the high number of
b-hadrons, have led its LFUV measurements to (so far)
avoid of the reconstruction of final states with π0 mesons
or photons.

C. Kinematic reconstruction: The b-hadron momentum

One of the major challenges in the reconstruction of
semitauonic Hb → Hcτν decays is the determination of
the parent b-hadron momentum. This momentum is nec-
essary to measure important kinematic variables such as

the momentum transfer q2 =
(
pHb − pHc

)2 ≡
(
pτ + pν

)2
,

that is not directly accessible because of the undetected
neutrinos in the final state. In measurements involving
the τ → `νν decay, the momentum of the parent b-hadron
is further employed to reconstruct other invariants, such
as the invariant mass of the unreconstructed particles

m2
miss =

(
pHb − pHc − p`

)2
, (44)

or the energy of the charged lepton in the Hb rest frame,

E∗` = (p` · pHb)/mHb . (45)

In these leptonic-τ measurements, the signal and nor-
malization modes (Hb → Hcτν and Hb → Hc`ν, respec-
tively) are reconstructed in the same exact final state, dif-
fering only in the number of undetected neutrinos. Since
normalization events only have one neutrino, their recon-
structed m2

miss distribution is sharply peaked at zero, in
contrast to the broad m2

miss distribution of signal events.
Additionally, charged leptons in the signal events are
generated in the secondary τ decay and thus have a

Table IV Reconstruction efficiencies of some of the B tag-
ging algorithms employed by the B factories. FEI stands for
“Full event interpretation”, FR for “Full reconstruction”, and
SER for “Semi-exclusive reconstruction”. The numbers are ex-
tracted from (Keck et al., 2019; Lees et al., 2013)

B tagging Experiment Algorithm B± B0

Hadronic

Belle II FEI 0.76% 0.46%
Belle II FEI (FR channels) 0.53% 0.33%
Belle FR 0.28% 0.18%
BABAR SER 0.4% 0.2%

Semileptonic
Belle II FEI 1.80% 2.04%
Belle FR 0.31% 0.34%
BABAR SER 0.3% 0.6%

lower maximum E∗` than those arising from normaliza-
tion Hb → Hc`ν decays.

In Sec. III.C.1 we describe how the B factories take
advantage of their precisely known e+e− beam energies
to determine the momentum of the signal B in a BB
event by reconstructing the accompanying tag B. This
procedure is not available in the busier hadronic envi-
ronment of pp collisions. Instead, LHCb employs the
untagged methods detailed in Secs. III.C.2 and III.C.3.
These methods have much higher efficiency than B tag-
ging, but at the cost of significantly worse pHb resolution.

1. B tagging at the B factories

As described in Sec. III.A.1, the B factories produce B
mesons via e+e− → Υ (4S)→ BB decays. Since the mo-
menta of the colliding electron-positron beams are known
with high precision, the complete reconstruction of one
of the two B mesons (the tag B or Btag) can be used
to fully determine the momentum of the other B meson
(the signal B or Bsig), simply via pBsig

= pe+e− − pBtag
.

This “tagging” has been implemented by the B facto-
ries (Bevan et al., 2014) in the following ways:

• Hadronic B tagging : the Btag is fully reconstructed
in final states that contain a charm hadron plus a
number of pions and kaons. The full reconstruction
of the decay results in the best possible pBsig

res-
olution (11% as shown in Fig. 6) at the price of a
lower 0.2–0.8% efficiency (Table IV).

• Semileptonic B tagging : the Btag is reconstructed
in its Btag → D(∗)`ν decays. This leads to ef-
ficiencies as high as 2% thanks to the large val-
ues of the semileptonic branching fractions. The
presence of an unreconstructed neutrino, however,
results in a poor resolution of pBsig . To mitigate
this effect, analyses employing this technique ex-
ploit the full reconstruction of the collision event
and require that no unassigned charged or neutral
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Figure 6 Resolution on the q2 reconstruction in simulated
B → D∗τν decays for the different methods of estimating
the pBsig momentum. The τ vertex and Rest-Frame Ap-
proximation (RFA) methods used at LHCb are described in
Secs. III.C.2 and III.C.3, respectively. The values in paren-
theses correspond to the RMS of each distribution. The vari-
ous curves are extracted from (Aaij et al., 2015c, 2018b; Lees
et al., 2013).

particles should be present. They further avoid the
direct use of pBsig .

• Inclusive B tagging : no attempt is made to ex-
plicitly reconstruct the B decay chain. Instead, a
specific Bsig candidate is first reconstructed. The
tag side is then reconstructed using all remaining
charged and neutral particles. This leads to a high
efficiency, but also poor resolution of the tag-side
momentum.

Table IV summarizes the performance of the most ef-
ficient algorithms employed by BABAR, Belle, and Belle
II. The Belle II numbers are based on simulations.

The hadronic B tagging algorithm of BABAR is based
on the semi-exclusive reconstruction (SER) of a charmed
seed-state of a B → HcX cascade. Here Hc can either be
a charmed meson or a J/ψ particle and X is a number of
charged and neutral pions or a single kaon. Combinations
of seed mesons with different X constituents are selected
based on the purity obtained from simulated samples.

Belle uses a similar Ansatz, but relies on multivari-
ate methods (either neural networks or boosted deci-
sion trees) to distinguish correctly-reconstructed versus
wrongly-reconstructed tag candidates in a staged ap-
proach. Figure 7 illustrates this procedure for the Full
Event Interpretation (FEI) algorithm described in (Keck
et al., 2019). This algorithm reconstructs one of the
B mesons produced in the collision event using either
hadronic or semileptonic decay channels. Instead of at-
tempting to reconstruct as many B meson decay cascades
as possible, the FEI algorithm employs a hierarchical re-
construction Ansatz in several stages: at the initial stage,
boosted decision trees are trained to identify charged

FEI 3

multiplicity decay channels further complicate the re-
construction and require tight selection criteria.

Semileptonic tagging considers only semileptonic
B ! D`⌫ and B ! D⇤`⌫ decay channels [3, Section
7.4.2]. Due to the presence of a high-momentum lepton
these decay channels can be easily identified and the
semileptonic tagging usually yields a higher tag-side ef-
ficiency compared to hadronic tagging due to the large
semileptonic branching fractions. On the other hand,
the semileptonic tag will miss kinematic information
due to the neutrino in the final state of the decay.
Hence, the sample is not as pure as in the hadronic
case.

To conclude, the FEI provides a hadronic and semilep-
tonic tag for B± and B0 mesons. This enables the mea-
surement of exclusive decays with several neutrinos and
inclusive decays. In both cases the FEI provides an ex-
plicit tag-side decay chain with an associated probabil-
ity.

2 Method

The FEI algorithm follows a hierarchical approach with
six stages, visualized in Figure 2. Final-state parti-
cle candidates are constructed using the reconstructed
tracks and clusters, and combined to intermediate par-
ticles until the final B candidates are formed. The prob-
ability of each candidate to be correct is estimated by
a multivariate classifier. A multivariate classifier maps
a set of input features (e.g. the four-momentum or the
vertex position) to a real-valued output, which can be
interpreted as a probability estimate. The multivariate
classifiers are constructed by optimizing a loss-function
(e.g. the mis-classification rate) on Monte Carlo simu-
lated ⌥(4S) events and are described later in detail.

All steps in the algorithm are configurable. There-
fore, the decay channels used, the cuts employed, the
choice of the input features, and hyper-parameters of
the multivariate classifiers depend on the configuration.
A more detailed description of the algorithm and the
default configuration can be found in Keck [4] and in
the following we give a brief overview over the key as-
pects of the algorithm.

2.1 Combination of Candidates

Charged final-state particle candidates are created from
tracks assuming different particle hypotheses. Neutral
final-state particle candidates are created from clus-
ters and displaced vertices constructed by oppositely
charged tracks. Each candidate can be correct (sig-
nal) or wrong (background). For instance, a track used

Tracks Displaced Vertices Neutral Clusters

⇡
0

K
0
L

K
0
S

⇡
+

e
+

µ
+

K
+ �

D
⇤0

D
⇤+

D
⇤
s

B
0

B
+

D
0

D
+

Ds

J/ 

K
0
S

Fig. 2: Schematic overview of the FEI. The algorithm
operates on objects identified by the reconstruction
software of the Belle II detectors: charged tracks, neu-
tral clusters and displaced vertices. In six distinct
stages, these basics objects are interpreted as final-state
particles (e+, µ+, K+, ⇡+, K0

L, �) combined to form in-
termediate particles (J/ , ⇡0, K0

S, D, D⇤) and finally
form the tag-side B mesons.

to create a ⇡+ candidate can originate from a pion
traversing the detector (signal), from a kaon traversing
the detector (background) or originates from a random
combination of hits from beam-background (also back-
ground).

All candidates available at this stage are combined
to intermediate particle candidates in the subsequent
stages, until candidates for the desired B mesons are
created. Each intermediate particle has multiple possi-
ble decay channels, which can be used to create valid
candidates. For instance, a B� candidate can be created
by combining a D0 and a ⇡� candidate, or by combin-
ing a D0, a ⇡� and a ⇡0 candidate. The D0 candidate
could be created from a K� and a ⇡+, or from a K0

S

and a ⇡0.
The FEI reconstructs more than 100 explicit decay

channels, leading to O(10000) distinct decay chains.

2.2 Multivariate Classification

The FEI employs multivariate classifiers to estimate the
probability of each candidate to be correct, which can
be used to discriminate correctly identified candidates
from background. For each final-state particle and for
each decay channel of an intermediate particle, a mul-
tivariate classifier is trained which estimates the signal
probability that the candidate is correct. In order to
use all available information at each stage, a network

Figure 7 Schematic illustration of the FEI algorithm. From
(Keck et al., 2019).

tracks and neutral energy depositions as detector sta-
ble particles (e+, µ+, K+, π+, K0

L, γ). At the following
stages, these candidate particles are combined into com-
posite particles (π0, K0

S) and later heavier meson candi-
dates (J/ψ, D0, D+, Ds). For each target final state,
a boosted decision tree is trained to identify probable
candidates. The input features are the classifier outputs
of the previous stages, vertex fit probabilities, and the
four-momenta. Similarly candidates for D∗0, D∗+, and
D∗s mesons are formed. At the final stage, all the infor-
mation of the previous stages is combined to assess the
viability of a Btag candidate. The Full Reconstruction
(FR) algorithm uses a very similar approach but based
on neural networks instead of BDTs. A more detailed
description can be found in (Feindt et al., 2011). The
performance of the FEI algorithm on early Belle II data
is discussed in (Abudinén et al., 2020).

In the future deep learning or graph-based network ap-
proaches might allow further increases in the reconstruc-
tion efficiency of algorithms like FEI at Belle II (Boeckh,
2020; Keck, 2017).

2. τ → π−π+π−ν vertex reconstruction at LHCb

At the LHC, the energies of the partons whose colli-
sions produce the bb pairs are not known, so it is not
possible to derive the 4-momentum of one b-hadron from
the reconstruction of the other. However, by taking ad-
vantage of the excellent vertexing capabilities of LHCb,
in the case that the τ lepton decays to at least three
charged particles, the momentum of the parent b-hadron
in Hb → Hc,uτν events can still be precisely determined
up to a discrete ambiguity. This procedure was estab-
lished in 2018 by the hadronic-τ measurement ofR(D∗+)
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Table XI Relative uncertainties in percent for the muonic
R(D⇤) measurement by LHCb.

Contribution Uncertainty [%]

Simulated sample size 6.2

Misidentified µ bkg. 4.8

B ! D⇤⇤l�⌫ bkg. 2.1

Signal/norm. FFs 1.9

Hardware trigger 1.8

DD bkg. 1.5

MC/data correction 1.2

Combinatorial bkg. 0.9

PID 0.9

Total systematic 8.9

Total statistical 8.0

Total 12.0

B0 →D*−τ +ντ

π −

π +

π +

ντ

D0

B0

π −

p

PV

p

B0 →D*−τ +ντ
π −K +

τ +

Δz > 4σ Δz

ντ

Figure 14 Topology of the signal decay. A requirement on
the distance between the 3⇡ and the B0 vertices along the
beam direction to be greater than four times its uncertainty
is applied.

is initially very large. However, this background can be1666

reduced by four orders of magnitude using the fact that,1667

due to the finite ⌧ lifetime, the 3⇡ vertex will lie down-1668

stream of the B vertex, in contrast with the typical topol-1669

ogy where the 3⇡ vertex sits at the B vertex. This dis-1670

tinctive detached topology is illustrated on Fig. 14. The1671

remaining background will consists of B decays to double1672

charm which when one of the charm particles decays to1673

3⇡ has the same topology. Figure 15 shows the distribu-1674

tion of the detachment significance �z/�z for the three1675

event categories. The experimental challenge consists167616771678

therefore in the precise measurement of the position of1679

these vertices. This is ideally done at the LHCb where B1680

hadrons are produced with a large boost, around 40, lead-1681

ing to extremely clean separation of the secondary from1682

primary vertex, and of the tertiary vertex from secondary1683

vertex. The primary vertex reconstruction is based on1684

the reconstruction of about 100 tracks from the p-p inter-1685

action and its locations is therefore known to an excellent1686

precision around 10 µC. The 3⇡ vertex of a ⌧ decay is1687

known to about 150 µC along the z-direction, and the B1688

vertex, defined as the intersection of the D⇤ and ⇡ line of1689

flight to a similar precision. The key variable ,�z/⌃�z,1690

provides therefore an extremely clean separation between1691

the majority of the B decays where the 3⇡ tracks are1692

produced at the B vertex (called prompt 3⇡ events here-1693

after), and those coming from double charm of ⌧ decays1694

where the ⇡ are detached from the beam (Fig. 15). In1695

order to obtain the maximum rejection against prompt1696

3⇡ events, it is necessary to reject the various sources1697

that can fake a detached 3 ⇡ vertex: presence of a un-1698

correlated vertex in the beam pipe due to beam gas or1699

di↵ractive event, or in the beam pipe or at larger ra-1700

dius due to interaction in the material, events where the1701

D⇤ and the three-⇡ system are attached to two di↵er-1702

ent primary vertices. To reject fake detached vertices,1703

where the D⇤ and the 3⇡ come from the two di↵erent1704

B-hadrons present in the event, strict charge isolation is1705

required and candidates are kept only if there is only one1706

candidate per event. In addition, it is required that the1707

D⇤ 3⇡ system points back to its primary vertex within1708

20 mrad.1709

After these selection requirements, the resulting 3⇡1710

mass spectrum (Fig.16 exhibits some distinctive features,1711

a very clean D+
s peak , a smaller D+ signal, a very small1712

tail above the D+
s mass indicating the small level of com-1713

binatoric events, and a significant drop above 1.4 GeV/c2,1714

due to the end of phase space for the decays D! K3⇡,1715

which can be used to control the D0 and D+ components.1716

The number of candidates coming from D+
s decays is17171718

about 30 times larger than the observed exclusive decays1719

of D+
s in exactly 3⇡. D+

s decays proceed mainly to ⌘,1720

⌘0,! and � mesons, as spectators and a ⇡, a ⇢ or a a1 at1721

the virtual W vertex. The 3⇡ final state is therefore very1722

common and represents about 30% of the D+
s decays,1723

two-thirds with only 3⇡,and one-third with 5⇡. Unfortu-1724

nately, the branching fractions of many of these modes1725

are not yet measured or not measured with a good pre-1726

cision. The BES-III experiment ((Ablikim et al., 2010))1727

can perform all these measurements quite well taking ad-1728

vantage of the e+e� ! D+
s D⇤⌥

s channel, taking data at1729

this threshold. The min(m⇡+⇡�) distribution (Fig.17)1730

zΔσz/Δ
8− 4− 0 4 8 12 16 20

C
an

di
da

te
s /

 0
.1

1

10

210

310

410

→
LHCb simulation

)Xπππ*DPrompt (
)DX*DDouble-charm (

)ντ*DSignal (

Figure 15 Distribution of the distance between the B0 ver-
tex and the 3⇡ vertex along the beam direction, divided by
its uncertainty, obtained using simulation. The vertical line
shows the 4� requirement used in the analysis to reject the
prompt background component.
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Figure 8 Reconstructed topologies for the B → D∗τν decays
in the hadronic-τ (top) and muonic-τ (bottom) measurements
of R(D∗+) at LHCb (Aaij et al., 2015c, 2018b). The filled
circles correspond to the reconstructed vertices, and solid lines
to reconstructed particles. “PV” refers to the primary vertex,
∆z the distance in the z-direction between the B0 (or D∗+)
and the τ− vertices, and α to the angle between the beam
axis and the momemtum of the B0 meson.

with τ → π+π+π−ν (Aaij et al., 2018b). 7

In general, about 100 tracks arise from a primary ver-
tex (PV) within a pp collision at LHCb, such that the
location of this vertex can be measured to an excellent
precision of around 10 µm along the beam direction. In
B0 → D∗+τ−ντ events with the D∗+ meson decaying
promptly via the D∗+ → D0π+ strong decay, the D0 ver-
tex can be reconstructed as the intersection of its kaon
and pion daughters with a 150 µm precision along the z
direction (Aaij et al., 2018b) (see Fig. 8 top). The ver-
tex for the τ → π−π+π−ν decay can be measured to a
200 µm precision. Due to the very small angle between
the directions of the bachelor pion produced in the D∗+

decay and the reconstructed D0, their intersection has
poor precision and is not used in the determination of
the position of the B0 vertex. Instead, this position is
estimated with a ∼1 mm resolution as the intersection of
the D∗+ and τ trajectories, where the τ line of flight is
approximated by the π−π+π− direction. Thanks to the
large boost of b-hadrons at LHCb, βγ ∼ 50, these three
vertices are well separated and determine the directions
of flight of the B0 meson and τ lepton momenta—the
unit vectors p̂B and p̂τ , respectively—with fairly good
precision.

With p̂τ known and the π−π+π− hadronic state fully
reconstructed, the τ energy can be determined up to
a two-fold ambiguity, arising from the solution of the

7 The channel τ → π−π+π−ν always includes contributions from
the τ → π−π+π−π0(π0)ν channels, unless specified otherwise.

quadratic relation (pτ − pπππ)2 = 0. This result, when
further combined with p̂B and the full reconstruction of
the D∗+, in turn allows the determination of the B mo-
mentum up to a four-fold ambiguity from the quadratic
(pB − pD∗ − pτ )2 = 0. The resulting overall q2 resolution
is around 19%.

3. Rest frame approximation with τ → µνν at LHCb

It is not possible to reconstruct the τ vertex when
the τ lepton is identified by its 1-prong τ → µνν de-
cay (Fig. 8 bottom). Thus, semitauonic measurements
at LHCb that make use of this decay mode estimate the
momentum of the b-hadron via the rest frame approx-
imation (RFA) instead. This procedure assumes that
the proper velocity of the Hb hadron along the z-axis—
the beam axis—is the same as for the reconstructed
charm-muon system, µHc. This leads to the relation-
ship (pHb)z/mHb = (pµHc)z/mµHc . Since the direction of
flight of the b-hadron can be determined by the displace-
ment of the Hb decay vertex from the primary vertex,
the Hb momentum can then be estimated via

|pHb | =
mHb

mµHc

(pµHc)z
√

1 + tan2 α , (46)

where α is the angle between the Hb direction of flight
and the z axis, as shown in Fig. 8.

In the highly boosted regime of LHCb, the RFA is
a fairly good approximation that leads to an adequate
overall q2 resolution of about 22% (see Fig. 6), albeit
with a long tail on the positive side and some bias. It is
worth noting that this resolution is highly q2-dependent,
varying between 34% for q2 < 5 GeV2 to 7% at q2 >
9 GeV2.

In general, semitauonic measurements at LHCb that
make use of the hadronic-τ reconstruction will have bet-
ter precision for the reconstruction of kinematic distri-
butions than muonic-τ measurements. In contrast, the
latter may have a better ultimate precision in the deter-
mination of the ratiosR(Hc) because they do not depend
on external branching fractions in the normalization of
the signal Hb → Hcτν decays, such as those used in
Eq. (53) below.

In the future, LHCb may be able to improve the preci-
sion on the b-hadron momentum reconstructrion by tak-
ing advantage of the large samples of b-hadrons that will
be collected over the next decade and a half. For in-
stance, the reconstruction of B+ mesons arising from
B∗s2 → B+K− decays allows for a higher-precision de-
termination of the B+ kinematics by constraining the
invariant mass of the B+K− system to the known B∗s2
mass, but it comes at the price of a less than 1% re-
construction efficiency. This technique has already been
successfully employed to reconstruct B− → D(∗,∗∗)0µ−ν̄µ
decays (Aaij et al., 2019b), and could be in the future ap-
plied to semitauonic decays as well.
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IV. EXPERIMENTAL TESTS OF LEPTON FLAVOR
UNIVERSALITY

The decay B → D∗τν was first observed in 2007 by
the Belle collaboration (Matyja et al., 2007), and sub-
sequent measurements by BABAR (Aubert et al., 2008)
and Belle (Adachi et al., 2009; Bozek et al., 2010) found
evidence for B → Dτν decays as well. These measure-
ments all saw values of R(D(∗)) that exceeded the SM
expectations, but the significance of these excesses was
low due to the large uncertainties involved in these early
results: above 20% for R(D∗) and over 30% for R(D).
All of these measurements have now been superseded, so
they will not be further discussed in this review.

The first evidence for an excess of B → D(∗)τν decays
was reported by BABAR in 2012 (Lees et al., 2012), a
measurement that also included the first observation of
B → Dτν decays. Similar excesses have been reported
since by the Belle (Caria et al., 2020; Hirose et al., 2018;
Huschle et al., 2015; Sato et al., 2016) and LHCb ex-
periments (Aaij et al., 2015c, 2018b). The persistent na-
ture of these anomalies has spurred wide interest in semi-
tauonic decays and, as a result, other channels that pro-
ceed via b→ uτν or different b→ cτν transitions are be-
ing studied. Two such results have been published so far:
Belle’s search for B → πτν decays (Hamer et al., 2016)
and LHCb’s measurement of R(J/ψ ) (Aaij et al., 2018a).
The first measurements of the polarization of some of the
decay products have been reported by Belle (Abdesselam
et al., 2019; Sato et al., 2016) as well.

In this section we describe the key features of all of
these measurements regarding their event selection, back-
ground determination, main uncertainties, and signal ex-
traction. The following subsections group the various re-
sults according to their b-hadron tagging method which,
as we saw in Sec. III.C, can be employed to determine the
momentum of the parent b-hadron and has a substantial
impact on the approach to determine the signal yields
and on the composition of the background contributions.
Table V shows an overview of the results and the subsec-
tions where they are discussed. Additionally, the section
following this one (Sec. V) offers a deeper dive into the
various sources of systematic uncertainty to which these
measurements are subject, as well the prospects for its
reduction. Sec. VI provides combinations of the various
R(D(∗)) results and comparisons of all the observables
with their respective SM predictions.

There exist, in addition, several measurements of the
inclusive B → Xc τν rate that we will not cover in this
section. These comprise LEP measurements of b →
Xτν (Abbiendi et al., 2001; Abreu et al., 2000; Acciarri
et al., 1994, 1996; Barate et al., 2001), that require as-

Table V Summary of the different results covered by this re-
view, classified by the measured observable and the deployed
method. The references for each experiment are given at the
bottom of the table; the relevant sections of this review are
provided below each result.

Obs. Method

Hadronic tag Semilep. tag Untagged

R(D)

0.440(58)(42)Ba12 0.307(37)(16)B20

IV.A.1 IV.B.1

0.375(64)(26)B15a

IV.A.1

R(D∗)

0.332(24)(18)Ba12 0.302(30)(11)B16b 0.336(27)(30)L15

IV.A.1 IV.B.1 IV.C.1

0.293(38)(15)B15a 0.283(18)(14)B20 0.280(18)(25)(13)L18b

IV.A.1 IV.B.1 IV.C.2

0.270(35)
(+28)

(−25)
B17

IV.A.1

Pτ (D∗) −0.38(51)
(21)

(16)
B17

IV.D.1

FL,τ (D∗) 0.60(8)(4)B19

IV.D.2

R(J/ψ ) 0.71(17)(18)L18a

IV.C.3

R(π) 1.05(51)B16a

IV.A.2

Ba12 BABAR (Lees et al., 2012, 2013), with ρ = −0.31.
B15a Belle (Huschle et al., 2015), with ρ = −0.50.
B16a Belle (Hamer et al., 2016), when combined with world-averaged

Br(B → π`ν).
L15 LHCb (Aaij et al., 2015c).
B16b Belle (Sato et al., 2016).
B17 Belle (Hirose et al., 2017, 2018), with single-prong τ hadronic decays.
L18a LHCb (Aaij et al., 2018a).
L18b LHCb (Aaij et al., 2018b), with τ → π+π+π−ν updated taking into

account the latest HFLAV average of B(B0 → D∗+`ν) = 5.08± 0.02±
0.12)%. The third uncertainty is from external branching fractions.

B19 Belle (Abdesselam et al., 2019), using inclusive tagging.
B20 Belle (Caria et al., 2020), with ρ = −0.52.

sumptions about cancellation of hadronization effects in
order to be interpreted as B → X τν measurements, and
a recent result (Hasenbusch, 2018) that is unpublished.
A comparison of the predicted and measured rates from
inclusive and exclusive semitauonic decays is presented
in Sec. VI.C.

A. B-factory measurements with hadronic tags

This section describes some of the most recent semi-
tauonic results involving hadronic B tags: the mea-
surements of B → D(∗)τν decays by BABAR (Lees
et al., 2012, 2013) and Belle (Huschle et al., 2015) in
Sec. IV.A.1, as well as a 2015 search for B → πτν de-
cays by Belle (Hamer et al., 2016) in Sec. IV.A.2. An
additional measurement of B → D(∗)τν decays by Belle
involving hadronic tags focused on the polarization of the
τ lepton (Hirose et al., 2017, 2018), and is described in
Sec. IV.D.
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1. R(D(∗)) with τ → `νν

The BABAR experiment published the first high-
precision measurement of R(D(∗)) based on their full
dataset of 471× 106 BB pairs in 2012 (Lees et al., 2012,
2013). The Belle experiment followed in 2015 with an
analysis of their 772×106 BB pair dataset (Huschle et al.,
2015), employing a similar strategy. In both cases, signal
B → D(∗)τν and normalization B → D(∗)`ν decays are
selected by the same particles in the final state: a D or
D∗ meson, and a charged light lepton ` = e or µ. In the
case of signal events, the light lepton ` comes from the
secondary τ → `νν decay, which leads to two additional
neutrinos in the final state and a typically lower lepton
momentum. The D mesons are reconstructed by combi-
nations of K+, K0

S , π+, and π0 mesons with invariant
masses close to the nominal D0 and D+ masses, covering
25–35% of the total D branching fractions. The heavier
D∗ mesons are identified by the D∗+ → D0π+, D+π0

and D∗0 → D0π0, D0γ decays.
In order to separate signal from normalization decays

as well as to reduce background contributions, the event
is also required to have a fully reconstructed hadronic
Btag and no additional tracks; see Sec. III.C.1. As de-
scribed there, the reconstruction efficiency of the Btag

is only ≈ 0.3%, but it allows these measurements to
accurately determine the 4-momentum of the signal B,
which in turn is used to calculate the momentum transfer
q2 = (pBsig

− pD(∗))2 and the missing momentum of the
unreconstructed neutrinos pmiss = pBsig − pD(∗) − p` =
pe+e− − pBtag − pD(∗) − p`. The invariant missing mass
m2

miss = p2
miss peaks at zero for the one-neutrino normal-

ization events, but has a broad distribution at positive
values for signal events with three neutrinos in the final
state.

A key variable to further reduce background contri-
butions is EECL: the sum of the energy deposits in the
calorimeter which are not associated with the tag or sig-
nal B decays. Events involving signal and normalization
decays have all their visible final state particles recon-
structed, but background decays to D∗∗ mesons (among
others) can enter the signal selection when their daugh-
ter π0 mesons or photons are unassigned. Both BABAR
and Belle feed EECL to multivariate classifiers that are
trained to reject these background contributions. In the
case of BABAR, the output of the classifier, a boosted
decision tree, is required to have a minimum value for
the event to be selected. As we describe below, Belle fits
the output distributions of the classifier (from a neural
network) directly. Finally, only events with q2 > 4 GeV2

are selected, a requirement that takes advantage of the
momentum transfer of signal events being kinematically
constrained to lie above m2

τ = 3.16 GeV2.
The number of signal, normalization, and background

events in each of the D0`, D+`, D∗0`, and D∗+` data
samples is determined by maximum likelihood fits to

Table VI Comparison of the total yields extracted by the
isospin-constrained fits from BABAR (Lees et al., 2012) and
Belle (Huschle, 2015). The “ε ratio” column corresponds to
the ratio of the Belle to the BABAR fitted yields normalized
by the datasets, 471 million of BB pairs for BABAR and 772
million for Belle.

Sample Contribution BABAR Belle ε ratio

D`

B → Dτν 489 320 0.40

B → D`ν 2981 3147 0.64

B → D∗∗lν 506 239 0.29

Other bkg. 1033 2005 1.18

D∗`

B → D∗τν 888 503 0.35

B → D∗`ν 11953 12045 0.61

B → D∗∗lν 261 153 0.36

Other bkg. 404 2477 3.74

the observed data distributions. The ratios of yields for
the isospin-related contributions—e.g., D0` versus D+`
or D∗0` versus D∗+`—are constrained by the known
branching fractions and simulated relative efficiencies.
BABAR employs an additional fit without these con-
straints that checks the consistency with the expected
percent-level degree of isospin breaking. The probabil-
ity distribution functions (PDFs) that describe each of
the contributions are taken from Monte Carlo simula-
tions that make use of the CLN form factor parametriza-
tion (Sec. II.C.2) for the signal and normalization modes,
LLSW (Leibovich et al., 1997) for B → D∗∗lν decays,8

and other (phase-space based) models augmented with
corrections from data control samples for the rest of the
background contributions. Additional assumptions on
the D∗∗ branching fractions are described in Sec. V.C.2.

The BABAR analysis employs a two-dimensional fit
to the m2

miss and the charged lepton energy in the B
rest frame, E∗` , while Belle fits the m2

miss distribution for
m2

miss < 0.85 GeV2 and the output of the classifier at
high m2

miss. Figure 9 shows some of the relevant pro-
jections for both fits. The narrow peaks in Fig. 9(a-b),
including that of the feed-down B → D∗`ν decays recon-
structed in the D` sample with a broader m2

miss distri-
bution, illustrate the power of hadronic tagging in dis-
criminating signal from normalization decays. Table VI
shows a comparison of their fitted yields. Although the
Belle dataset is 64% larger, the signal yields are about
40% smaller due to the lower reconstruction efficiency.
The differences in the background yields are primarily
due to BABAR placing a requirement on the multivariate
classifier and Belle fitting its output instead.

The most challenging background contribution arises
from B → D∗∗`ν and B → D∗∗τν decays. The B →

8 As a reminder, throughout this review l stands for e, µ, or τ ,
and ` for e or µ.
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VI. FIT PROCEDURE

As explained above, the low-M2
miss region is dominated

by the lepton normalization and has essentially no sensi-
tivity to the tau signal; in contrast, the high-M2

miss region,
where the tau signal is concentrated, exhibits little dis-
crimination power in M2

miss between the tau signal and the
other backgrounds—in particular, the D!! background.
Therefore, we fit simultaneously the M2

miss distribution
below 0.85 GeV2=c4 to constrain the lepton normalization
and lepton cross-feed yields and a neural-network output
oNB above 0.85 GeV2=c4 to constrain the yields of the
other components. (In fact, all components are fit in both
regions.) The partition at M2

miss ¼ 0.85 GeV2=c4 mini-
mizes the expected uncertainty on RðDÞ and RðD!Þ.

The aforementioned neural network is trained for each of
the four data samples with simulated events to distinguish
the tau signal from the backgrounds in the high-M2

miss
region: mainly D!! background but also the wrong-charge
cross-feed, fake lepton, Ds decay, and rest components.
The neural network incorporates M2

miss and several other
observables that provide the desired signal-to-background
separation. The most powerful observable is EECL, the
unassociated energy in the ECL that aggregates all clusters
that are not associated with reconstructed particles (includ-
ing bremsstrahlung). A nonzero EECL value indicates a
missing physical process in the event, such as a decay mode
with a π0 in which only a single daughter photon is
reconstructed. Two additional network inputs are q2 and
p!
l; their additional discriminating power is limited by their

strong correlation with M2
miss. Other input variables, which

provide marginally more discrimination, are the number of
unassigned π0 candidates with jSγγj < 5.0; the cosine of the
angle between the momentum and vertex displacement of
the Dð!Þ meson; and the decay-channel identifiers of the B
and Dð!Þ mesons.
For use in the fit, the neural-network output oNB is

transformed into

TABLE II. Yields for the fixed components in the four data
samples.

Dþl− D0l− D!þl− D!0l−

Fake Dð!Þ 350 1330 180 2220
Fake l 20.9 69 13.7 12.9
Ds decay 22.0 112 21.0 20.7
Rest 23.6 77 4.3 4.2
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FIG. 1 (color online). Fit projections and data points with statistical uncertainties in the Dþl− (top) and D0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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o0NB ≡ log
oNB − omin

omax − oNB
; ð7Þ

where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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VI. FIT PROCEDURE

As explained above, the low-M2
miss region is dominated

by the lepton normalization and has essentially no sensi-
tivity to the tau signal; in contrast, the high-M2

miss region,
where the tau signal is concentrated, exhibits little dis-
crimination power in M2

miss between the tau signal and the
other backgrounds—in particular, the D!! background.
Therefore, we fit simultaneously the M2

miss distribution
below 0.85 GeV2=c4 to constrain the lepton normalization
and lepton cross-feed yields and a neural-network output
oNB above 0.85 GeV2=c4 to constrain the yields of the
other components. (In fact, all components are fit in both
regions.) The partition at M2

miss ¼ 0.85 GeV2=c4 mini-
mizes the expected uncertainty on RðDÞ and RðD!Þ.

The aforementioned neural network is trained for each of
the four data samples with simulated events to distinguish
the tau signal from the backgrounds in the high-M2

miss
region: mainly D!! background but also the wrong-charge
cross-feed, fake lepton, Ds decay, and rest components.
The neural network incorporates M2

miss and several other
observables that provide the desired signal-to-background
separation. The most powerful observable is EECL, the
unassociated energy in the ECL that aggregates all clusters
that are not associated with reconstructed particles (includ-
ing bremsstrahlung). A nonzero EECL value indicates a
missing physical process in the event, such as a decay mode
with a π0 in which only a single daughter photon is
reconstructed. Two additional network inputs are q2 and
p!
l; their additional discriminating power is limited by their

strong correlation with M2
miss. Other input variables, which

provide marginally more discrimination, are the number of
unassigned π0 candidates with jSγγj < 5.0; the cosine of the
angle between the momentum and vertex displacement of
the Dð!Þ meson; and the decay-channel identifiers of the B
and Dð!Þ mesons.
For use in the fit, the neural-network output oNB is

transformed into

TABLE II. Yields for the fixed components in the four data
samples.

Dþl− D0l− D!þl− D!0l−

Fake Dð!Þ 350 1330 180 2220
Fake l 20.9 69 13.7 12.9
Ds decay 22.0 112 21.0 20.7
Rest 23.6 77 4.3 4.2
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FIG. 1 (color online). Fit projections and data points with statistical uncertainties in the Dþl− (top) and D0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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o0NB ≡ log
oNB − omin

omax − oNB
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where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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FIG. 2 (color online). Fit projections and data points with statistical uncertainties in theD%þl− (top) andD%0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
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where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by
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The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
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miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.

)4/c2(GeV2
missM

0.2− 0 0.2 0.4 0.6 0.8

E
ve

nt
s

50

100

150

200

250

300
ντ D*→B

ν D*l→B

other BG

ν D**l→B

'NBo
8− 6− 4− 2− 0 2 4 6

E
ve

nt
s

5

10

15

20

25

)4/c2(GeV2
missM

0.2− 0 0.2 0.4 0.6 0.8

E
ve

nt
s

100

200

300

400

500

'NBo
8− 6− 4− 2− 0 2 4 6

E
ve

nt
s

20

40

60

80

100

FIG. 2 (color online). Fit projections and data points with statistical uncertainties in theD%þl− (top) andD%0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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The simultaneous fit over all four data samples has
twelve free parameters: the lepton normalization yield per
sample, the lepton cross-feed yield per Dl− sample, the
D!! background yield per sample, and the branching-
fraction ratios RðDÞ and RðD!Þ. Here, we assume isospin
symmetry and use the same RðDÞ and RðD!Þ parameters
for the B̄0 and B− samples.

VII. CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evaluated
using sets of 500 pseudoexperiments and show no signifi-
cant bias in any measured quantity. These are used also to
test the influence on the fit result of the value of M2

miss ¼
0.85 GeV2=c4 that is used to partition the samples:
variation of this value reduces the precision of the fit result
but does not introduce any bias.
Further tests address the compatibility of the simulated

and recorded data. To test resolution modelling, we use a
sample of events with q2 < 3.5 GeV2=c2, dominated by
B̄ → Dð!Þl−ν̄l decays. As theD!! background is one of the
most important components—with a large potential for

flaws in its modeling—we evaluate its distributions in more
depth by reconstructing a data sample with enriched B̄ →
D!!l−ν̄l content by requiring a signal-like event but with
an additional π0. The background-enriched data samples
are fit individually in four dimensions separately: M2

miss,
M2

miss;no π0 , EECL, and p!
l, where M2

miss;no π0 is the missing
mass of the candidate, calculated without the additional π0.
The shapes of the components are extracted from simulated
data. In each of the four Dð!Þl−π0 samples, consistent
yields are obtained from the fits to all four variables,
indicating that the simulation describes faithfully the
distribution in all tested dimensions.

VIII. RESULTS

The fit to the entire data sample gives

RðDÞ ¼ 0.375% 0.064 ð10Þ

RðD!Þ ¼ 0.293% 0.038; ð11Þ

corresponding to a yield of 320 B̄ → Dτ−ν̄τ and 503 B̄ →
D!τ−ν̄τ events; the errors are statistical. Projections of the
fit are shown in Figs. 1 and 2. The high-M2

miss distributions
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o0NB ≡ log
oNB − omin

omax − oNB
; ð7Þ

where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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IV.B - Hadronic tag fits

(c)BaBar BaBar

Figure 9 Projections of the signal fits for the BABAR (Lees et al., 2012) and Belle (Huschle et al., 2015) measurements of

R(D(∗)) with hadronic tagging. (a-b) Full m2
miss projections of the BABAR fit showing the normalization components for

the D` and D∗` samples (combination of D(∗)0` and D(∗)+`). (c-d) m2
miss projections of the BABAR fit focusing on the

signal contributions at high m2
miss. (e-h) Full projections of the fit to the neural network output o′NB by Belle in the region

m2
miss > 0.85 GeV2 for the four D(∗)` samples.

D∗∗`ν processes are estimated in control samples with
the same selection as the signal samples, except for the
addition of a π0 meson. In these control samples, decays
of the form B → D(∗)π0`−ν` have values of m2

miss close to
zero, so that their yields are easily determined with fits to
this variable. This fit is performed simultaneously with
the fits to the signal samples, and the B → D∗∗lν con-
tribution to both is linked by the ratio of expected yields
taken from the simulation. Additional backgrounds from
continuum and combinatorial B processes are estimated
from data control samples, and are fixed in the fits.

Table VII summarizes all the sources of uncertainty
in the measured R(D(∗)) ratios by both analyses. The
largest uncertainties come from the B → D∗∗lν contri-
butions and the limited size of the simulated samples
(“MC stats”). The latter uncertainty affects primarily
the PDFs describing the kinematic distributions of all
the components in the fit. The branching fraction ratios
are calculated as

R(D(∗)) =
Nsig

Nnorm

εnorm

εsig
, (47)

where Nsig and Nnorm are the number of signal and nor-
malization events determined by the fit, respectively, and
εsig/εnorm is the ratio of efficiencies taken from simula-
tion. Since the signal and normalization decays are re-
constructed with the same particles in the final state,
many uncertainties cancel in the ratio leading to a rela-
tively small 2–3% overall uncertainty on this quantity.

Table VIII shows the results from the BABAR and Belle
analyses, which are compatible within uncertainties. The
isospin-unconstrained results from BABAR (Table XIX
in Sec. VI.A) show good agreement with the expected
percent-level degree of isospin breaking. The total uncer-
tainty onR(D(∗)) in these measurements is dominated by

Table VII Summary of the relative uncertainties for the
BABAR (Lees et al., 2012) and Belle (Huschle et al., 2015)

measurements of R(D(∗)) with hadronic tagging.

Result Contribution

Uncertainty [%]

RatioBABAR Belle

Sys. Stat. Sys. Stat.

R(D)

B → D∗∗lν 5.8 4.4 0.76

MC stats 5.7 4.4 0.78

B → Dlν 2.5 3.3 1.30

Other bkg. 3.9 0.7 0.18

Particle ID 0.9 0.5 0.54

Total systematic 9.6 7.1 0.74

Total statistical 13.1 17.1 1.31

Total 16.2 18.5 1.14

R(D∗)

B → D∗∗lν 3.7 3.4 0.90

MC stats 2.8 3.6 1.31

B → D∗lν 1.0 1.3 1.31

Other bkg. 2.3 0.7 0.29

Particle ID 0.9 0.5 0.54

Total systematic 5.6 5.2 0.93

Total statistical 7.1 13.0 1.83

Total 9.0 14.0 1.56

Table VIII Results of the BABAR (Lees et al., 2012) and

Belle (Huschle et al., 2015) measurements of R(D(∗)) with
hadronic tagging. The first uncertainty is statistical and the
second systematic.

Result BABAR Belle

R(D) 0.440± 0.058± 0.042 0.375± 0.064± 0.026

R(D∗) 0.332± 0.024± 0.018 0.293± 0.038± 0.015
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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increases up to 8% for large values of tan!=mH! , and, as
we noted earlier, its uncertainty increases due to the larger
dispersion of the weights in the 2HDM reweighting.

The variation of the fitted signal yields as a function of
tan!=mH! is also shown in Fig. 19. The sharp drop in the
!B ! D"" !#" yield at tan!=mH! # 0:4 GeV"1 is due to
the large shift in the m2

miss distribution which occurs when

the Higgs contribution begins to dominate the total rate.
This shift is also reflected in the q2 distribution and, as we
will see in the next section, the data do not support it. The
change of the !B ! D$"" !#" yield, mostly caused by the
correlation with the !B ! D"" !#" sample, is much smaller.
Figure 20 compares the measured values of RðDÞ and

RðD$Þ in the context of the type II 2HDM to the theoretical
predictions as a function of tan!=mH! . The increase in the
uncertainty on the signal PDFs and the efficiency ratio as a
function of tan!=mH! are taken into account. Other sources
of systematic uncertainty are kept constant in relative terms.
The measured values of RðDÞ and RðD$Þ match the

predictions of this particular Higgs model for tan!=mH! ¼
0:44!0:02GeV"1 and tan!=mH! ¼ 0:75! 0:04 GeV"1,
respectively. However, the combination of RðDÞ and
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FIG. 16 (color online). mES distributions before (left) and after (center) subtraction of normalization of background events, and
lepton momentum distributions after this subtraction (right) for events with m2

miss > 1:5 GeV2 scaled to the results of the isospin-
constrained fit. The B0 and Bþ samples are combined. See Fig. 15 for a legend.
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FIG. 17 (color online). Representation of $2 [Eq. (33)] in the
RðDÞ-RðD$Þ plane. The white cross corresponds to the mea-
sured RðDð$ÞÞ, and the black cross to the SM predictions. The
shaded bands represent one standard deviation each.
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‘j projections of the
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FIG. 19 (color online). Left: Variation of the !B ! D"" !#"

(top) and !B ! D$"" !#" (bottom) efficiency in the 2HDM with
respect to the SM efficiency. The band indicates the increase on
statistical uncertainty with respect to the SM value. Right:
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The simultaneous fit over all four data samples has
twelve free parameters: the lepton normalization yield per
sample, the lepton cross-feed yield per Dl− sample, the
D!! background yield per sample, and the branching-
fraction ratios RðDÞ and RðD!Þ. Here, we assume isospin
symmetry and use the same RðDÞ and RðD!Þ parameters
for the B̄0 and B− samples.

VII. CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evaluated
using sets of 500 pseudoexperiments and show no signifi-
cant bias in any measured quantity. These are used also to
test the influence on the fit result of the value of M2

miss ¼
0.85 GeV2=c4 that is used to partition the samples:
variation of this value reduces the precision of the fit result
but does not introduce any bias.
Further tests address the compatibility of the simulated

and recorded data. To test resolution modelling, we use a
sample of events with q2 < 3.5 GeV2=c2, dominated by
B̄ → Dð!Þl−ν̄l decays. As theD!! background is one of the
most important components—with a large potential for

flaws in its modeling—we evaluate its distributions in more
depth by reconstructing a data sample with enriched B̄ →
D!!l−ν̄l content by requiring a signal-like event but with
an additional π0. The background-enriched data samples
are fit individually in four dimensions separately: M2

miss,
M2

miss;no π0 , EECL, and p!
l, where M2

miss;no π0 is the missing
mass of the candidate, calculated without the additional π0.
The shapes of the components are extracted from simulated
data. In each of the four Dð!Þl−π0 samples, consistent
yields are obtained from the fits to all four variables,
indicating that the simulation describes faithfully the
distribution in all tested dimensions.

VIII. RESULTS

The fit to the entire data sample gives

RðDÞ ¼ 0.375% 0.064 ð10Þ

RðD!Þ ¼ 0.293% 0.038; ð11Þ

corresponding to a yield of 320 B̄ → Dτ−ν̄τ and 503 B̄ →
D!τ−ν̄τ events; the errors are statistical. Projections of the
fit are shown in Figs. 1 and 2. The high-M2

miss distributions
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IV.A - Hadronic tag checks

We compare the measured RðDð"ÞÞ to the calculations
based on the SM,

RðDÞexp ¼ 0:440% 0:072

RðD"Þexp ¼ 0:332% 0:030;

RðDÞSM ¼ 0:297% 0:017

RðD"ÞSM ¼ 0:252% 0:003;

and observe an excess over the SM predictions for RðDÞ
and RðD"Þ of 2:0! and 2:7!, respectively. We combine
these two measurements in the following way

"2 ¼ ð!;!"Þ
!2

exp þ!2
th #!exp!

"
exp

#!exp!
"
exp !"2

exp þ!"2
th

 !'1 !

!"

 !
; (33)

where !ð"Þ ¼ RðDð"ÞÞexp 'RðDð"ÞÞth, and # is the total
correlation between the two measurements, #ðRðDÞ;
RðD"ÞÞ ¼ '0:27. Since the total uncertainty is dominated
by the experimental uncertainty, the expression in Eq. (33)
is expected to be distributed as a "2 distribution for two

degrees of freedom. Figure 17 shows this distribution in the
RðDÞ-RðD"Þ plane. The contours are ellipses slightly
rotated with respect to the RðDÞ-RðD"Þ axes, due to the
nonzero correlation.
For the assumption that RðDð"ÞÞth ¼ RðDð"ÞÞSM, we

obtain "2 ¼ 14:6, which corresponds to a probability of
6:9( 10'4. This means that the possibility that the mea-
sured RðDÞ and RðD"Þ both agree with the SM predic-
tions is excluded at the 3:4! level [43]. Recent calculations
[7,8,44,45] have resulted in values ofRðDÞSM that slightly
exceed our estimate. For the largest of those values, the
significance of the observed excess decreases to 3:2!.

B. Search for a charged Higgs

To examine whether the excess in RðDð"ÞÞ can be
explained by contributions from a charged Higgs boson
in the type II 2HDM, we study the dependence of the fit
results on tan$=mH% .
For 20 values of tan$=mH% , equally spaced in the

½0:05; 1:00* GeV'1 range, we recalculate the eight signal
PDFs, accounting for the charged Higgs contributions as
described in Sec. II. Figure 18 shows the m2

miss and jp"
‘j

projections of the D0%& ) D0‘ PDF for four values of
tan$=mH% . The impact of charged Higgs contributions on
the m2

miss distribution mirrors those in the q2 distribution,
see Fig. 3, because of the relation

m2
miss ¼ ðpeþe' ' pBtag

' pDð"Þ ' p‘Þ2 ¼ ðq' p‘Þ2;

The changes in the jp"
‘j distribution are due to the change

in the % polarization.
We recalculate the value of the efficiency ratio "sig="norm

as a function of tan$=mH% (see Fig. 19). The efficiency
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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We compare the measured RðDð"ÞÞ to the calculations
based on the SM,

RðDÞexp ¼ 0:440% 0:072

RðD"Þexp ¼ 0:332% 0:030;

RðDÞSM ¼ 0:297% 0:017

RðD"ÞSM ¼ 0:252% 0:003;

and observe an excess over the SM predictions for RðDÞ
and RðD"Þ of 2:0! and 2:7!, respectively. We combine
these two measurements in the following way

"2 ¼ ð!;!"Þ
!2

exp þ!2
th #!exp!

"
exp

#!exp!
"
exp !"2

exp þ!"2
th

 !'1 !

!"

 !
; (33)

where !ð"Þ ¼ RðDð"ÞÞexp 'RðDð"ÞÞth, and # is the total
correlation between the two measurements, #ðRðDÞ;
RðD"ÞÞ ¼ '0:27. Since the total uncertainty is dominated
by the experimental uncertainty, the expression in Eq. (33)
is expected to be distributed as a "2 distribution for two

degrees of freedom. Figure 17 shows this distribution in the
RðDÞ-RðD"Þ plane. The contours are ellipses slightly
rotated with respect to the RðDÞ-RðD"Þ axes, due to the
nonzero correlation.
For the assumption that RðDð"ÞÞth ¼ RðDð"ÞÞSM, we

obtain "2 ¼ 14:6, which corresponds to a probability of
6:9( 10'4. This means that the possibility that the mea-
sured RðDÞ and RðD"Þ both agree with the SM predic-
tions is excluded at the 3:4! level [43]. Recent calculations
[7,8,44,45] have resulted in values ofRðDÞSM that slightly
exceed our estimate. For the largest of those values, the
significance of the observed excess decreases to 3:2!.

B. Search for a charged Higgs

To examine whether the excess in RðDð"ÞÞ can be
explained by contributions from a charged Higgs boson
in the type II 2HDM, we study the dependence of the fit
results on tan$=mH% .
For 20 values of tan$=mH% , equally spaced in the

½0:05; 1:00* GeV'1 range, we recalculate the eight signal
PDFs, accounting for the charged Higgs contributions as
described in Sec. II. Figure 18 shows the m2

miss and jp"
‘j

projections of the D0%& ) D0‘ PDF for four values of
tan$=mH% . The impact of charged Higgs contributions on
the m2

miss distribution mirrors those in the q2 distribution,
see Fig. 3, because of the relation

m2
miss ¼ ðpeþe' ' pBtag

' pDð"Þ ' p‘Þ2 ¼ ðq' p‘Þ2;

The changes in the jp"
‘j distribution are due to the change

in the % polarization.
We recalculate the value of the efficiency ratio "sig="norm

as a function of tan$=mH% (see Fig. 19). The efficiency
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IV.A - Hadronic tag q2

spectrum of !B ! D!!" !"! decays is largely independent
of tan#=mH# .

The measured q2 spectra agree with the SM expecta-
tions within the statistical uncertainties. For !B ! D!" !"!

decays, there might be a small shift to lower values,
which is indicated by the increase in the p value for
tan#=mH# ¼ 0:30 GeV"1. As we showed in Sec. II B,
the average q2 for tan#=mH# ¼ 0:30 GeV"1 shifts to
lower values because the charged Higgs contribution to
!B ! D!" !"! decays, which always proceeds via an
S-wave, interferes destructively with the SM S-wave.
As a result, the decay proceeds via an almost pure
P-wave and is suppressed at large q2 by a factor of p2

D,
thus improving the agreement with data. The negative
interference suppresses the expected value of RðDÞ as
well, however, so the region with small tan#=mH# is
excluded by the measured RðDÞ.

The two favored regions in Fig. 22 with SR þ SL (
"1:5 correspond to tan#=mH# ¼ 0:45 GeV"1 for !B !
D!" !"! decays. However, as we saw in Fig. 3, the charged
Higgs contributions dominate !B ! D!" !"! decays for
values of tan#=mH# > 0:4 GeV"1 and the q2 spectrum
shifts significantly to larger values. The data do not
appear to support this expected shift to larger values
of q2.

To quantify the disagreement between the measured
and expected q2 spectra, we conservatively estimate the
systematic uncertainties that impact the distributions shown
in Fig. 23 (Appendix). Within these uncertainties, we find
the variation that minimizes the $2 value of those distribu-
tions. Table IX shows that, as expected, the conservative

uncertainties give rise to large p values in most cases.
However, the p value is only 0.4% for !B ! D!" !"! decays
and tan#=mH# ¼ 0:45 GeV"1. Given that this value of
tan#=mH# corresponds to SR þ SL ("1:5, we exclude
the two solutions at the bottom of Fig. 22 with a significance
of at least 2:9%.
The other two solutions corresponding to SR þ SL ( 0:4

do not impact the q2 distributions of !B ! D!" !"! to the
same large degree, and, thus, we cannot exclude them with
the current level of uncertainty. However, these solutions
also shift the q2 spectra to larger values due to the
S-wave contributions from the charged Higgs boson, so
the agreement with the measured spectra is worse than in
the case of the SM. This is also true for any other solutions
corresponding to complex values of SR and SL.
On the other hand, contributions to !B ! D!" !"! decays

proceeding via P-wave tend to shift the expected q2

spectra to lower values. Thus, NP processes with spin 1
could simultaneously explain the excess in RðDð!ÞÞ
[21,45] and improve the agreement with the measured q2

distributions.
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TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the systematic
uncertainties.

!B ! D!" !"!
!B ! D!!" !"!

SM 83.1% 98.8%
tan#=mH# ¼ 0:30 GeV"1 95.7% 98.9%
tan#=mH# ¼ 0:45 GeV"1 0.4% 97.9%
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D0l− samples and the D!þl− and D!0l− samples are
combined to increase the available statistics, then the full
procedure is repeated using the assumptions for the τ signal
in a type II 2HDM model with tan β=mHþ ¼ 0.5c2=GeV.
Figure 8 shows the measured background-subtracted and
efficiency-corrected q2 distributions for the SM and the NP
point. As the signal yields are not extracted from fits to
individual q2 bins, the data distribution depends slightly on
the signal model; the signal model can affect the back-
ground yields in the fit to uncorrected data, which are then
subtracted. A χ2 test shows that both hypotheses are
compatible with our data with p-values for the SM
distribution of 64% (Dτ−ν̄τ) and 11% (D!τ−ν̄τ), and for
the NP distribution of 53% (Dτ−ν̄τ) and 49% (D!τ−ν̄τ).

XI. CONCLUSION

We present a measurement of the relative branching
ratios RðDð!ÞÞ of B̄ → Dð!Þτ−ν̄τ to B̄ → Dð!Þl−ν̄l using the
full ϒð4SÞ data recorded with the Belle detector. The
results are

RðDÞ ¼ 0.375& 0.064ðstatÞ & 0.026ðsystÞ
RðD!Þ ¼ 0.293& 0.038ðstatÞ & 0.015ðsystÞ:

In comparison to our previous preliminary results [9],
which are superseded by this measurement, we utilize a

more sophisticated fit strategy with an improved handling
of the background from B̄ → D!!l−ν̄l events, impose an
isospin constraint, and exploit a much higher tagging
efficiency. By these methods, we reduce the statistical
uncertainties by about a third and the systematic uncer-
tainties by more than a half.
Our result lies between the SM expectation and the

most recent measurement from the BABAR collaboration
[11] and is compatible with both. It is also compatible
with a 2HDM of type II in the region around
tan β=mHþ ¼ 0.5c2=GeV, as illustrated in Figs. 7 and 8.
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FIG. 8 (color online). Background-subtracted q2 distributions of the τ signal in the region ofM2
miss > 0.85 GeV2=c4. The distributions

are efficiency corrected and normalized to the fitted yield. The error bars show the statistical uncertainties. The histogram is the
respective expected distribution from signal MC. Left: Standard Model result, right: Type-II 2HDM result with
tan β=mHþ ¼ 0.5c2=GeV, top: B̄ → Dτ−ν̄τ, bottom: B̄ → D!τ−ν̄τ
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spectrum of !B ! D!!" !"! decays is largely independent
of tan#=mH# .

The measured q2 spectra agree with the SM expecta-
tions within the statistical uncertainties. For !B ! D!" !"!

decays, there might be a small shift to lower values,
which is indicated by the increase in the p value for
tan#=mH# ¼ 0:30 GeV"1. As we showed in Sec. II B,
the average q2 for tan#=mH# ¼ 0:30 GeV"1 shifts to
lower values because the charged Higgs contribution to
!B ! D!" !"! decays, which always proceeds via an
S-wave, interferes destructively with the SM S-wave.
As a result, the decay proceeds via an almost pure
P-wave and is suppressed at large q2 by a factor of p2

D,
thus improving the agreement with data. The negative
interference suppresses the expected value of RðDÞ as
well, however, so the region with small tan#=mH# is
excluded by the measured RðDÞ.

The two favored regions in Fig. 22 with SR þ SL (
"1:5 correspond to tan#=mH# ¼ 0:45 GeV"1 for !B !
D!" !"! decays. However, as we saw in Fig. 3, the charged
Higgs contributions dominate !B ! D!" !"! decays for
values of tan#=mH# > 0:4 GeV"1 and the q2 spectrum
shifts significantly to larger values. The data do not
appear to support this expected shift to larger values
of q2.

To quantify the disagreement between the measured
and expected q2 spectra, we conservatively estimate the
systematic uncertainties that impact the distributions shown
in Fig. 23 (Appendix). Within these uncertainties, we find
the variation that minimizes the $2 value of those distribu-
tions. Table IX shows that, as expected, the conservative

uncertainties give rise to large p values in most cases.
However, the p value is only 0.4% for !B ! D!" !"! decays
and tan#=mH# ¼ 0:45 GeV"1. Given that this value of
tan#=mH# corresponds to SR þ SL ("1:5, we exclude
the two solutions at the bottom of Fig. 22 with a significance
of at least 2:9%.
The other two solutions corresponding to SR þ SL ( 0:4

do not impact the q2 distributions of !B ! D!" !"! to the
same large degree, and, thus, we cannot exclude them with
the current level of uncertainty. However, these solutions
also shift the q2 spectra to larger values due to the
S-wave contributions from the charged Higgs boson, so
the agreement with the measured spectra is worse than in
the case of the SM. This is also true for any other solutions
corresponding to complex values of SR and SL.
On the other hand, contributions to !B ! D!" !"! decays

proceeding via P-wave tend to shift the expected q2

spectra to lower values. Thus, NP processes with spin 1
could simultaneously explain the excess in RðDð!ÞÞ
[21,45] and improve the agreement with the measured q2

distributions.
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FIG. 23 (color online). Efficiency corrected q2 distributions for !B ! D!" !"! (top) and !B ! D!!" !"! (bottom) events with m2
miss >

1:5 GeV2 scaled to the results of the isospin-constrained fit. Left: SM. Center: tan#=mH# ¼ 0:30 GeV"1. Right: tan#=mH# ¼
0:45 GeV"1. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The B0 and
Bþ samples are combined and the normalization and background events are subtracted. The distributions are normalized to the number
of detected events. The uncertainty on the data points includes the statistical uncertainties of data and simulation. The values of $2 are
based on this uncertainty.

TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the systematic
uncertainties.

!B ! D!" !"!
!B ! D!!" !"!

SM 83.1% 98.8%
tan#=mH# ¼ 0:30 GeV"1 95.7% 98.9%
tan#=mH# ¼ 0:45 GeV"1 0.4% 97.9%
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Figure 11 Efficiency corrected q2 distributions for B → Dτν (top) and B → D∗τν (bottom) events with m2
miss > 0.85 GeV2

(a-b) and m2
miss > 1.5 GeV2 (c-f). The shaded distributions correspond to the SM expectations in (a-d) and a Type-II 2HDM

with tanβ/mH± = 0.45 GeV−1 in (e-f), the value that reproduces the value of R(D) measured by BABAR. The χ2 values are
calculated based on the statistical uncertainties only. Adapted from (Huschle et al., 2015; Lees et al., 2013).

the statistical uncertainty, so the much larger data sam-
ples expected to be collected by Belle II should improve
these results significantly.

Thorough checks of the stability of these results were
performed, including separate fits to the muon and elec-
tron samples, to the various running periods, and to
samples modified selection requirements varying the sig-
nal over background ratio, S/B, from 1.27 to 0.27. In
all cases, results were compatible with the nominal re-
sult. Additionally, a number of kinematic distributions
of signal-enriched samples were compared with the fitted
SM signal plus background model and found good agree-
ment overall. Figure 10 shows the distributions for the

energy substituted mass mES =
√
E2

beam − p2
tag, which

peaks at the B mass for correctly reconstructed events,
and EECL. In both cases, the distributions are consistent
with the fitted signal events to be coming from B mesons
with no additional unreconstructed particles in the event.

Finally, Fig. 11 shows the measured efficiency-
corrected q2 distributions for B → D(∗)τν decays and
finds good agreement with the SM expectations. The
measured distributions are also compared in panels (e-f)
with the expectations from the Type-II two-Higgs dou-
blet model (2HDM) with tanβ/mH± = 0.45 GeV−1,
which proceeds primarily via a scalar mediator. The
BABAR analysis recalculates the signal PDFs, reweight-
ing the light lepton momentum to approximately account
for the changes in helicity, for each value of tanβ/mH±

and fits the data again, so the data points in Fig. 11
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(c-d) are somewhat different from those in panels (e-f)
due to the slightly different background and signal cross-
feed subtraction. Including systematic uncertainties, this
benchmark model is excluded at greater than 95% confi-
dence level.

2. Search for B → πτν decays

Charmless semitauonic decays offer an interesting, in-
dependent probe of LFUV to complement the excesses
observed in various R(D(∗)) measurements. Although
they involve different four-Fermi operators, and are CKM
suppressed, they also offer access to third generation
semileptonic decays in an experimental setting with very
different background composition. The most promising
candidate for a first observation is the B → πτν channel.
Further, even modest precision could already strongly
constrain new physics models involving scalar mediators
such as the Type-II 2HDM (Bernlochner, 2015).

A first limit on the branching fraction of this decay was
obtained by Belle in 2015 (Hamer et al., 2016), which
followed a similar strategy to that employed by Belle’s
hadronic tag measurement of R(D(∗)). For the B → πτν
analysis, Btag mesons are selected only when the best
candidate is compatible with the decay of a neutral B
meson. In order to boost the reconstructed number of
B → πτν signal decays, both electronic τ → eνν as well
as hadronic one-prong τ → πν and τ → ρν decays were
included in the reconstruction. The signal side is thus
required to have at most two oppositely charged tracks,
with one of those tracks having a particle identification
compatible with an electron in the case of τ → eνν de-
cays. For the ρ+ → π+π0 reconstruction, neutral pion
candidates, which are not used in the tag-reconstruction,
are constructed from neutral energy depositions in the
calorimeter. If multiple ρ candidates exist, the one with
a mass closest to the nominal ρ mass is kept. In order to
reduce background from B → Xc`ν decays, events with
KL candidates are vetoed. Such candidates are identified
by a cluster in the outer KL-and-muon detector (KLM in
Fig. 2) with no energy depositions in the electromagnetic
calorimeter near the flight path of the KL candidate.

With all particles assigned to either the tag or sig-
nal side, EECL can be reconstructed from the remaining
neutral clusters in the collision event. To further reduce
backgrounds, three boosted decision trees are trained:
one for each probed τ decay mode. The input variables
are:

• The four-momenta of all signal particles

• q2 as calculated from the tag-side B meson four-
momentum and the signal-side pion with the high-
est momentum; for signal decays q2 ≥ m2

τ , whereas
for backgrounds lower values are possible.

Table IX Summary of the relative uncertainties for the mea-
surement of B → πτν decays by Belle (Hamer et al., 2016).

Contribution
Uncertainty [%]

Sys. Stat.

B → Xc`ν 2.2

Signal modeling 1.8

Tagging calibration 4.6

KL veto 3.2

Particle ID 2.4

Bkg. modeling 4.4

Other 3.2

Total systematic 8.3

Total statistical 48

Total 49

• m2
miss; for signal decays we expect a higher missing

mass because of the additional neutrinos in the final
state.

Requirements on the classifier outputs are chosen to se-
lect signal events such that each channel has an opti-
mal statistical sensitivity. The resulting number of sig-
nal events is then extracted via a simultaneous fit of the
respective EECL distributions. The post-fit distributions
are shown in Fig. 12. The measurement quotes an upper
limit of B(B → πτν) < 2.5× 10−4 at 90% CL. This can
be converted to a value of

R(π) = 1.05± 0.51 , (48)

which is compatible with the SM expectation of
R(π)SM = 0.641± 0.016 (Bernlochner, 2015).

Table IX shows an overview of the systematic uncer-
tainties of the result. The largest systematic uncertain-
ties stem from the tagging calibration, as the measure-
ment was not carried out as a ratio with respect to the
light-lepton mode. The KL veto, used to reduce the
background from CKM favored semileptonic decays, in-
troduces a large uncertainty due to the poorly known KL

reconstruction efficiency.

B. Belle measurements with semileptonic tags

1. R(D(∗)) with τ → `νν

The first measurement of R(D∗) using semileptonic
tagging was performed by Belle (Sato et al., 2016), a
result that was subsequently superseded by Belle’s com-
bined measurement of R(D) and R(D∗) in 2020 (Caria
et al., 2020). This analysis employs the FEI algorithm
(described in Sec. III.C.1) to efficiently identify semilep-
tonic B meson decays of the second B meson (Btag) in
the event. This allows for the full identification of all
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FIG. 3: Distributions of EECL in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1 � p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5 ⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧

�
< 2.8 ⇥ 10�4. This result is the first

result on B
�
B0 ! ⇡�⌧+⌫⌧

�
and is in good agreement

with the SM prediction.
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the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1 � p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5 ⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
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IV.A - Hadronic tag B → π τ ν 

τ+ → e+ντνe τ+ → π+ντ τ+ → ρ+ντ
Belle Belle Belle

Figure 12 Signal fit for the Belle measurement of B → πτν decays, adapted from (Hamer et al., 2016). The EECL distributions
for the three reconstructed τ decay modes are shown: (left) τ → eνν, (middle) τ → πν, and (right) τ → ρν.

particles and decay cascades in the collision event and
the reliable reconstruction of EECL, the unassigned en-
ergy in the calorimeter, as already defined in Sec. IV.A.
Tag-side B → D(∗)`ν decays are selected by exploiting
the observable

cos θB,D(∗)` ≡
2EbeamED(∗)` −m2

B −m2
D(∗)`

2|pB ||pD(∗)`|
, (49)

in which the energies and momenta, E and p, are all
defined in the centre-of-mass (CM) frame—the Υ (4S)
rest frame—of the colliding beams. In particular, note
that ED(∗)` and pD(∗)` are the energy and momentum
of the D(∗)` system, respectively, and that in this frame
Ebeam = EB . For B → D(∗)`ν decays with a single final
state neutrino, which satisfy (pB − pD(∗)`)

2 = m2
ν ' 0,

the definition of cos θB,D∗` corresponds to the cosine of
the angle between the tag B meson and D(∗)` system in
the CM frame. Thus, for correctly reconstructed tag-side
B → D(∗)`ν decays, the right hand side of Eq. (49) falls
in the physical region such that −1 ≤ cos θB,D∗` ≤ 1
(with a tail towards negative values due to final state
radiation). However, for incorrectly reconstructed tag-
side decays such as B → D∗∗`ν or semitauonic B →
D(∗)τ(→ `νν)ν decays, the right hand side of Eq. (49)
will typically produce large negative values due to the
absent term (pB − pD(∗)`)

2/2|pB ||pD(∗)`| > 0, needed for
cos θB,D(∗)` to represent a physical cosine: see Fig. 1
of (Sato et al., 2016). Including finite resolution ef-
fects, a requirement of cos θB,D∗` ∈ [−2, 1] thus captures
most tag B → D(∗)`ν decays, while strongly suppressing
B → D∗∗`ν and B → D(∗)τ(→ `νν)ν decays.

On the signal side, lepton candidates are combined
with D and D∗ meson candidates. The decay modes used
for the D0 and D+ account for about 30% and 22%, re-
spectively, of the overall decay branching fractions. To
further improve the reconstruction, a decay vertex fit of
the D daughter particles is carried out. The D∗+ is re-
constructed using both charged and neutral slow pion
candidates, and for the D∗ 0 neutral slow pion candidates
and photons are used. The selection is refined by apply-
ing requirements on the masses of these candidates and

other variables that are optimized to maximize the sta-
tistical significance of the final result. In case several
tag and signal-side candidates can be reconstructed, the
candidate combination with the highest tagging classi-
fier output from the FEI, and on the signal side with the
best D vertex fit probability, is selected. Events with ad-
ditional unassigned charged particles or displaced tracks
are rejected. At this stage, all signal and tag-side parti-
cles are identified and EECL can be reconstructed. Here,
only clusters in the barrel, forward region and backward
region with energies greater than 50, 100, and 150 MeV,
respectively are included. For correctly reconstructed
normalization and signal decays, one expects no unas-
signed neutral depositions in the detector and that EECL

peaks at zero with a tail towards positive values due to
reconstruction mistakes on the tag-side, and to a lesser
extent due to beam-background depositions and noise in
the calorimeter.

To separate signal and normalization mode decays, a
boosted decision tree is trained with the following distin-
guishing features ranked in order of importance:

• Signal side cos θB,D∗`: for normalization mode de-
cays this variable will be in the physical range of
[−1, 1], whereas for the signal mode large negative
values are expected.

• Approximate missing mass squared, m2
miss (more

details in Sec. III.C): the additional two neutri-
nos from the τ decay will produce on average a
larger missing invariant mass than the normaliza-
tion mode.

• The total visible energy Evis =
∑
iEi of all recon-

structed particles i in the event: the two additional
neutrinos from the signal mode also will reduce the
visible energy observed in the detector in contrast
to the normalization mode.

The classifier output Osig is then directly fitted along
with the EECL of the event to disentangle signal, nor-
malization, and background contributions. This is done
by exploiting the isospin relations between the charged
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IV.B - Semileptonic tag signal fit
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FIG. 1. EECL fit projections and data points with statistical uncertainties in the D
+
`
�

(top left), D
0
`
�

(top right), D
⇤+
`
�

(bottom left) and D
⇤0
`
�

(bottom right) samples, for the full classifier region. The signal region, defined by the selection
Ocls > 0.9, is shown in the inset.

of the tagging algorithm between data and MC simula-
tion.

The EECL projections of the fit are shown in Fig. 1.
The fit finds R(D) = 0.307±0.037 and R(D⇤) = 0.283±
0.018, where the error is statistical.

To estimate various systematic uncertainties contribut-

ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the
value and uncertainty of the parameter. For each varia-
tion, we repeat the fit. The associated systematic uncer-
tainty is taken as the standard deviation of the resulting
distribution of fitted results. The systematic uncertain-
ties are listed in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty. The uncertainties
on the branching fraction of B ! D⇤⇤`⌫` are assumed to
be ±6% for D1, ±10% for D⇤

2 , ±83% for D0
1, and ±100%

for D⇤
0 , while the uncertainties on each of the D⇤⇤ de-

cay branching fractions are conservatively assumed to be

±100%.

A large systematic uncertainty arises from the limited
size of the MC samples. Firstly, this is reflected in the un-
certainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake

D(⇤) events, B ! D⇤⇤`⌫`, feed-down, and other back-
grounds by generating toy MC samples from the nominal
PDFs according to Poisson statistics, and then repeating
the fit with the new PDFs. Secondly, the reconstruc-
tion e�ciency of feed-down events, together with the ef-
ficiency ratio of signal to normalization events, are varied
within their uncertainties, which are limited by the size
of the MC samples as well.

The e�ciency factors for the fake D(⇤) and Btag re-
construction are calibrated using collision data. The un-
certainties on these factors are a↵ected by the size of
the samples used in the calibration. We vary the factors
within their errors and extract associated systematic un-
certainties.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-

cel out in the R(D(⇤)) ratios. This is due to the dif-
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of the tagging algorithm between data and MC simula-
tion.

The EECL projections of the fit are shown in Fig. 1.
The fit finds R(D) = 0.307±0.037 and R(D⇤) = 0.283±
0.018, where the error is statistical.

To estimate various systematic uncertainties contribut-

ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the
value and uncertainty of the parameter. For each varia-
tion, we repeat the fit. The associated systematic uncer-
tainty is taken as the standard deviation of the resulting
distribution of fitted results. The systematic uncertain-
ties are listed in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
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on the branching fraction of B ! D⇤⇤`⌫` are assumed to
be ±6% for D1, ±10% for D⇤

2 , ±83% for D0
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0 , while the uncertainties on each of the D⇤⇤ de-

cay branching fractions are conservatively assumed to be
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A large systematic uncertainty arises from the limited
size of the MC samples. Firstly, this is reflected in the un-
certainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake
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grounds by generating toy MC samples from the nominal
PDFs according to Poisson statistics, and then repeating
the fit with the new PDFs. Secondly, the reconstruc-
tion e�ciency of feed-down events, together with the ef-
ficiency ratio of signal to normalization events, are varied
within their uncertainties, which are limited by the size
of the MC samples as well.

The e�ciency factors for the fake D(⇤) and Btag re-
construction are calibrated using collision data. The un-
certainties on these factors are a↵ected by the size of
the samples used in the calibration. We vary the factors
within their errors and extract associated systematic un-
certainties.

The e↵ect of the lepton e�ciency and fake rate, as
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of the tagging algorithm between data and MC simula-
tion.

The EECL projections of the fit are shown in Fig. 1.
The fit finds R(D) = 0.307±0.037 and R(D⇤) = 0.283±
0.018, where the error is statistical.

To estimate various systematic uncertainties contribut-

ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the
value and uncertainty of the parameter. For each varia-
tion, we repeat the fit. The associated systematic uncer-
tainty is taken as the standard deviation of the resulting
distribution of fitted results. The systematic uncertain-
ties are listed in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty. The uncertainties
on the branching fraction of B ! D⇤⇤`⌫` are assumed to
be ±6% for D1, ±10% for D⇤

2 , ±83% for D0
1, and ±100%
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0 , while the uncertainties on each of the D⇤⇤ de-

cay branching fractions are conservatively assumed to be

±100%.

A large systematic uncertainty arises from the limited
size of the MC samples. Firstly, this is reflected in the un-
certainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake

D(⇤) events, B ! D⇤⇤`⌫`, feed-down, and other back-
grounds by generating toy MC samples from the nominal
PDFs according to Poisson statistics, and then repeating
the fit with the new PDFs. Secondly, the reconstruc-
tion e�ciency of feed-down events, together with the ef-
ficiency ratio of signal to normalization events, are varied
within their uncertainties, which are limited by the size
of the MC samples as well.

The e�ciency factors for the fake D(⇤) and Btag re-
construction are calibrated using collision data. The un-
certainties on these factors are a↵ected by the size of
the samples used in the calibration. We vary the factors
within their errors and extract associated systematic un-
certainties.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-
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of the tagging algorithm between data and MC simula-
tion.

The EECL projections of the fit are shown in Fig. 1.
The fit finds R(D) = 0.307±0.037 and R(D⇤) = 0.283±
0.018, where the error is statistical.

To estimate various systematic uncertainties contribut-

ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the
value and uncertainty of the parameter. For each varia-
tion, we repeat the fit. The associated systematic uncer-
tainty is taken as the standard deviation of the resulting
distribution of fitted results. The systematic uncertain-
ties are listed in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty. The uncertainties
on the branching fraction of B ! D⇤⇤`⌫` are assumed to
be ±6% for D1, ±10% for D⇤

2 , ±83% for D0
1, and ±100%

for D⇤
0 , while the uncertainties on each of the D⇤⇤ de-

cay branching fractions are conservatively assumed to be

±100%.

A large systematic uncertainty arises from the limited
size of the MC samples. Firstly, this is reflected in the un-
certainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake

D(⇤) events, B ! D⇤⇤`⌫`, feed-down, and other back-
grounds by generating toy MC samples from the nominal
PDFs according to Poisson statistics, and then repeating
the fit with the new PDFs. Secondly, the reconstruc-
tion e�ciency of feed-down events, together with the ef-
ficiency ratio of signal to normalization events, are varied
within their uncertainties, which are limited by the size
of the MC samples as well.

The e�ciency factors for the fake D(⇤) and Btag re-
construction are calibrated using collision data. The un-
certainties on these factors are a↵ected by the size of
the samples used in the calibration. We vary the factors
within their errors and extract associated systematic un-
certainties.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-

cel out in the R(D(⇤)) ratios. This is due to the dif-
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of the tagging algorithm between data and MC simula-
tion.

The EECL projections of the fit are shown in Fig. 1.
The fit finds R(D) = 0.307±0.037 and R(D⇤) = 0.283±
0.018, where the error is statistical.

To estimate various systematic uncertainties contribut-

ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the
value and uncertainty of the parameter. For each varia-
tion, we repeat the fit. The associated systematic uncer-
tainty is taken as the standard deviation of the resulting
distribution of fitted results. The systematic uncertain-
ties are listed in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty. The uncertainties
on the branching fraction of B ! D⇤⇤`⌫` are assumed to
be ±6% for D1, ±10% for D⇤

2 , ±83% for D0
1, and ±100%

for D⇤
0 , while the uncertainties on each of the D⇤⇤ de-

cay branching fractions are conservatively assumed to be

±100%.

A large systematic uncertainty arises from the limited
size of the MC samples. Firstly, this is reflected in the un-
certainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake

D(⇤) events, B ! D⇤⇤`⌫`, feed-down, and other back-
grounds by generating toy MC samples from the nominal
PDFs according to Poisson statistics, and then repeating
the fit with the new PDFs. Secondly, the reconstruc-
tion e�ciency of feed-down events, together with the ef-
ficiency ratio of signal to normalization events, are varied
within their uncertainties, which are limited by the size
of the MC samples as well.

The e�ciency factors for the fake D(⇤) and Btag re-
construction are calibrated using collision data. The un-
certainties on these factors are a↵ected by the size of
the samples used in the calibration. We vary the factors
within their errors and extract associated systematic un-
certainties.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-

cel out in the R(D(⇤)) ratios. This is due to the dif-
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of the tagging algorithm between data and MC simula-
tion.

The EECL projections of the fit are shown in Fig. 1.
The fit finds R(D) = 0.307±0.037 and R(D⇤) = 0.283±
0.018, where the error is statistical.

To estimate various systematic uncertainties contribut-

ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the
value and uncertainty of the parameter. For each varia-
tion, we repeat the fit. The associated systematic uncer-
tainty is taken as the standard deviation of the resulting
distribution of fitted results. The systematic uncertain-
ties are listed in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty. The uncertainties
on the branching fraction of B ! D⇤⇤`⌫` are assumed to
be ±6% for D1, ±10% for D⇤

2 , ±83% for D0
1, and ±100%

for D⇤
0 , while the uncertainties on each of the D⇤⇤ de-

cay branching fractions are conservatively assumed to be

±100%.

A large systematic uncertainty arises from the limited
size of the MC samples. Firstly, this is reflected in the un-
certainty of the PDF shapes. To estimate this contribu-
tion, we recalculate PDFs for signal, normalization, fake

D(⇤) events, B ! D⇤⇤`⌫`, feed-down, and other back-
grounds by generating toy MC samples from the nominal
PDFs according to Poisson statistics, and then repeating
the fit with the new PDFs. Secondly, the reconstruc-
tion e�ciency of feed-down events, together with the ef-
ficiency ratio of signal to normalization events, are varied
within their uncertainties, which are limited by the size
of the MC samples as well.

The e�ciency factors for the fake D(⇤) and Btag re-
construction are calibrated using collision data. The un-
certainties on these factors are a↵ected by the size of
the samples used in the calibration. We vary the factors
within their errors and extract associated systematic un-
certainties.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-

cel out in the R(D(⇤)) ratios. This is due to the dif-
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D+ℓ D*+ℓ
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Figure 13 Projection of the signal fit for the Belle measurement of R(D(∗)) using semileptonic tagging, adapted from (Caria
et al., 2020). The four panels correspond to the four reconstruction categories: (top left) D0`, (top right) D∗0`, (bottom left)
D+`, (bottom right) D∗+`. The signal enriched regions, obtained by a cut on a multivariate classifier, are shown in the inset
figures. The uncertainties are only statistical.

and neutral final states for the normalization and signal
contributions, i.e. fixing R(D(∗) 0) = R(D(∗) +). The
free parameters of the fit are the yields for the signal,
normalization, B → D∗∗lν, and feed-down from D(∗)`
components. The yields of other background contribu-
tions from continuum and B meson decays are kept fixed
to their expectation values.

Figure 13 shows the full post-fit projections of EECL as
well as those in the signal enriched region of Osig > 0.9.
The final results are

R(D) = 0.307± 0.037 (stat)± 0.016 (syst) , (50)

R(D∗) = 0.283± 0.018 (stat)± 0.014 (syst) , (51)

with the first error being statistical and the second
from systematic uncertainties, and an anti-correlation of
ρ = −0.52 between both values. The measurement is
the most precise determination of these ratios to date
and shows a good compatibility with the SM expecta-
tion (Table I).

Table X summarizes the relative systematic and sta-
tistical uncertainties on R(D) and R(D∗). The limited
size of the simulated sample, used to define the fit tem-
plates and to train the multivariate selection, results in
the dominant systematic uncertainty. Uncertainties from
lepton efficiencies and fake rates cancel only to some ex-
tent in the measured ratios because of the large differ-
ences in the momentum spectra of signal and normal-
ization decays. This leads to a sizeable uncertainty of
the efficiency ratios εsig/εnorm. Uncertainties from the
B → D∗∗lν background are less dominant.

Table X Summary of the relative uncertainties for the Belle
measurement of R(D(∗)) using semileptonic tagging (Caria
et al., 2020).

Result Contribution
Uncertainty [%]

Sys. Stat.

R(D)

B → D∗∗`ν̄` 0.8

PDF modeling 4.4

Other bkg. 2.0

εsig/εnorm 1.9

Total systematic 5.2

Total statistical 12.1

Total 13.1

R(D∗)

B → D∗∗`ν̄` 1.4

PDF modeling 2.3

Other bkg. 1.4

εsig/εnorm 4.1

Total systematic 4.9

Total statistical 6.4

Total 8.1

C. LHCb untagged measurements

The measurement of decays with multiple neutrinos in
the final state is especially challenging at hadron colliders
given the typically smaller signal-to-background ratios
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compared to the B-factories and the inability to effec-
tively reconstruct a tag b-hadron to constrain the kine-
matics of the signal decay. These difficulties have been
overcome by taking advantage of the large data samples
of b-hadrons produced in high-energy pp collisions and by
cleverly estimating the kinematics of the signal b-hadron
based on the particles that can be reconstructed. The
measurements described in Secs. IV.C.1 and IV.C.3 make
use of the relatively clean muonic decays of the τ lepton
to limit the background contributions and estimate the
B or Bc kinematics with the so-called rest frame approx-
imation (see Sec. III.C.3). The measurement detailed in
Sec. IV.C.2 takes advantage of the additional vertex that
can be reconstructed from τ → π−π+π−ν hadronic de-
cays to not only reduce hadronic backgrounds by four or-
ders of magnitude, but also to estimate the momentum of
the signal B meson relatively precisely (see Sec. III.C.2).

1. R(D∗+) with τ → µνν

The LHCb experiment published the first measure-
ment of a b→ cτν transition in a hadron collider environ-
ment in 2015 (Aaij et al., 2015c). This result was based
on a 3 fb−1 sample of pp collision data and measured
R(D∗+), which under isospin symmetry has the same
value as R(D∗0) to a very good approximation. This first
analysis chose to focus on R(D∗) over R(D) because the
lower B → Dτν branching fraction, the lack of the D∗

mass constraint, and the larger contributions from feed-
down processes make R(D) a significantly more challeng-
ing observable to measure at a hadron collider. A com-
binedR(D)–R(D∗) measurement from LHCb is expected
in the near future.

Signal B0 → D∗+τ−ντ and normalization B0 →
D∗+µ−νµ decays are selected by requiring that the tra-
jectories of a µ− and an oppositely charged D∗+ can-
didate, reconstructed exclusively via the decay chain
D∗+ → D0 (→ K−π+)π+, are consistent with a com-
mon vertex that is separated from the pp primary vertex
(PV). Events with an electron in the final state are not in-
cluded because of the trigger and calorimeter limitations
described in Sec. III.B. Compared to the B-factories, the
reduction in signal reconstruction efficiency due to the
exclusive use of muons and a single D0 decay chain is
compensated by the far larger production cross-section
for B mesons at LHCb.

An isolation boosted decision tree (BDT) is trained
to reject events arising from partially reconstructed B
decays. For each additional track in the event this algo-
rithm evaluates the possibility that the track originates
from the same vertex as the D∗+µ− candidate based on
quantities such as the track separation from the decay
vertex and the angle between the track and the candi-
date momentum vector. The signal sample is made up of
events where the D∗+µ− candidate is found to be isolated

from all other tracks in the event.
The isolation BDT is employed to further select three

data control samples: a D∗+µ−K± sample that includes
an additional kaon coming from the D∗+µ− vertex, as
well as the D∗+µ−π− and D∗+µ−π−π+ samples with
an additional pion and pion pair, respectively. The
D∗+µ−K± sample is enriched in double-charm decays of
the type B → D∗+HcX, where Hc is a charmed hadron
that decays semileptonically and X refers to unrecon-
structed particles, while the samples with additional pi-
ons are enriched in B → D∗∗lν decays. Additional data
control samples based on wrong charge combinations of
the D∗+, D∗+ decay products and muon are used to mea-
sure the combinatorial background. The misidentified
muon background is estimated in a D∗+h± sample where
h± is a track that fails the muon identification require-
ments.

A three-dimensional binned maximum likelihood fit to
the q2, m2

miss (Eq. (44)), and E∗` (Eq. (45)) variables is
performed to determine the signal, normalization, and
background yields, as well as several parameters describ-
ing the shapes of the different distributions. The momen-
tum of the B meson, necessary to calculate the three fit
variables, is estimated via the rest frame approximation,
detailed in Sec. III.C.3.

The templates for the combinatorial and misidentified
muon backgrounds are taken directly from the data con-
trol samples described above, while the templates for
the B → D∗+HcX and B → D∗∗lν backgrounds are
based on Monte Carlo simulations with corrections ex-
tracted from a fit to the D∗+µ−K± and D∗+µ−π− (π+)
samples. Figure 14 shows the excellent agreement be-
tween the data and the resulting background model that
is achieved.

The templates for the signal and normalization con-
tributions are parameterized by CLN form factors
(Sec. II.C.2) extracted from the fit to the signal sam-
ple. Figure 15 shows the fit projection of the q2 variable
in the full range, as well as the m2

miss and E∗` projections
in the q2 bin with the highest signal-to-background ratio.

As Table XI shows, the limited size of the simulated
samples is the main source of systematic uncertainty in
this analysis, followed by the uncertainty in the back-
ground contributions and B → D∗lν templates. The
overall systematic uncertainty is slightly larger than the
statistical uncertainty but, as discussed in Sec. V, many
of the systematic uncertainties are expected to decrease
commensurately with larger data samples. The result of
this measurement is

R(D∗+) = 0.336± 0.027 (stat)± 0.030 (syst) , (52)

in good agreement with the previous measurements by
the B-factories.
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D⇤+ candidate. Shown are projections in (left) m2

miss and (right) E⇤
µ for each bin of q2.
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In the standard model, these B decays are mediated by a virtual charged 
vector boson, a particle of spin 1, usually referred to as the W− (as indi-
cated in the diagram in Fig. 1), which couples equally to all leptons. If a 
hitherto unknown virtual particle existed that interacted differently with 
leptons of higher mass such as the τ, this could change the B decay rates 
and their kinematics.

Among the simplest explanations for the observed rate increases for 
decays involving τ− would be the existence of a new vector boson, W′−, 

similar to the standard model W− boson, but with a greater mass, and 
with couplings of varying strengths to different leptons and quarks. This 
could lead to changes in RD and ∗RD , but not in the kinematics of the 
decays, which are observed to be consistent with the standard model. 
However, this choice is constrained by searches for ′ →−W tb decays40,41 
at the LHC collider at CERN, as well as by precision measurements of  
µ (ref. 42) and τ (ref. 43) decays.

Another potentially interesting candidate would be a new type of Higgs 
boson, a particle of spin 0, similar to the recently discovered neutral 
Higgs44,45, but electrically charged. This charged Higgs (H−) was pro-
posed in minimal extensions of the standard model46, which are part of 
broader theoretical frameworks such as supersymmetry47. The H− would 
mediate weak decays, similar to the W− (as indicated in Fig. 1), but couple 
differently to leptons of different mass. The q2 and angular distributions 
would be affected by this kind of mediator because of its different spin.

Another feasible solution might be leptoquarks48, hypothetical parti-
cles with both electric and colour (strong) charges that allow transitions 
from quarks to leptons and vice versa, and offer a unified description of 
three generations of quarks and leptons. Among the ten different types 
of leptoquarks, six could contribute to B → D(*)τν decays49. A diagram 
of a spin-0 state mediating quark-lepton transitions is shown in Fig. 7 for 
the B decay modes under study.

The BaBar and Belle collaborations have studied the implications of 
these hypothetical particles in the context of specific models26,32. The 
measured values of RD and ∗RD  do not support the simplest of the two-
Higgs doublet models (type II), however, more general Higgs models with 
appropriate parameter choices can accommodate these values50–52. Some 
of the leptoquark models could also explain the measured values of RD 
and ∗RD  (refs 53–55), evading constraints from direct searches of lep-
toquarks in ep collisions56 at HERA57,58 and pp collisions at LHC59,60.

The three-body kinematics of B → D(*)τντ decays should permit further 
discrimination of new-physics scenarios based on the decay distribu-
tions of final state particles. The q2 spectrum26,32 and the momentum 
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Figure 5  | Extraction of the ratios RD and ∗RD  by maximum likelihood 
fits. Shown are comparisons of the projections of the measured mmiss

2  and 
∗Eℓ  distributions (data points with statistical errors) and the fitted 

distributions of signal and background contributions (coloured areas; see 
keys in d and g) for the fit by the BaBar collaboration26 to the Dℓ samples 
(a–c) and to the ∗D ℓ samples (d–f), as well the fit by the LHCb 
collaboration34 to the ∗+D ℓ sample (g–i). The Dℓ samples in a–c show 
sizeable contributions from ν→ ∗+ −B D ℓ ℓ0  and τ ν→ τ

∗+ −B D0  decays, 
because the low-energy pion or photon originating from a D* → Dπ or 

D* → Dγ decay was undetected. The BaBar data exclude q2 < 4 GeV2, 
where the contributions from signal decays is very small. The ∗Eℓ  
distributions in c and f are signal enhanced by the restriction 
mmiss

2  > 1GeV2. The LHCb results are presented for two different q2 
intervals: the lowest, which is free of τ ν→ τ

∗+ −B D0  decays (g); and the 
highest, where this contribution is large (h, i). Panels a–f adapted from  
ref. 26, American Physical Society; panels g–i adapted from ref. 34, 
American Physical Society.
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Group39 (taking into account the statistical and systematic uncertainties 
and their correlations) is compared to standard model predictions17–19.  
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tags, respectively.
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In the standard model, these B decays are mediated by a virtual charged 
vector boson, a particle of spin 1, usually referred to as the W− (as indi-
cated in the diagram in Fig. 1), which couples equally to all leptons. If a 
hitherto unknown virtual particle existed that interacted differently with 
leptons of higher mass such as the τ, this could change the B decay rates 
and their kinematics.

Among the simplest explanations for the observed rate increases for 
decays involving τ− would be the existence of a new vector boson, W′−, 

similar to the standard model W− boson, but with a greater mass, and 
with couplings of varying strengths to different leptons and quarks. This 
could lead to changes in RD and ∗RD , but not in the kinematics of the 
decays, which are observed to be consistent with the standard model. 
However, this choice is constrained by searches for ′ →−W tb decays40,41 
at the LHC collider at CERN, as well as by precision measurements of  
µ (ref. 42) and τ (ref. 43) decays.

Another potentially interesting candidate would be a new type of Higgs 
boson, a particle of spin 0, similar to the recently discovered neutral 
Higgs44,45, but electrically charged. This charged Higgs (H−) was pro-
posed in minimal extensions of the standard model46, which are part of 
broader theoretical frameworks such as supersymmetry47. The H− would 
mediate weak decays, similar to the W− (as indicated in Fig. 1), but couple 
differently to leptons of different mass. The q2 and angular distributions 
would be affected by this kind of mediator because of its different spin.

Another feasible solution might be leptoquarks48, hypothetical parti-
cles with both electric and colour (strong) charges that allow transitions 
from quarks to leptons and vice versa, and offer a unified description of 
three generations of quarks and leptons. Among the ten different types 
of leptoquarks, six could contribute to B → D(*)τν decays49. A diagram 
of a spin-0 state mediating quark-lepton transitions is shown in Fig. 7 for 
the B decay modes under study.

The BaBar and Belle collaborations have studied the implications of 
these hypothetical particles in the context of specific models26,32. The 
measured values of RD and ∗RD  do not support the simplest of the two-
Higgs doublet models (type II), however, more general Higgs models with 
appropriate parameter choices can accommodate these values50–52. Some 
of the leptoquark models could also explain the measured values of RD 
and ∗RD  (refs 53–55), evading constraints from direct searches of lep-
toquarks in ep collisions56 at HERA57,58 and pp collisions at LHC59,60.

The three-body kinematics of B → D(*)τντ decays should permit further 
discrimination of new-physics scenarios based on the decay distribu-
tions of final state particles. The q2 spectrum26,32 and the momentum 
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distributions in c and f are signal enhanced by the restriction 
mmiss

2  > 1GeV2. The LHCb results are presented for two different q2 
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∗+ −B D0  decays (g); and the 
highest, where this contribution is large (h, i). Panels a–f adapted from  
ref. 26, American Physical Society; panels g–i adapted from ref. 34, 
American Physical Society.
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IV.D - Fit of LHCb muonic RD*

A.3 Summed projections for all fits

Projections summed over q2 bins.
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Figure 5: Distributions of (left) m2
miss (center) Eµ and (right) q2 for the signal sample with fit

projections overlaid.
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Figure 6: Distributions of (left) m2
miss (center) Eµ and (right) q2 for the D⇤+µ�⇡� control sample

with fit projections overlaid.
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Figure 2: Results of fitting control data enriched in B ! [D1, D
⇤
2, D

0
1]µ

�⌫µ (violet). The sample
is selected requiring exactly one track selected by the isolation MVA with opposite charge to the
D⇤+ candidate. Shown are projections in (left) m2

miss and (right) E⇤
µ for each bin of q2.

2

Figure 15 Projections of the signal fit for the LHCb measurement of R(D∗+) involving muonic τ decays (Aaij et al., 2015c).
Left: full q2 projection; Middle: m2

miss projection in the highest q2 bin; and Right: E∗` projection in the highest q2 bin.

Table XI Summary of the relative uncertainties for the LHCb
measurement of R(D∗+) involving muonic τ decays (Aaij
et al., 2015c).

Contribution
Uncertainty [%]

Sys. Stat.

Simulated sample size 6.2

Misidentified µ bkg. 4.8

B → D∗∗lν bkg. 2.1

B → D∗lν FFs 1.9

Hardware trigger 1.8

Double-charm bkg. 1.5

MC/data correction 1.2

Combinatorial bkg. 0.9

Particle ID 0.9

Total systematic 8.9

Total statistical 8.0

Total 12.0

2. R(D∗+) with τ → π−π+π−ν

Instead of a leptonic τ decay, the 2018 measurement
of R(D∗+) by LHCb (Aaij et al., 2018b) employed the
3-prong τ− → π−π+π−ντ decay. This channel is inter-
esting a priori because it is presently the only τ decay
for which it is practical to reconstruct the τ decay ver-
tex. This in turn provides good precision on the recon-
struction of the B0 momentum as described in Sec. III.C.
Moreover, when aggregated with the τ− → π−π+π−π0ντ
channel, the 3-prong decays have a total branching frac-
tion of 13.5%, comparable to that of the muonic decay
channel, and the pion-triplet dynamics provides very use-
ful discrimination against the largest background contri-
butions.

In this measurement, signal B0 → D∗+τ−ντ decays
are selected by requiring that the trajectories of a τ−

lepton and an oppositely charged D∗+ candidate, re-
constructed exclusively via the decay chain D∗+ →
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Figure 16 Distribution of the distance between the B0 vertex
and the τ vertex along the beam direction (Fig. 8 top) divided
by its uncertainty in simulated events for the LHCb measure-
ment of R(D∗+) involving τ → π−π+π−ν decays (Aaij et al.,
2018b). The vertical line shows the 4σ requirement used in
the analysis to separate signal events in red (dark gray) from
the prompt background component in medium gray.

D0 (→ K−π+)π+, are consistent with a common vertex
separated from the PV. The τ lepton is reconstructed by
requiring that the tracks of three pions with the appro-
priate charges share a common vertex (Fig. 8 top). Since
the final state does not contain any charged lepton, fully
hadronic B0 → D∗+π−π+π−X decays initially dominate
the selected event sample. However, this background
contribution may be reduced by four orders of magni-
tude by taking advantage of the long τ lifetime: the πππ
vertex in a signal decay is typically displaced downstream
of the B vertex. This allows one to distinguish such from
the prompt topology of B0 → D∗+π−π+π−X decays, in
which the πππ and the B0 vertices overlap, by requiring
that the distance between the τ and the B vertex po-
sitions along the beam-axis is larger than four times its
reconstructed uncertainty (Fig. 16). Additionally, strict
isolation from other charged particles is required to reject
charm decays with more than three charged daughters,
as well as fake detached vertices where the D∗ meson and
the three pions come from other b-hadrons present in the
event.

One of the major challenges in hadronic-τ measure-
ments is that the normalization B0 → D∗+µ−νµ de-
cays are not measured simultaneously with the signal
B0 → D∗+τ−ντ decays. Since absolute branching frac-
tion measurements are exceedingly difficult at LHCb, this
analysis normalizes the signal yield against that of the
prompt B0 → D∗+π−π+π− decay, which has the same
particle content as the signal, and then relies on two ex-
ternal branching fractions to calculate R(D∗) via

R (D∗) =
B
(
B̄ → D∗τντ

)

B
(
B̄ → D∗πππ

)
∣∣∣∣∣
fit

× B
(
B̄ → D∗πππ

)

B
(
B̄ → D∗µνµ

)
∣∣∣∣∣
ext

.

(53)
After selecting events with large τ flight significance

as described above, the dominant remaining background

contributions consist of double-charm B → D∗+D(∗,∗∗)
(s)

decays. These decays were also the largest background
contributions to the muonic-τ measurement of R(D∗+),
but their relative amount in D and D+

s mesons are very
different. Due to the large inclusive branching frac-
tion of the D+

s meson to final states with three pions
(about 30%) and the small rate to semileptonic final
states, the double-charm background in the hadronic-τ
sample contains ten times more D+

s mesons than that
for the muonic-τ sample. Interestingly, the D+

s inclu-
sive three-pion modes proceed mainly from two-body and
quasi two-body decay channels involving η, η′, ω, and
φ mesons, which leads to very different three-pion kine-
matics with respect to those of the signal. That is, the
τ → π−π+π−ν decay is well-described within resonance
chiral theory (Ecker et al., 1989a,b), featuring chiral
terms as well as single-resonance ρ and double-resonance
a1 → ρ contributions (Nugent et al., 2013; Shekhovtsova
et al., 2012), leading to prominent ρ peaks in the dis-
tribution of both the minimum and maximum masses
to the two π+π− mass combinations—min(mπ+π−) and
max(mπ+π−), respectively.

These kinematic differences are effectively exploited by
a BDT that also includes other variables such as the en-
ergy measured in the electromagnetic calorimeter in a
cone whose axis is defined by the three-pion momentum.
The kinematics of the three-pion system in background
D0 and D+ decays is more similar to that in signal de-
cays because the inclusive πππ final state from these two
mesons is dominated by the Ka1 channel (Zyla et al.,
2020). Some discrimination is still possible, however, due
to the restricted phase space of this virtual a1 meson.

Many of the B branching fractions to double-charm
final states are known with poor precision or have not
been measured yet. The following data control samples
are used to reduce the uncertainty due to the composition
of these background contributions:

• A low-BDT sample enriched with inclusive D+
s de-

cays constrains the composition of B → D∗+D−s X
decays. The simulation is reweighted to match a fit
to the min(mπ+π−), max(mπ+π−), mπ+π−π+ , and
mπ+π+ distributions. These variables capture the
combined dynamics of the various inclusive D+

s de-
cay channels to three pions (Fig. 17 a-d).

• A highly pure B → D∗+D−s (→ π−π+π−)X sample
selected by imposing a requirement on mπ+π−π+

around the D+
s mass. A template fit to the

mπ+π−π+ distribution is used to measure the rela-
tive fractions of D+

s mesons produced directly and
from D∗s or D∗∗s decays. The shape of the D∗s broad
peak depends on the degree of longitudinal polar-
ization of the D∗s and was adjusted in the simu-
lation to reproduce the data. These measurements
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IV.C - Fit TO LHCb hadronic RD* control samples
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Figure 17 Control sample fits for the LHCb measurement of R(D∗+) involving τ → π−π+π−ν decays (Aaij et al., 2018b)
employed to evaluate the composition of the various double-charm background contributions. (a-d) low-BDT sample and (e-f)
B → D∗+D−s (→ π−π+π−)X sample.

are important since the q2 distributions of these de-
cays are very different from each other, as shown in
Fig. 17 (f).

• Clean B → D∗+D0(→ K−π+π−π+)X and B →
D∗+D−(→ K−π+π−)X samples selected by ex-
plicitly reconstructing the D0 and D− mesons.
These samples are used to monitor and understand
the non-D+

s background composition.

A three-dimensional binned maximum likelihood fit to
q2, the BDT output, and the decay time of the recon-
structed τ is performed to determine the signal and back-
ground yields. The calculation of q2 relies on the B mo-
mentum determination described in Sec. III.C.2. The
decay time of the reconstructed τ , tτ , is computed from
its flight distance and momentum obtained by the par-
tial kinematic reconstruction. This variable is useful to
separate τ from D− decays, since the lifetime of the D−

meson is 3.5 times longer than that of the τ lepton. The
fit results for the LHC Run 1 data sample, correspond-
ing to a luminosity of 3 fb−1, are displayed in Fig. 18.
An interesting feature of this method compared to the
muonic-τ measurement is that the highest BDT output
bin provides a fairly clean sample of signal decays with a
purity of about 40%.

As shown in Table XII, the uncertainties related to
the double-charm background and the limited size of the
simulated samples are the dominant systematic uncer-
tainties in this measurement. The uncertainties due to
the limited knwoledge of external branching fractions in
Eq. (53), currently 4.6%, are worth mentioning because,
unlike many of the other systematic uncertainties, these

Table XII Summary of the relative uncertainties for the
LHCb measurement of R(D∗+) involving τ → π−π+π−ν de-
cays (Aaij et al., 2018b).

Contribution
Uncertainty [%]

Sys. Ext. Stat.

Double-charm bkg. 5.4

Simulated sample size 4.9

Corrections to simulation 3.0

B → D∗∗lν bkg. 2.7

Normalization yield 2.2

Trigger 1.6

PID 1.3

Signal FFs 1.2

Combinatorial bkg. 0.7

Modeling of τ decay 0.4

Total systematic 9.1

B(B → D∗πππ) 3.9

B(B → D∗`ν) 2.3

B(τ+ → 3πν)/B(τ+ → 3ππ0ν) 0.7

Total external 4.6

Total statistical 6.5

Total 12.0

will not be reduced with the increasing LHCb data sam-
ples that will be collected. Instead, additional measure-
ments from Belle II will be needed (Sec. V.E).

The result of this measurement was reported as
R(D∗+) = 0.291 ± 0.019 ± 0.026 ± 0.013 in 2018. Tak-
ing into account the latest HFLAV average of B(B0 →
D∗+`ν) = 5.08± 0.02± 0.12)% (Amhis et al., 2019), the
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IV.C - Fit TO LHCb hadronic RD* signal sample
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Figure 18 Projections of the signal fit for the LHCb measure-
ment of R(D∗+) involving τ → π−π+π−ν decays (Aaij et al.,
2018b). The four rows correspond to the four BDT bins for
increasing values of the BDT response.

result is

R(D∗+) = 0.280± 0.018 (stat)± 0.025 (syst)± 0.013 ,
(54)

where the third uncertainty is due to the external branch-
ing fractions described above.

3. R(J/ψ ) with τ → µνν

The ratio R(J/ψ ) was measured for the first time in
2018 by the LHCb experiment (Aaij et al., 2018a), thus
opening the possibility for the exploration of LFUV in
decays subject to very different sources of both experi-
mental and theoretical uncertainties compared to those
in R(D(∗)). This measurement leverages two of the key
techniques developed for the muonicR(D∗+) analysis de-
scribed in Sec. IV.C.1: the isolation BDT and the rest
frame approximation. Just as for the R(D∗+) measure-
ment, the τ lepton is reconstructed via τ → µνν, so that
signal Bc → J/ψτν and normalization Bc → J/ψµν de-
cays share the same final state. The event is selected if

the only additional tracks close to the muon coming from
the τ decay are a pair of oppositely charged muons that
form a vertex separated from the PV and whose invariant
mass is compatible with the J/ψ → µµ decay.

The signal and normalization yields are extracted from
a four-dimensional binned maximum likelihood fit to
q2, m2

miss, E∗` , and the proper time elapsed between
the production and decay of the Bc meson: the decay
time. The first three variables are calculated with the
same techniques as used in the muonic R(D∗+) analysis
(Sec. IV.C.1). The inclusion of the decay time among the
fit variables improves the separation of Bc decays from
Bu,d,s decays, because the Bc lifetime is almost three
times shorter than that of Bu,d,s mesons.

A key difference with respect to the R(D(∗)) measure-
ments is that background contributions from partially
reconstructed Bc decays are significantly reduced thanks
to the narrow invariant mass of the J/ψ meson and its
clean dimuon final state. As a result of this reduction and
the overall small Bc production rate, the main sources
of background in the R(J/ψ ) analysis are misidentified
Hb → J/ψh+ decays, where Hb is a more abundant b-
hadron and h+ is a hadron incorrectly identified as a
muon, as well as random combinations of muons.

The template for the J/ψh+ contribution is estimated
by applying the misidentification probabilities for differ-
ent hadron species, as determined in high-purity sam-
ples of identified hadrons, to a control sample with a
J/ψ and an additional track that fails the muon iden-
tification. This template is treated as free-floating in
the signal fit. The combinatorial backgrounds are es-
timated in the sidebands of the Bc mass and the J/ψ
masses, m (J/ψµ) > 6.4 GeV and 3150 < m (µ+µ−) <
3190 MeV, respectively. The small contributions from
higher-mass B−c → ψ(2S) `−ν` and B−c → χc(1P ) `−ν`
are extracted from the fit with templates taken from MC
simulation.

Figure 19 shows the fit projections for m2
miss over the

full range, as well as m2
miss and the Bc decay time in the

E∗` and q2 ranges with the highest signal-to-background
ratio. The agreement is good overall and a small but sig-
nificant signal contribution at high m2

miss and low decay
times can be observed.

Table XIII summarizes the sources of uncertainty in
this measurement. The leading contribution comes from
the Bc → J/ψ lν decay form factors, which have not been
measured yet and had to be determined in the signal fit
itself. As discussed in Sec. II.E, HQET cannot be used to
describe a decay with a heavy spectator quark, so that at
the time of publication of this measurement only quark
model predictions, untested by experiment, were avail-
able. The recent results of lattice calculations will reduce
this uncertainty substantially. Sizeable uncertainties also
arise due to the limited size of the simulated samples and
the fit model. These are also expected to be reduced in
future measurements.
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the mis-ID background. A data-driven approach is used to
construct templates for this background component. A
sample of J/ψhþ candidates, where hþ stands for a charged
hadron, is selected following similar criteria to those of the
signal sample but with the hþ failing the muon identi-
fication criteria. This control sample is enriched in various
hadron species (primarily, pions, kaons, and protons) and
electrons. Using several high-purity control samples of
identified hadrons, weights are computed that represent the
probability that a hadron with particular kinematic proper-
ties would pass the muon criteria. These weights are
applied to the J/ψhþ sample to generate binned templates
representing these background components. The normali-
zation of each of these components is allowed to vary in the
fit to the data.
A binned maximum likelihood fit is performed using the

templates representing the various components. The num-
ber of candidates from each component, with the exception
of the combinatorial J/ψ background, are allowed to vary in
the fit, as are the shape parameters corresponding to the Bþ

c
lifetime and the A0ðq2Þ form factor. The contributions
of the feed-down processes involving the decays of
higher-mass charmonium states Bþ

c → ψð2SÞμþνμ, Bþ
c →

χcð0;1;2Þð1PÞμþνμ are allowed to vary in the fit, whereas the
ratio of the branching fractions R½ψð2SÞ% ¼ B½Bþ

c →
ψð2SÞτþντ%/B½Bþ

c → ψð2SÞμþνμ% is fixed to the predicted
SM value of 8.5% [18]. This is later varied for the
evaluation of a systematic uncertainty.
Extensive studies of the fit procedure are carried out to

identify potential sources of bias in the fit. Simulated signal
is added to the data histograms, and the resulting changes in
the value of RðJ/ψÞ from the fit are found to be consistent
with the injected signal increments. The procedure is also
applied to the mis-ID background, which shows no bias in
the fitted number of events as a function of injected events.
Another important consideration for this measurement is
the disparate properties of the various templates. Some
templates are populated in all kinematically allowed
bins, such as the mis-ID background that is derived from
large data samples. Others are sparsely populated and
contain empty bins, e.g., for modes with low efficiency
and yields that are obtained from simulated events.
Pseudoexperiments with template compositions similar
to those in this analysis reveal a possible bias of the fit
results. Hence, the binning scheme for this analysis is
chosen to minimize the number of empty bins in the
sparsely populated templates, while retaining the discrimi-
nating power of the distributions. Kernel density estimation
(KDE) [36] is used to derive continuous distributions
representative of the nominal fit templates. Simulated
pseudoexperiments using histogram templates sampled
from these continuous distributions are then used to
evaluate any remaining bias that results. Based on these
studies, a Bayesian procedure is implemented for cor-
recting the raw RðJ/ψÞ value after unblinding.

The results of the fit are presented in Fig. 1 showing the
projections of the nominal fit result onto the quantities
m2

miss, decay time, and Z. The fit yields 1400' 300 signal
and 19140' 340 normalization decays, where the errors
are statistical and correlated. Accounting for the τþ →
μþνμν̄τ branching fraction and the ratio of efficiencies
[ð52.4' 0.4Þ%] gives an uncorrected value of 0.79 for
RðJ/ψÞ. Correcting for the mean expected bias at this
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Figure 2: Projections of the nominal fit in bins 4–7 of Z, i.e. individual bins of q2 and E⇤
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the mis-ID background. A data-driven approach is used to
construct templates for this background component. A
sample of J/ψhþ candidates, where hþ stands for a charged
hadron, is selected following similar criteria to those of the
signal sample but with the hþ failing the muon identi-
fication criteria. This control sample is enriched in various
hadron species (primarily, pions, kaons, and protons) and
electrons. Using several high-purity control samples of
identified hadrons, weights are computed that represent the
probability that a hadron with particular kinematic proper-
ties would pass the muon criteria. These weights are
applied to the J/ψhþ sample to generate binned templates
representing these background components. The normali-
zation of each of these components is allowed to vary in the
fit to the data.
A binned maximum likelihood fit is performed using the

templates representing the various components. The num-
ber of candidates from each component, with the exception
of the combinatorial J/ψ background, are allowed to vary in
the fit, as are the shape parameters corresponding to the Bþ

c
lifetime and the A0ðq2Þ form factor. The contributions
of the feed-down processes involving the decays of
higher-mass charmonium states Bþ

c → ψð2SÞμþνμ, Bþ
c →

χcð0;1;2Þð1PÞμþνμ are allowed to vary in the fit, whereas the
ratio of the branching fractions R½ψð2SÞ% ¼ B½Bþ

c →
ψð2SÞτþντ%/B½Bþ

c → ψð2SÞμþνμ% is fixed to the predicted
SM value of 8.5% [18]. This is later varied for the
evaluation of a systematic uncertainty.
Extensive studies of the fit procedure are carried out to

identify potential sources of bias in the fit. Simulated signal
is added to the data histograms, and the resulting changes in
the value of RðJ/ψÞ from the fit are found to be consistent
with the injected signal increments. The procedure is also
applied to the mis-ID background, which shows no bias in
the fitted number of events as a function of injected events.
Another important consideration for this measurement is
the disparate properties of the various templates. Some
templates are populated in all kinematically allowed
bins, such as the mis-ID background that is derived from
large data samples. Others are sparsely populated and
contain empty bins, e.g., for modes with low efficiency
and yields that are obtained from simulated events.
Pseudoexperiments with template compositions similar
to those in this analysis reveal a possible bias of the fit
results. Hence, the binning scheme for this analysis is
chosen to minimize the number of empty bins in the
sparsely populated templates, while retaining the discrimi-
nating power of the distributions. Kernel density estimation
(KDE) [36] is used to derive continuous distributions
representative of the nominal fit templates. Simulated
pseudoexperiments using histogram templates sampled
from these continuous distributions are then used to
evaluate any remaining bias that results. Based on these
studies, a Bayesian procedure is implemented for cor-
recting the raw RðJ/ψÞ value after unblinding.

The results of the fit are presented in Fig. 1 showing the
projections of the nominal fit result onto the quantities
m2

miss, decay time, and Z. The fit yields 1400' 300 signal
and 19140' 340 normalization decays, where the errors
are statistical and correlated. Accounting for the τþ →
μþνμν̄τ branching fraction and the ratio of efficiencies
[ð52.4' 0.4Þ%] gives an uncorrected value of 0.79 for
RðJ/ψÞ. Correcting for the mean expected bias at this
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FIG. 1. Distributions of (top) m2
miss, (middle) decay time, and

(bottom) Z of the signal data overlaid with projections of the fit
model with all normalization and shape parameters at their best-
fit values. Below each panel, differences between the data and fit
are shown, normalized by the Poisson uncertainty in the data; the
dashed lines are at the values '2.
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the mis-ID background. A data-driven approach is used to
construct templates for this background component. A
sample of J/ψhþ candidates, where hþ stands for a charged
hadron, is selected following similar criteria to those of the
signal sample but with the hþ failing the muon identi-
fication criteria. This control sample is enriched in various
hadron species (primarily, pions, kaons, and protons) and
electrons. Using several high-purity control samples of
identified hadrons, weights are computed that represent the
probability that a hadron with particular kinematic proper-
ties would pass the muon criteria. These weights are
applied to the J/ψhþ sample to generate binned templates
representing these background components. The normali-
zation of each of these components is allowed to vary in the
fit to the data.
A binned maximum likelihood fit is performed using the

templates representing the various components. The num-
ber of candidates from each component, with the exception
of the combinatorial J/ψ background, are allowed to vary in
the fit, as are the shape parameters corresponding to the Bþ

c
lifetime and the A0ðq2Þ form factor. The contributions
of the feed-down processes involving the decays of
higher-mass charmonium states Bþ

c → ψð2SÞμþνμ, Bþ
c →

χcð0;1;2Þð1PÞμþνμ are allowed to vary in the fit, whereas the
ratio of the branching fractions R½ψð2SÞ% ¼ B½Bþ

c →
ψð2SÞτþντ%/B½Bþ

c → ψð2SÞμþνμ% is fixed to the predicted
SM value of 8.5% [18]. This is later varied for the
evaluation of a systematic uncertainty.
Extensive studies of the fit procedure are carried out to

identify potential sources of bias in the fit. Simulated signal
is added to the data histograms, and the resulting changes in
the value of RðJ/ψÞ from the fit are found to be consistent
with the injected signal increments. The procedure is also
applied to the mis-ID background, which shows no bias in
the fitted number of events as a function of injected events.
Another important consideration for this measurement is
the disparate properties of the various templates. Some
templates are populated in all kinematically allowed
bins, such as the mis-ID background that is derived from
large data samples. Others are sparsely populated and
contain empty bins, e.g., for modes with low efficiency
and yields that are obtained from simulated events.
Pseudoexperiments with template compositions similar
to those in this analysis reveal a possible bias of the fit
results. Hence, the binning scheme for this analysis is
chosen to minimize the number of empty bins in the
sparsely populated templates, while retaining the discrimi-
nating power of the distributions. Kernel density estimation
(KDE) [36] is used to derive continuous distributions
representative of the nominal fit templates. Simulated
pseudoexperiments using histogram templates sampled
from these continuous distributions are then used to
evaluate any remaining bias that results. Based on these
studies, a Bayesian procedure is implemented for cor-
recting the raw RðJ/ψÞ value after unblinding.

The results of the fit are presented in Fig. 1 showing the
projections of the nominal fit result onto the quantities
m2

miss, decay time, and Z. The fit yields 1400' 300 signal
and 19140' 340 normalization decays, where the errors
are statistical and correlated. Accounting for the τþ →
μþνμν̄τ branching fraction and the ratio of efficiencies
[ð52.4' 0.4Þ%] gives an uncorrected value of 0.79 for
RðJ/ψÞ. Correcting for the mean expected bias at this
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FIG. 1. Distributions of (top) m2
miss, (middle) decay time, and

(bottom) Z of the signal data overlaid with projections of the fit
model with all normalization and shape parameters at their best-
fit values. Below each panel, differences between the data and fit
are shown, normalized by the Poisson uncertainty in the data; the
dashed lines are at the values '2.
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Figure 19 Projections of the signal fit for the LHCb muonic measurement of R(J/ψ ) (Aaij et al., 2018a). Left: Full m2
miss

projection; Middle: m2
miss projection in the highest q2 and lowest E∗` bins; and Right: decay time projection in the highest q2

and lowest E∗` bins.

Table XIII Summary of the relative uncertainties for the
LHCb muonic measurement of R(J/ψ ) (Aaij et al., 2018a).

Contribution
Uncertainty [%]

Sys. Stat.

Signal/norm. FFs 17.0

Simulated sample size 11.3

Fit model 11.2

Misidentified µ bkg. 7.9

Partial Bc bkg. 6.9

Combinatorial bkg. 6.5

εsig/εnorm 0.9

Total systematic 25.4

Total statistical 23.9

Total 34.9

The result of this measurement is

R(J/ψ ) = 0.71± 0.17 (stat)± 0.18 (syst) , (55)

which lies within 2 standard deviations of the SM pre-
diction in Eq. (34).

D. Belle polarization measurements

1. τ polarization with τ → πν and τ → ρν

The Belle experiment measured in (Hirose et al., 2017,
2018) the τ polarization fraction Pτ (D∗) introduced in
Sec. II.D.2. The analysis strategy is similar to that
of the hadronic tag measurements of B → D∗τν de-
cays (Huschle et al., 2015; Lees et al., 2012, 2013), but re-
constructs the τ lepton in the hadronic one-prong τ → πν
and τ → ρν modes. For these final states, the helicity
angle cos θh can be explicitly reconstructed by taking ad-
vantage of the fully reconstructed tag-side B meson to
boost the visible τ daughter particles into the center-of-
mass frame of the τντ lepton pair whose 4-momentum

q = pe+e− − pBtag
− pD∗ . (56)

The terms on the right hand side are the momenta of the
colliding e+e− pair, the reconstructed tag-side B meson,
and the reconstructed D∗ candidate, respectively. In the
τντ center-of-mass frame, the τ energy and momentum
magnitude are fully determined by q2 and the τ lepton
mass mτ ,

Eτ =
q2 +m2

τ

2
√
q2

, |~pτ | =
q2 −m2

τ

2
√
q2

. (57)

In this frame, the cosine of the angle between the spatial
momenta of the τ lepton and its daughter meson, h, is

cos θτh =
2EτEh −m2

τ −m2
h

2|~pτ ||~ph|
, (58)

in which Eh and |~ph| are the daughter meson energy and
absolute spatial momentum, respectively. By applying
a boost into the τ rest frame, one can then express the
cosine of the helicity angle as

cos θh =
1

|~p τh |
(
γ|~ph| cos θτh − γβEh

)
. (59)

Here, γ = Eτ/mτ , β = |~pτ |/Eτ , and |~p τh | =
(m2

τ −m2
h)/(2mτ ) denotes the absolute daughter meson

spatial momentum in the τ rest frame.
To reduce backgrounds, only candidates with

q2 > 4 GeV2 and with a physical value of cos θh ∈ [−1, 1]
are retained. Unassigned neutral energy depositions
fulfilling photon-energy reconstruction criteria are
summed to reconstruct EECL and only candidates with
EECL < 1.5 GeV are retained. In order to not be
dependent on the Btag reconstruction, whose efficiency
likely differs between data and simulation, the measured
signal event yields are normalized to B → D∗`ν events.
These can be identified and separated from background
processes using m2

miss (cf. Sec. III.C). For both signal
and normalization candidates, events with additional
charged tracks or π0 candidates are rejected.

The observablesR(D∗) and Pτ (D∗) are extracted from
a fit to the EECL distribution in two bins of cos θh: [−1, 0]
and [0, 1]. This fit is performed simultaneously to the two
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Figure 20 Signal fit for the measurement of the τ polarization
fraction Pτ (D∗) by Belle (Hirose et al., 2017). The fits to the
neutral and charged B candidates as well as the τ → πν and
τ → ρν decay modes and the two cos θh bins are all combined
together.
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Figure 21 The values of R(D∗) and Pτ (D∗) (white star)
and the 1σ, 2σ, and 3σ contours as measured by Belle (Hi-
rose et al., 2017). The SM expectations (Amhis et al., 2019;
Tanaka and Watanabe, 2013) are shown by the white triangle.
The gray band shows the (then) world average measurement
of R(D∗).

τ decay samples, τ → πν and τ → ρν. The free param-
eters in the fit include the yields for the B → D∗τν,
B → D∗`ν, B → D∗∗lν, continuum, and fake D∗ contri-
butions, among others. Figure 20 shows the fitted EECL

distribution for all the reconstructed modes combined to-
gether. The fitted signal yields are then converted into
measurements of R(D∗) and Pτ (D∗) with

R(D∗) =
1

B(τ → hν)
× εnorm

εsig
× Nsig

Nnorm
, (60)

Pτ (D∗) =
2

α

N cos θh>0
sig −N cos θh<0

sig

N cos θh>0
sig +N cos θh<0

sig

, (61)

Table XIV Summary of the relative uncertainties for Belle’s
hadronic tag measurement of R(D∗) and Pτ (D∗) (Hirose
et al., 2017, 2018).

Result Contribution
Uncertainty [%]

sys. stat.

R(D∗)

B → D∗∗`ν̄` 2.4

PDF modeling 3.4

Other bkg. 8.4

εsig/εnorm 3.2

Total systematic 9.9

Total statistical 12.9

Total 16.3

Pτ (D∗)

PDF modeling 33

Other bkg. 31

Total systematic 48

Total statistical 134

Total 143

with α being a factor that accounts for the sensitivity on
the polarization and efficiency differences of both chan-
nels. The obtained values are

R(D∗) = 0.270± 0.035(stat)+0.028
−0.025(syst) , (62)

Pτ (D∗) = −0.38± 0.51(stat)+0.21
−0.16(syst) , (63)

with a total correlation including systematic uncertain-
ties of ρ = 0.33. These results are in good agreement
with the SM expectations, as shown in Fig. 21. A sum-
mary of the uncertainties on these measurements can be
found in Table XIV. The largest systematic uncertain-
ties stem from the composition of the hadronic B meson
background and the limited size of the simulated samples
used to determine the fit PDFs.

2. D∗ polarization with inclusive tagging

The Belle experiment reported in (Abdesselam et al.,
2019) a first, preliminary, measurement of the longitu-
dinal D∗ polarization fraction FL,l(D

∗) (see Sec. II.D.2)
based on inclusively tagged events (Sec. III.C.1). First,
a viable B0 → D∗−τ+ντ signal candidate with τ → `νν
or τ → πν and D∗− → D0π− is reconstructed. The D0

meson is reconstructed in D0 → K+π−, D0 → K+π−π0,
and D0 → K+π+π−π− modes. Thereafter, no explicit
reconstruction is attempted of the other (tag) B meson
produced in the e+e− collision. Instead, an inclusive
reconstruction approach that sums over all unassigned
charged particles and neutral energy depositions above a
certain energy threshold in the calorimeter is employed.
Compared to hadronic or semileptonic tagging, this ap-
proach has the benefit of a higher reconstructions effi-
ciency, as it does not rely on identifying decay cascades
correctly, but results in a poorer B momentum resolu-
tion.
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FIG. 1. Fit projections to Mtag distributions in three bins of cos ✓hel for ⌧ ! ⇡⌫⌧ (sequential

columns) and D ! K⇡ (top), D ! K⇡⇡0 (middle), D ! K3⇡ (bottom). The solid lines show

the result of the fit. Contributions of the signal, combinatorial and peaking backgrounds are

represented by the red (dot-dashed), blue (dashed) and green (dotted) lines, respectively.

To estimate the uncertainties of combinatorial background from hadronic B decays, we
vary within ±50% the relative fractions of 2-body, 3-body and n-body (n > 3) hadronic
channels. Two-body decays of the type B ! D̄⇤M , where M denotes a meson with a mass
MM > 2 GeV, with correctly assigned daughters to Bsig and Btag decays, represent the main
peaking background in the ⌧ ! ⇡⌫⌧ mode. The systematic uncertainty coming from the
composition of the M states (mainly the cs̄ resonances) is evaluated by reweighting the q2

spectrum by ±100% in two ranges of q2: q2 < 6.2 GeV2 and q2 > 6.2 GeV2. (At q2 ⇡ 6.2

11

Figure 22 Signal fit to the lowest cos θv bin, [−1,−0.67], in
the D0 → K+π−π0 channel for the measurement of the longi-
tudinal D∗ polarization fraction by Belle (Abdesselam et al.,
2019). The red (gray dash-dot) curve corresponds to the sig-
nal contribution, and the blue (dark gray dashed) and green
(light gray dotted) curves display the non-resonant and reso-
nant background contributions, respectively.

The tag side is required to be compatible with a well-
reconstructed B meson by requiring

Mtag =
√

(E2
beam − |ptag|2) > 5.2 GeV , (64)

and −0.30 < Etag − Ebeam < 0.05 GeV, where Ebeam =√
s/2 is the energy of each of the colliding e+e− beams

in the CM frame.
The sizeable background contributions are suppressed

with the signal-side normalized variable

Xmiss =
Emiss − |pD∗ + pdτ |√

E2
beam −m2

B0

, (65)

where Emiss = Ebeam − (ED∗ + Edτ ) and dτ refers to
the visible τ daughter. Events with one neutrino have
values of Xmiss in the range [−1, 1], while events with
multiple undetected particles tend to take larger values.
The analysis optimizes the signal significance by requir-
ing that Xmiss be larger than 1.5 or 1 for the τ → `νν
and τ → πν decay modes, respectively.

The helicity angle θv is defined as the angle between
the reconstructed D0 and the direction opposite to the
B0 meson in the D∗− frame (see definition in Fig. 1; the
Belle analysis uses the notation θhel). Because of the low
D∗ reconstruction efficiency for cos θv > 0, the analy-
sis focuses on the −1 ≤ cos θv ≤ 0 range. The signal
yields are extracted in three bins of cos θv from fits to
the Mtag distribution, see Fig. 22 for an example. Most
backgrounds do not peak in this variable, with the ex-
ception of semileptonic decays into light leptons. The
yields for these peaking contributions are determined in
the side bands of kinematic variables. The D∗ polariza-
tion fraction is determined by a fit to the signal yields

IV.C - D* polarization
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Figure 23 Measured cos θv distribution in B0 → D∗−τ+ντ
decays for the determination of the longitudinal D∗ polar-
ization fraction by Belle, adapted from (Abdesselam et al.,
2019). The red (dark gray) solid curve shows the best fit
of the longitudinal polarization fraction and the yellow (light
gray) band corresponds to the SM expectation (Huang et al.,
2018).

as a function of cos θv. Given the size of the cos θv bins,
resolution effects are assumed to be negligible. Figure 23
shows the measured helicity angle distribution, corrected
for acceptance effects. The resulting fitted value for the
longitudinal D∗ polarization fraction is

FL,τ (D∗) = 0.60± 0.08(stat)± 0.04(sys) , (66)

with its uncertainty dominated by the limited size of
the data sample. The largest systematic uncertainty in
this measurement stems from the signal and non-resonant
background shapes used in the Mtag fits, followed by the
uncertainty on the modeling of B → D∗∗τν decays.

This result agrees with the SM prediction of
FL,τ (D∗)SM = 0.455(6) (Sec. II.D.2, from an arithmetic
average of the various SM predictions) at the 1.6σ level.
An important control measurement is the D∗ polariza-
tion of the light-lepton states, FL,`(D

∗) = 0.56 ± 0.02
(statistical uncertainty only), which is in agreement with
the prediction of FL,`(D

∗)BLPR
SM = 0.517(5) within 2.1

standard deviations.

V. COMMON SYSTEMATIC UNCERTAINTIES AND
FUTURE PROSPECTS

The different measurements of R(D(∗)) so far are fairly
independent of each other because their uncertainties are
dominated by the limited size of the data and the sim-
ulation samples. However, over the next decade and
half, Belle II and LHCb will collect data samples 50 to
200 times larger than those used for the present mea-
surements of R(D(∗)) (Table III), so the relative impact
of other systematic uncertainties will increase. Some of
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Table XV Summary of the uncertainties on the R(D(∗)) measurements. The “Other bkg.” column includes primarily con-
tributions from DD and combinatorial backgrounds. The “Other sources” column is dominated by particle identification and
external branching fraction uncertainties.

Systematic uncertainty [%] Total uncert. [%]

Result Experiment τ decay Tag MC stats D(∗)lν D∗∗lν Other bkg. Other sources Syst. Stat. Total

R(D)

BABAR a `νν Had. 5.7 2.5 5.8 3.9 0.9 9.6 13.1 16.2

Belleb `νν Semil. 4.4 0.7 0.8 1.7 3.4 5.2 12.1 13.1

Bellec `νν Had. 4.4 3.3 4.4 0.7 0.5 7.1 17.1 18.5

R(D∗)

BABAR a `νν Had. 2.8 1.0 3.7 2.3 0.9 5.6 7.1 9.0

Belleb `νν Semil. 2.3 0.3 1.4 0.5 4.7 4.9 6.4 8.1

Bellec `νν Had. 3.6 1.3 3.4 0.7 0.5 5.2 13.0 14.0

Belled πν, ρν Had. 3.5 2.3 2.4 8.1 2.9 9.9 13.0 16.3

LHCbe πππ(π0)ν — 4.9 4.0 2.7 5.4 4.8 10.2 6.5 12.0

LHCbf µνν — 6.3 2.2 2.1 5.1 2.0 8.9 8.0 12.0

a (Lees et al., 2012, 2013)
b (Caria et al., 2020) c (Huschle et al., 2015) d (Hirose et al., 2018) e (Aaij et al., 2015c) f (Aaij et al., 2018b)

these uncertainties are due to aspects of the experimental
analysis that are shared among all measurements and can
therefore lead to common systematic uncertainties. As a
result, the combination of the measurements will entail
a more complex treatment of these uncertainties. Ta-
ble XV and the following subsections describe the main
sources of systematic uncertainty in the measurement of
R(D(∗)), and the level of commonality among the various
approaches.9

We also discuss in the following subsections the future
prospects to reduce the total uncertainty in R(D(∗)), as
well as on LFUV ratios in many other decay modes, down
to a few percent or less. In particular, reducing the sys-
tematic uncertainties commensurately with the statisti-
cal uncertainties will require meeting key challenges in
computation, the modeling of b-hadron semileptonic de-
cays, and background estimation in the years to come.

A. Monte Carlo simulation samples

Table XV shows that one of the principal sources of un-
certainty in the R(D(∗)) measurements arises from the
limited size of the simulation samples. This limitation

9 It is worth noting that, while some uncertainties are multiplica-
tive, i.e. they scale with the resulting central value (e.g., uncer-
tainties on the signal efficiency), the majority of the uncertainty
is additive (e.g., uncertainties associated to the background sub-
traction or signal shapes). As a result, changes in the central
values would alter the value of the uncertainty when expressed
in percentage. However, given that the overall uncertainty has
become smaller than 20% and the central values are starting
to converge (see Fig. 25), the presentation of uncertainties in
percentages should give a broadly accurate representation of the
uncertainties and allow for comparisons across different measure-
ments.

results in large uncertainties through two different, but
parallel, considerations: First, B → D(∗)lν decays have
some of the largest B branching fractions, necessitating
very large simulation samples to acceptably model the
data. Such uncertainties, however, are statistical in na-
ture and thus independent among different experimental
analyses.

Second, semitauonic decays involve final states with
multiple neutrinos, which escape detection. As a result,
the reconstructed kinematic distributions employed to
separate signal from background events are broad and
difficult to describe analytically. Instead, experiments
rely upon Monte Carlo simulation to derive the templates
that are used in the signal extraction fit. Because of the
broad nature of these distributions, multiple dimensions
are necessary to disentangle the various contributions,
which results in the simulated events being widely dis-
tributed among the numerous bins in the templates.

Of course, Monte Carlo-based uncertainties can be re-
duced simply by producing more simulated events. How-
ever, given the size of future data samples, it will be both
a time and cost challenge to continue producing simu-
lated events in sufficient numbers such that these uncer-
tainties remain controlled. Thus, different solutions will
need to be considered. At present the most promising
approaches are:
(i) Hardware: The High Energy Physics (HEP) com-

munity has historically relied upon the exponential in-
crease in computing throughput for relatively stable in-
vestments. As this exponential growth slows, either
greater funding will have to be found or new avenues
will need to be explored to keep up. Monte Carlo sim-
ulations are highly parallelizable, which makes them a
favorable target for graphics processing unit (GPU) com-
putation. Efforts to make increasing use of GPUs are un-
derway, and expertise and appropriate tools will have to
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be further developed by the HEP community to ensure
the widespread adoption of GPUs and reap their benefits.

(ii) Fast simulation (FastSim): the most resource in-
tensive step in the generation of simulated events is the
simulation of the detector response. Several procedures
have been developed and are in use already that ac-
celerate this step by simulating only parts of the de-
tectors, or parameterizing its response (see examples at
(de Favereau et al., 2014; Müller et al., 2018)). New ma-
chine learning techniques such as generative adversarial
networks may be able to further optimize this aspect of
event simulation. See e.g. (Erdmann et al., 2019; Val-
lecorsa, 2018) for proof-of-concept studies of this.

(iii) Aggressive generator-level selections: these can
help reduce the number of events that need to be fully
simulated. Fiducial selections are already widely ap-
plied, but as data becomes abundant and the comput-
ing resources are stretched thin, analyses may have to
start focusing on reduced regions of phase space with
an even better signal-to-noise ratio. The generator-level
selections would then have to be adjusted as closely as
possible to these reduced areas to maximize the physics
output of the simulation. For Belle II an attractive op-
tion to increase the size of simulated samples in analyses
that use hadronic tagging would be to only generate the
low branching fraction modes actually targeted by the
tagging algorithms. See e.g. (Kahn, 2019) for a proof-
of-concept implementation using generative adversarial
networks.

It is important to note that each of these approaches
alone will not be sufficient to cover all future needs. For
instance, the FastSim implementations currently being
employed at LHCb allow for simulated events to be pro-
duced with about ten times fewer resources than with
full simulation. However, this order of magnitude im-
provement only covers the increased needs from Run 1
(3.1 fb−1) to Run 2 (6 fb−1, twice the bb cross section,
and higher efficienty than in Run 1). Meeting the needs
for the 50 ab−1 that will be collected by Belle II, or the
300 fb−1 by LHCb, will probably involve the combined
use of the approaches listed above and perhaps others.

B. Modeling of B → D(∗)lν

As discussed at length in Sec. II, the predominant the-
ory uncertainties in the modeling of b→ cτν decays arise
in the description of their hadronic matrix elements. Pre-
cision parametrizations of these matrix elements are cur-
rently achieved by either data-driven model-independent
approaches, such as fits to HQET-based parametrizations
(Sec. II.C.2), or by lattice QCD results (Sec. II.C.5),
or a combination of both. This applies to predictions
both for the ground states as well as the excited states
(Sec. II.E) that often dominate background contribu-
tions. In the case of B → D(∗)`ν, these approaches have

led to form factors determinations whose uncertainties
only contribute at the 1–2% level in the measurements of
R(D(∗)).

Especially for semitauonic analyses using the electronic
or muonic τ decay channels, a reliable description of
B → D(∗)`ν semileptonic decays is a critical input, in
order to control lepton cross-feed backgrounds. The
hadronic τ decay analyses also rely on these light semilep-
tonic inputs, but to a lesser extent. Finally, there is some
additional uncertainty in the modeling of the detector
resolution for the kinematic variables that these analyses
depend upon, that can be shared across results from the
same experiment.

C. B → D∗∗τν and other B → D∗∗ backgrounds

1. Systematic uncertainties evaluation and control

Excited D∗∗ states decay to D∗, D0, or D± mesons
plus additional photons or pions, which can escape detec-
tion. As a result, both B → D∗∗`ν and B → D∗∗τν de-
cays can easily lead to extraneous candidates in R(D(∗))
analyses, though the former contributes only to measure-
ments that employ the leptonic decays of the τ lepton. In
hadronic-τ analyses, another background source associ-

ated with D∗∗ production is formed by B → D∗∗D(∗,∗∗)
s

decays with D+
s → π+ π− π+ X. While all analyses ex-

ploit dedicated D∗∗ control samples where some of the
parameters describing these contributions are measured,
a number of assumptions are shared among the various
measurements, namely the form factor parameterization
of the B → D∗∗lν decays (Sec. II.E) and the D∗∗ decay
branching fractions.

First data-driven fits of the B → D∗∗ form factors have
been performed (Bernlochner and Ligeti, 2017; Bern-
lochner et al., 2018a), but the resulting parameters—
especially for the broad states—are not yet well con-
strained. The chosen approach is, however, improvable
with future data. Just as for the B → D(∗) modes, data-
driven predictions for B → D∗∗ (Eq. (29)) are thus likely
to improve in precision until they reach the naive or-
der of 1/m2

c contributions—i.e. a few percent—beyond
which the number of parameters required to describe
higher-order effects becomes too large to be effectively
constrained. Combination with future LQCD results (see
e.g. (Bailas et al., 2019)), however, may permit even
more precise predictions. Additionally, the R(D∗∗) ra-
tios have not yet been measured, so the various experi-
ments have relied on theoretical predictions, assigning a
relatively large uncertainty. The size of this uncertainty
is however arbitrary and could lead to a common un-
derestimate of the systematic uncertainty from the D∗∗

feed-down (cf. Sec. V.C.2). With the latest theoretical
predictions (Eq. (29)), this uncertainty should be reduced
in the future.
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Dedicated experimental efforts are also presently on-
going to further address these issues. In particular:

(i) Improved measurements are anticipated for the
B → D∗∗`ν relative branching fractions and kine-
matic distributions such as the four-momentum transfer
squared or further angular relations. This is especially
important for the broad D′1 and D∗0 states, that are still
poorly known compared to the narrow D1 and D∗2 states.
Such measurements can in principle already be carried
out with currently available data sets.

(ii) Measurements involving a hadronized W → D+
s ,

i.e. B → (D∗∗ → D(∗)π)D+
s (Aaij et al., 2020a; LHCb

Collaboration, 2020). This approach offers much better
sensitivity to decays involving the wide D∗∗ states be-
cause the D(∗)π spectrum can be cleanly measured via
the sideband subtraction on the narrow B mass peak.
Additionally, the presence of a D+

s meson in the final
state offers two unique features: (a) in contrast to decays
where the virtual W produces a single pion, the q2 range
for production of a D+

s meson is in the range of interest
for semitauonic decays; and (b) the relatives rates of the
various D∗∗ states can be measured when associated to
both spin-0 (Ds) and spin-1 (D∗s) states.

(iii) The direct measurement of B → D∗∗τν decays
for the narrow states D∗∗ = D1 or D∗2 . When combined
with the estimated branching fractions for the narrow
D∗∗ versus the total D∗∗ rate, and expectations from
isospin symmetry (the feed-down is dominated by D∗∗±

states while much better experimental precision will be
achieved for D∗∗0), these B → D∗∗τν results might be
used to control the D∗∗ feed-down rate into the R(D(∗))
signal regions.

Significant progress can therefore be expected in the
control of this important common systematic uncertainty
in the near term, such that the systematic uncertainty
due to B → D∗∗lν decays is likely to be reduced to the
percent level or less.

2. D∗∗ branching fraction assumptions in R(D(∗)) analyses

While the estimation of the normalization of the con-
tributions from background B → D∗∗lν decays is largely
data-driven, a number of assumptions in the various
branching fractions involved can have a significant im-
pact in the measurement of R(D(∗)). These are:
(i) B(D∗∗ → D(∗)π(π)): These branching fractions

are primary inputs to all the B → D∗∗lν templates em-
ployed in the signal extraction fits. Using the approach
of (Bernlochner and Ligeti, 2017), B(D∗∗ → D(∗)π) can
be estimated by combining data for the ratios B(D∗∗ →
D∗π)/B(D∗∗ → Dπ) (Zyla et al., 2020), isospin rela-
tions, and measurements of ratios of non-D∗-resonant
three body D0

1 and D∗02 decays to D0π+π− versus two
body decays to D∗+π− (Aaij et al., 2011). The latter
are used to estimate the total non-D∗-resonant branching

Table XVI Estimates for D∗∗ strong decay branching frac-
tions to exclusive two body decays, and the sum of non-
D∗-resonant three body decays,

∑
Dππ. Based on the ap-

proach of (Bernlochner and Ligeti, 2017) and measurements
from (Aaij et al., 2011; Zyla et al., 2020).

Parent
Final State

D∗π+ D∗π0 Dπ+ Dπ0 ∑
Dππ

D∗2 0.26 0.13 0.40 0.20 —

D1 0.42 0.21 — — 0.36

D′1 0.67 0.33 — — —

D0 — — 0.67 0.33 —

fraction to all possible Dππ final states with an isospin
correction factor ' 2. The resulting estimates for exclu-
sive two body decays, and sum of non-D∗-resonant three
body decays, are shown in Tab. XVI. The experimental
analyses, however, have used various other sets of differ-
ent numbers, which is worth being revisited.
(ii) B(B → D∗∗`ν): As mentioned above, the

hadronic-τ measurements are not sensitive to this con-
tribution. The leptonic-τ analyses have some sensitiv-
ity to these branching fractions, but it is small because
the total contribution from B → D∗∗`ν decays for the
four D∗∗ states is floated in the various fits. Since the
four contributions are combined together in the same fit
template, the relative B → D∗∗`ν branching fractions—
typically taken from (Zyla et al., 2020)—impact the mea-
sured R(D(∗)) values at the 0.3–0.8% level (Lees et al.,
2013).

(iii) B(B → D∗∗τν): All R(D(∗)) measurements are
rather sensitive to this contribution because the kine-
matics of the final state particles in these decays are
similar to those in signal decays. Some leptonic-τ mea-
surements tie this contribution to the fitted B → D∗∗`ν
yields viaR(D∗∗) or merge it with other background con-
tributions. The BABAR analysis (Lees et al., 2013) as-
sumes R(D∗∗) = 0.18 for all D∗∗ states. Investigation
of the numerical simulation inputs used by Belle anal-
yses (Caria et al., 2020; Huschle et al., 2015) suggests
they assumed an average of R(D∗∗) = 0.15, while the
LHCb result (Aaij et al., 2015c) uses R(D∗∗) = 0.12.
The hadronic-τ R(D∗) measurement from LHCb (Aaij
et al., 2018b) ties the B → D∗∗τν yield to be 11% of the
fitted B → D∗τν yield, and further decreases the value
of R(D∗) by 3% to take into account an additional con-
tribution from Bs → D′s1τν decays. Notably, all these
assumed values for R(D∗∗) are significantly above the
predicted central values (Eq. (29)), by about 50%. The
impact on the measured values can be estimated from
the R(D∗∗) systematic uncertainty estimated in (Lees
et al., 2013). A 50% downwards variation of the as-
sumedR(D∗∗) = 0.18 value results inR(D(∗)) increasing
by 1.7–1.8%. A shift of this magnitude would result in
an increase of the tension of the R(D(∗)) world average
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with the SM predictions by more than 0.5σ. For future
measurements, we therefore advocate that experiments
revisit their assumptions regarding the D∗∗ feed-down in
light of available data-driven predictions.

(iv) B(Bs → D∗∗s X): Additional feed-down contri-
butions to the LHCb measurements of R(D(∗)) come
from decays involving partially reconstructed heavy D∗∗s
mesons, namely, Bs → D∗s1 and Bs → D∗s2. The D∗s1
and D∗s2 mesons are heavy enough so that they decay
primarily as D∗∗s → D(∗)K. Given that the Bs → D∗∗s lν
branching fractions have not been measured yet and the
considerable Bs meson production at the LHC (see Ta-
ble III), these decays can lead to sizable uncertainties
on R(D(∗)). In a similar fashion to the B → D∗∗lν
decays, Bs → D∗∗s `ν decays contribute only to measure-
ments that employ the leptonic decays of the τ lepton,
while Bs → D∗∗s τν decays contribute to both leptonic-
and hadronic-τ measurements, and Bs → D∗∗s D

+
s X de-

cays with D+
s → π+π−π+X to hadronic-τ results. As an

example of the potential size of these contributions, the
present correction due to the Bs → D∗∗s τν feed-down in
the hadronic-τ measurement of R(D∗) by LHCb is 3%,
with a relative uncertainty of 50%. Future measurements
of the Bs → D∗∗s branching fractions will thus be very
important to be able to reach percent-level uncertainties
on the LHCb measurements of R(D(∗))—as well as on

R(D
(∗)
s ).

D. Modeling other signal modes

Some insight into the precision of future form factor
predictions, and their role in LFUV analyses, can be
obtained from considering the case of Bc → J/ψτν.
As can be seen in Tab. XIII, a dominant systematic
uncertainty—17%—in the 2018 LHCb analysis (Aaij
et al., 2018a) arose from the poorly-known description of
the Bc → J/ψ form factors. At the time, the prediction
for R(J/ψ ) was known only at the 10% level, or worse.
However, very recent LQCD results for the Bc → J/ψ
form factors (34) now permit percent level predictions,
such that one might expect the corresponding systematic
uncertainty to similarly drop by an order of magnitude
in a future analysis.

With regard to Λb → Λ
(∗)
c decays, while the ground

state form factors are known to high precision already, a
combination of anticipated LQCD results and future data
may similarly permit the excited state form factors to be
constrained at or beyond the 1/m2

c level. Finally, future
LQCD studies may be expected to improve predictions

for Bs → D
(∗,∗∗)
s form-factors to a comparable level as

for B → D(∗,∗∗), well beyond the ∼ 20% uncertainties
from flavor symmetry arguments.

E. Other background contributions

Double charm decays of the form B → D(∗,∗∗)D(∗,∗∗)
s

and B → D(∗,∗∗)D(∗,∗∗)K(∗) can lead to final state
topologies very similar to those of semitauonic pro-
cesses, whenever the decay of one of the charm mesons

mimics that of a τ lepton. Examples are D
(∗,∗∗)
s →

Xτν, Xπ+π−π+ or D(∗,∗∗) → X`ν with X referring to
unreconstructed particles. Such processes are very sig-
nificant background modes for R(D(∗)) measurements at
LHCb, and to a somewhat lesser extent, for B-factory
measurements. While several of these analyses estimate
the overall double-charm contribution using data control
samples, all measurements rely on averages of previously
measured branching fractions of B and D decays from
the Particle Data Group compilation (Zyla et al., 2020).
These averages are used as an input to produce the right
mixture of decay modes for background templates. Ad-
ditionally, the extrapolations into the signal regions often
rely on simulations whose models for the decay dynam-
ics might not reflect the full resonance structure of such
transitions. This set of assumptions can be common to
several experiments.

Although a wealth of branching fraction determina-
tions regarding these and other relevant decays have been
accumulated by BESIII (Ablikim et al., 2010), BABAR,
Belle, and LHCb, there are significant areas where mea-
surements that are in principle feasible have not been
carried out or are not precise enough to provide useful
constraints. Instances of these are double charm decays
with excited kaons in the final state or hadronic and dou-
ble charm processes involving D∗∗ states. These are es-
pecially important because they cover the high q2 range
that has the highest signal purity in R(D(∗)) measure-
ments. In the near future, Belle II and LHCb will pro-
vide new results of branching fractions for such decays
that will alleviate the reliance on common assumptions
for the various double-charm decay modes. Addition-
ally, more precise information about the semileptonic and
π+π−π+ decays of charm mesons will be needed, which
can be provided by BESIII in the near future.

F. Other systematic uncertainties

The remaining uncertainties in Table XV are domi-
nated by particle identification and external branching
fraction uncertainties. The latter are especially rele-
vant for measurements that utilize the hadronic decays
of the τ lepton. The final state for the signal decays in
these measurements does not correspond to that of the
B → D(∗)`ν decays needed for the R(D(∗)) denomina-
tor and, as a result, intermediate normalization modes
are employed. For instance, the current precision on
the normalization decays for the τ → π−π+π−ν analysis
from LHCb (Aaij et al., 2018b), B → D∗π+π−π+ and
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B → D∗µν as shown in Eq. (53), is limited to 3–4%, so
new measurements of these branching fractions are neces-
sary to reduce the overall uncertainty beyond that level.
In fact, what is required is the ratio of these two quan-
tities. This can be measured more precisely than each
branching ratio separately: a measurement that Belle II
may be able to perform relatively easily.

Radiative contributions from B → D(∗)lγν decays
reconstructed as B → D(∗)lν are further sources of
common systematic uncertainties. These may arise at
approximately the few percent level, and are thought
to be well-approximated in experimental simulations by
PHOTOS (Barberio and Was, 1994), although Coulomb-
term corrections may eventually also become impor-
tant (de Boer et al., 2018; Caĺı et al., 2019; Klaver, 2019).

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V and
references therein):

1. In B → D(∗)τν decays

(a) Six measurements of R(D∗) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the τ polarization frac-
tion, Pτ (D∗) = −0.38± 0.51+0.21

−0.16.

(c) One measurement of the D∗ longitudinal po-
larization fraction, FL,τ (D∗) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the efficiency corrected
q2 distributions shown in Fig. 11.

2. One measurement of a b→ cτν transition using Bc
decays, R(J/ψ ) = 0.71± 0.17± 0.18.

3. One measurement of a b→ uτν transition, R(π) =
1.05± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(∗))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(∗)) values. In partic-
ular, we discuss the role of non-trivial correlation effects
on such averages and point out that with more precise
measurements on the horizon these effects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D∗) and R(D)

Table XVII Summary of R(D(∗)) measurements and world
averages. The hadronic-τ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0 → D∗+`ν) = 5.08± 0.02± 0.12)%. The values
for “Average (ρ̂D∗∗)” are calculated by profiling the unknown
B → D∗∗lν correlation and obtaining ρ̂D∗∗ = −0.88 as de-
scribed in Sec. VI.B.

Experiment τ decay Tag R(D) R(D∗) ρtot

BABAR a µνν Had. 0.440(58)(42) 0.332(24)(18) −0.31

Belleb µνν Semil. 0.307(37)(16) 0.283(18)(14) −0.52

Bellec µνν Had. 0.375(64)(26) 0.293(38)(15) −0.50

Belled πν, ρν Had. 0.270(35)
(+28)

(−25) –

LHCbe πππ(π0)ν – – 0.280(18)(25)(13) –

LHCbf µνν – – 0.336(27)(30) –

Average (ρ̂D∗∗) 0.337(30) 0.298(14) −0.42

HFLAV Avg.g 0.340(30) 0.295(14) −0.38

a (Lees et al., 2012, 2013) b (Caria et al., 2020) c (Huschle et al., 2015)
d (Hirose et al., 2018)
e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

together with the expected B → D∗∗τν rates. Finally,
Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(∗)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-
sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(∗))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5σ. The combined value of R(D)
and R(D∗) is in tension with the SM expectation by 3.1σ
because of their anti-correlation. Also note that the value
of Pτ (D∗) is slightly correlated with both averages.

A subset of the existing measurements provide values
of R(D(∗)) normalized to either electron or muon final
states. These results present an important check because
the values reported for the semitauonic ratios are typi-
cally an average for the electron and muon normaliza-
tions, assuming

R(D(∗)) = R(D(∗))e = R(D(∗))µ (67)

with

R(D(∗))e ≡
B
(
B → D(∗)τ−ντ

)

B
(
B → D(∗)e−νe

) , (68)

R(D(∗))µ ≡
B
(
B → D(∗)τ−ντ

)

B
(
B → D(∗)µ−νµ

) . (69)
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Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For Pτ (D∗) and FL,τ (D∗) we show
a näıve arithmetic average of the SM predictions (Tab. II)

as done for R(D(∗)). For R(D(∗)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the

line we show for comparison the results of the R(D(∗)) world
average obtained in this work (see Sec. VI.B).

Obs.
Current

World AvData
Current

SM Prediction Significance

R(D) 0.340± 0.030 0.299± 0.003 1.2σ
}

3.1σ
R(D∗) 0.295± 0.014 0.258± 0.005 2.5σ

Pτ (D∗) −0.38± 0.51+0.21
−0.16 −0.501± 0.011 0.2σ

FL,τ (D∗) 0.60± 0.08± 0.04 0.455± 0.006 1.6σ

R(J/ψ ) 0.71± 0.17± 0.18 0.2582± 0.0038 1.8σ

R(π) 1.05± 0.51 0.641± 0.016 0.8σ

R(D) 0.337± 0.030 0.299± 0.003 1.3σ
}
3.6σ

R(D∗) 0.298± 0.014 0.258± 0.005 2.5σ

LHCb only measures R(D(∗))µ, but the B-factories have
access to the electron normalization as well. Figure 24
compares R(D(∗))e and R(D(∗))µ and no systematic de-
viation between both ratios is observed. It should be
noted that these results were released as stability checks
that compare the compatibility of the electron and muon
channels, not as optimized measurements of R(D(∗))e/µ.
For instance, (Franco Sevilla, 2012) does not include
the full systematic uncertainties and correlation for the
electron and muon R(D(∗)), so the values from the full
R(D(∗)) results are used in Fig. 24, increasing the cor-
relation to account for the larger statistical uncertainty
of the R(D(∗))e and R(D(∗))µ results. Additionally, the
double ratio

R(D(∗))light =
R(D(∗))µ
R(D(∗))e

=
B
(
B → D∗e−νe

)

B
(
B → D∗µ−νµ

) , (70)

that would be obtained from dividing these results, would
have unnecessarily large uncertainties because the com-
mon B

(
B → D(∗)τν

)
factor is obtained with τ → eνν

decays in the case of R(D(∗))e and τ → µνν decays for
R(D(∗))µ. A high precision measurement of R(D(∗))light

was released recently by the Belle collaboration (Waheed
et al., 2019)

R(D(∗))light = 1.01± 0.01± 0.03 (71)

and is compatible with unity.
Table XIX shows the results of the isospin-

unconstrained fits of the BABAR R(D(∗)) analysis, ex-
hibiting good compatibility between charged and neutral
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Figure 24 Measurements of R(D(∗)), R(D(∗))e, and

R(D(∗))µ from BABAR (Franco Sevilla, 2012) and
Belle (Caria, 2019).

Table XIX Results of the isospin-unconstrained fits for the
BABAR analysis (Lees et al., 2012, 2013). The first uncer-
tainty is statistical and the second systematic.

Result BABAR

R(D0) 0.429± 0.082± 0.052

R(D+) 0.469± 0.084± 0.053

R(D∗0) 0.322± 0.032± 0.022

R(D∗+) 0.355± 0.039± 0.021

D and D∗ modes. Such measurements might be partic-
ularly interesting in the context of obtaining data-driven
insight into the size of semiclassical radiative corrections,
expected to enter at the subpercent level.

Another interesting comparison is to examine the mea-
surements of R(D(∗)) as a function of time: more precise
knowledge of normalization and background processes
can lead to shifts in the central values. Figure 25 displays
the measured value as a function of paper submission
time, illustrating the improving precision with time. No-
tably, the most recent measurements tend to display bet-
ter agreement with the SM expectations. It is not clear,
however, whether this is a systematic shift or a statistical
fluctuation as there have not been meaningful changes in
the procedures that determine the background, normal-
ization, and signal components. It is also worth noting
that all measurements are compatible among themselves,
with a χ2 probability of 27%.

B. Revisiting of R(D(∗)) world averages via D∗∗

correlations

To further investigate the tension of the measured val-
ues of R(D(∗)) with the SM, we examine and update
their averages. We note that the systematic uncertain-
ties of all measurements have significant correlations (see
Sec. V) that need to be taken into account properly.
The most important ones stem from the modeling of the
B → D∗∗lν processes, which comprise a significant back-
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Figure 25 Measurements of R(D(∗)) as a function of paper
submission time. Green (light gray) refers to BABAR, dark
blue (dark gray) to Belle, light blue (medium gray) to LHCb,
and violet to the SM predictions. Circular markers refer to
hadronic tagging, triangles to semileptonic tagging, diamonds
to inclusive tagging, and squares to untagged measurements.
Filled markers refer to measurements using muonic decays of
the τ lepton while hollow to hadronic decays. Some of the ear-
lier results measured B(B → D(∗)τν) instead of R(D(∗)). In

those cases, the values for R(D(∗)) were obtained by normal-
izing the τ branching fraction with the latest world averages
for B(B → D(∗)`ν) (Zyla et al., 2020).

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D∗)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D∗) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(∗)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D∗) (in the combined R(D(∗)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B → D∗∗`ν̄`
is 45% and −15% correlated between R(D) and R(D∗),
respectively10. From this information alone it is impos-
sible to derive the correct correlation structure between

10 Both measurements provide the systematic uncertainties associ-
ated with D∗∗ in a different granularity. The quoted correlations
are obtained by summing for (Lees et al., 2012, 2013) the result-
ing covariance matrices for the D∗∗ form factor and the various

R(D) and R(D∗) across measurements.
We further investigate the dependence of the world av-

erage on the B → D∗∗`ν̄` correlation structure across
R(D) and R(D∗) measurements by parametrizing them
with a single factor ρD∗∗ . In Fig. 26 (left) we show the
world average assuming such correlation effects are neg-
ligible (labeled as ρD∗∗ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12± 0.10 , (72)

R(D∗)/R(D∗)SM = 1.15± 0.06 , (73)

with an overall correlation of ρ = −0.33. In addition to
the B → D∗∗`ν̄` uncertainties, the uncertainties in the
leptonic τ branching fractions and the B → D(∗)lν FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1σ). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ρD∗∗ = 1
or ρD∗∗ = −1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ρD∗∗ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
and constrain it within its probable range. A possible
choice that limits this missing correlation to fall between
[−1, 1] is to assign it a double Fermi Dirac distribution11

with a large shape parameter, e.g. w = 50. Carrying out
our average with such a setup results in

R(D)/R(D)SM = 1.13± 0.10 , (74)

R(D∗)/R(D∗)SM = 1.15± 0.06 , (75)

with ρ̂D∗∗ = −0.88 and an overall correlation of ρ =
−0.40. This results in an increased tension of about 3.6σ
with respect to the SM.

Although neither of these world averages are based on
completely correct assumptions, they illustrate the need
for future R(D(∗)) measurements to provide more de-
tailed breakdowns of their uncertainties. It is intriguing
that introducing an additional correlation structure of
a systematic uncertainty can shift the agreement with
the SM expectation over a range of 0.8 standard devi-
ations. Table XVII lists the numerical values of this
average—denoted as “Average (ρ̂D∗∗)”—and the HFLAV
average (Amhis et al., 2019); see also Tab XVIII. We
show this world average for R(D(∗)) compared to the
various measurements in Fig 26 (right).

branching fraction uncertainties. For (Huschle et al., 2015) the
covariance for the B → D∗∗`ν̄` shape and the D∗∗ are summed.

11 f(x,w) = 1/ (2(1 + exp(w(x− 1)))(1 + exp(−w(x− 1)))
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Figure 26 Left: R(D(∗)) world averages with different assumptions for the unknown correlation ρD∗∗ : The average with
ρD∗∗ = 0 (light blue or light gray dotted) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility
with the SM expectation of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions;
the scenarios ρD∗∗ = 1 (red or medium gray dashed) and ρD∗∗ = −1 (orange or light gray dash-dotted) agree with the SM
expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile the unknown correlation
and obtain ρ̂D∗∗ = −0.88 (heather gray solid) with a compatibility with the SM of 3.6 standard deviations. Right: Our world

average of R(D) and R(D∗) (black solid curves), compared to the various measurements of R(D(∗)). The unknown correlation
ρD∗∗ is treated as a free, but constrained, parameter of the average (see main text for more details).

C. Exclusive saturation of inclusive rate

The SM prediction for the semitauonic inclusive
branching ratio is

B(B → Xcτν) = 2.37(6)× 10−2 , (76)

obtained by combining the SM prediction in Eq. (38) with
the data for the flavor-averaged light lepton branching ra-
tio B(B → Xc`ν) (Zyla et al., 2020). This value of the in-
clusive branching fraction should correspond to the sum
of branching fractions of all possible exclusive final states,
i.e. the sum of decay rates of exclusive states should satu-
rate the inclusive rate. The degree of this saturation can
be explored by comparing the inclusive branching ratio
to that for the sum of D(∗) and D∗∗. For simplicity, in
the following we treat the uncertainties for each mode as
independent. Using the HFLAV-averaged SM prediction
for R(D(∗)) (Table I) together with the average branch-
ing ratio for B(B0 → D(∗)`ν) and B(B− → D(∗)`ν), one
finds

B(B → Dτν) = 0.72(4)× 10−2 , (77a)

B(B → D∗τν) = 1.28(4)× 10−2 , (77b)

and similarly one may use the combined D∗∗ SM pre-
diction in Eq. (30) with world averages for B(B− →

D∗∗`ν) (Bernlochner and Ligeti, 2017), yielding

∑

Xc∈D∗∗
B(B → Xcτν) = 0.14(2)× 10−2 . (78)

Adding these contributions, one obtains the SM predic-
tion

∑
Xc∈D(∗,∗∗) B(B → Xcτν) = 2.14(6)× 10−2, which

is compatible with, and does not saturate, the inclusive
SM prediction in Eq. (76), as shown in Fig. 27.

One can characterize the degree of LFUV in the semi-
tauonic system by comparing the inclusive SM prediction
with the sum of measured branching ratios for B(B →
D(∗)τν). In this case the SM prediction in Eq. (76) arises
from theory inputs, and features theory uncertainties,
that are independent of the inputs used for predictions of
R(D(∗)) (see Sec. II.G). Figure 27 compares the inclusive
SM prediction with the sum of the B → D(∗)τν branch-
ing fractions arising from the R(D(∗)) world averages, as
well as with the measured inclusive b → Xτν branching
fraction from LEP (Zyla et al., 2020), and the result for
B → Xτν from the PhD thesis (Hasenbusch, 2018) us-
ing Belle data. One sees that the R(D(∗)) world averages
already imply near-saturation of the inclusive SM predic-
tion, while the unpublished result from the Belle data is
more than 3σ in tension with it.



VI.D Combination and Interpretation of the Results 44

2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6
ℬ[𝐵 → 𝑋𝑐𝜏𝜈] (%)

Incl. SM Pred.
𝐷 + 𝐷∗ + 𝐷∗∗ SM Pred.
LEP 𝑏 → 𝑋𝜏𝜈
𝐷 + 𝐷∗ HFLAV Av.
Incl. Belle (Unpublished)

Figure 27 Saturation of the inclusive SM prediction (red or
medium gray band) for B(B → Xcτν) by the sum of the
measured exclusive branching fractions that are implied by
the R(D) and R(D(∗)) world averages (blue or dark gray
square). By comparison, the SM prediction for the sum of

B → D(∗,∗∗)τν exclusive branching fractions (blue or dark
gray band), is compatible with, and does not saturate, the
inclusive prediction. Also shown is: (i) the measured in-
clusive branching fraction measurements for b → Xτν from
LEP (Zyla et al., 2020) (open square), normalized against
total number of tagged bb events. Assuming hadronization
effects cancel, it can be interpreted as B(B → Xτν); and
(ii) the unpublished inclusive measurement of (Hasenbusch,
2018) using Belle data (red or medium gray filled square),
that shows a large excess.

D. New Physics interpretations

1. Parametrization of SM tensions

The measured lepton universality ratios R(D(∗))
naively express tensions with respect to SM predictions
in terms of the overall decay rates or branching ratios. As
such, typically many phenomenological interpretations of
these results simply require that any New Physics (NP)
accounts for the measured ratios (or other observables
such as polarization fractions) within quoted uncertain-
ties. However, this naive approach may lead to biases in
NP interpretations.

The reason for this is that in practice, as discussed in
Sec. IV, theR(D(∗)) ratios are recovered from fits in mul-
tiple reconstructed observables. In these fits, the signal
B → D(∗)τν decay distributions (as well as backgrounds)
are assumed to have SM shapes—their reconstructed ob-
servables are assumed to have an SM template—while
their normalization is allowed to float independently. In
the SM, the ratio of R(D)/R(D∗) is itself tightly pre-
dicted up to small form factor uncertainties. Thus, the
current experimental approach can be thought of intro-
ducing a NP fit template, that is parametrized by varia-
tion in the double ratio R(D)/R(D∗) as well as, say, the
overall size of R(D∗).

Variation of R(D∗), while keeping R(D)/R(D∗) fixed
to its SM prediction, is consistent with NP contribu-

tions from the cVL Wilson coefficient. This Wilson coef-
ficient by definition still generates SM-like distributions:
so that incorporating cVL contributions is self-consistent
with the fit template assumptions from which the mea-
sured R(D(∗)) values were recovered.

However, to explain the variation in R(D)/R(D∗)
from the SM prediction requires further NP contribu-
tions, that generically also alter the B → D(∗)τν sig-
nal (and some background) decay distributions and ac-
ceptances. (It is possible that there exist NP contri-
butions which only modify the neutrino distributions.
Because the experiments marginalize over missing en-
ergy, this particular NP could permit R(D)/R(D∗) to
simultanteously float from the SM prediction while pre-
serving the SM template for reconstructed observables.)
These NP contributions are thus generically inconsis-
tent with the assumed SM template in the current mea-
surement and fit, and may affect the recovered values
of R(D(∗)) themselves. As a result, while the current
world-average for R(D)–R(D∗) unambiguously indicates
a tension with the SM, it does not a priori allow for a
self-consistent NP interpretation or explanation. A self-
consistent BSM measurement of any recovered observ-
able instead requires e.g. dedicated fit templates for each
BSM point of interest, which we discuss further below.

A similar tension with the SM can be established when
additional observables such as asymmetries, longitudinal
fractions, or polarization fractions are compared to SM
predictions (see Sec. II.D.2), and there is much litera-
ture studying their in-principle NP discrimination power.
However, the same caveat with regard to NP interpreta-
tions applies: NP contributions may alter the recovered
values of these parameters.

2. Sensitivity and biases in recovered observables

To gain a sense of the size of these effects, we consider
an approximate mock-up of an e+e− experimental envi-
ronment and examine the variation in acceptances, ε, for
B → Dτν and B → (D∗ → Dπ)τν, with τ → eνν in
the presence of NP. In this mock-up, the beam energies
are fixed to 7 and 4 GeV, and we require visible final
state particles to fall within an angular acceptance 20◦–
150◦. We impose a minimum electron energy threshold of
Ee > 300 MeV, and an approximate turn-on efficiency is
included to account for the slow pion reconstruction effi-
ciencies in D∗ → Dπ decays. We further include a Gaus-
sian smearing added to the truth level q2 with a width
of 1.2 GeV2, in order to account for detector resolution
and tag-B reconstruction, and require the reconstructed
q2 > 4 GeV2.

For this mock-up, we show in Fig. 28 the ratio of the
NP experimental acceptance compared to the SM, ε/εSM,
for several different simplified models (cf. (Lees et al.,
2013) which studied this effect for the Type-II 2HDM).
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Figure 28 Top: Typical variation of experimental acceptances for the 2HDM, the leptoquark models R2 and S1, and a pure
tensor current, normalized with respect to the SM acceptance εSM, for B → Dτν (blue, thin) and B → (D∗ → Dπ)τν (red,
thick), with τ → eνν. The dotted, solid and dashed lines show the resulting acceptances for q2 resolutions (see text) of 0.8, 1.2

and 1.6 GeV2, respectively. Bottom: Variation in R(D(∗))/R(D(∗))SM for the same models.

To characterize the sensitivity to the q2 cut and smearing,
we also show acceptances for better and poorer q2 reso-
lutions, with widths of 0.8 and 1.6 GeV2 for the Gaus-
sian smearing, respectively. To provide further insight
into the NP variability of the differential distributions, in
Fig. 29 we show the percent variation per bin in the re-
constructed m2

miss normalized distribution for B → Dτν
for the same set of simplified models, over the identical
range of NP couplings, as well as example B → D(∗)τν
distributions in the reconstructedm2

miss for particular NP
coupling values.

One sees typically a few percent variation in the ac-
ceptances as well as in the diffferential m2

miss distribu-
tion, with up to 5% or so variations in some cases. Al-
though this might seem small in comparison to the typi-
cal 15–20% size of currently measured LFUV in R(D(∗)),
such variations are already comparable to the typical size
of systematic uncertainties in current analyses, such as
those shown in Table X. It is then not surprising that mis-
matches between SM and NP signal template can intro-
duce significant biases into analyses. This was observed
in the BABAR analysis (Lees et al., 2013). A similar, but
more detailed, mock-up analysis in an e+e− collider envi-
ronment suggests biases at greater than the 4σ level may
be expected to typically arise with 5 ab−1 of data (Bern-
lochner et al., 2020a). This effect may also be impor-
tant in the extraction of the CKM parameter |Vcb|, which
is sensitive to the assumed form factor parametrization
used to generate the fit templates.

Future semileptonic analyses may address these biases
through a variety of approaches. We discuss these below
in Sec. VII.B.

E. Connection to FCNCs

Measurements of the b → s`` ratios RK(∗) (Eq. (43))
in various ranges of the dilepton invariant mass have pro-
duced an indication of lepton flavor universality violation.
For instance, the most precise measurements of these ra-
tios in the range q2 = m2(``) ∈ [1.1, 6.0] GeV2 currently
are (Aaij et al., 2017c, 2021)

RK+ = 0.846+0.044
−0.041 , RK∗0 = 0.69+0.12

−0.09 , (79)

but are expected to be unity to the sub-percent level.
Angular analyses of B → K∗µµ decays exhibit compo-
nents that are in similar tension with theoretical predic-
tions, but subject to potentially large theory uncertain-
ties. However, various other less precise measurements
of RK(∗) from Belle and BABAR are consistent with
unity (Amhis et al., 2019); see also the recent Λb → pK``
analysis by LHCb (Aaij et al., 2020c). As discussed in
Sec. II.I, because the neutrino belongs to an electroweak
doublet, non-trivial (model-dependent) connections may
arise between b → c`ν and b → s`` or b → sνν op-
erators. Studies of possible connections between the
R(D(∗)) and RK(∗) anomalies thus explore common ori-
gins of NP in b → cτν versus b → s``, such as various
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Figure 29 Top: Color map of the percent variation per bin in the reconstructed m2
miss normalized distribution for B → Dτν,

comparing the SM to a range of couplings for the 2HDM, the leptoquark models R2 and S1, and a pure tensor current.
Variations for B → D∗τν are similar but somewhat smaller, ranging up to the 1-2% level. Bottom: Example normalized m2

miss

distributions for the SM (solid) versus NP (dashed) for B → Dτν (blue, thin) and B → D∗τν (red, thick). The chosen NP
coupling for each model is shown by a dashed line in the corresponding top row figures.

leptoquark mediators and flavor models, that are not also
excluded by other precision measurements (see Sec. II.I).
See e.g (Bhattacharya et al., 2015; Buttazzo et al., 2017;
Calibbi et al., 2015; Kumar et al., 2019), as several rep-
resentatives of an extensive literature.

In light of these results, it is also interesting to con-
sider how much LFUV can be tolerated in the electron
versus muon couplings from b→ clν measurements alone.
As above, the Belle direct measurement (Eq. (71)) con-
strains LFUV to no more than percent level deviations
between the electron and muon semileptonic modes.

An additional constraint arises from exclusive mea-
surements of |Vcb| and associated q2 distributions from
B → D(∗)`ν decays. Though not a focus of this review,
these measurements are presently quite sensitive to the
B → D(∗) form factor parametrization: Precision fits
leave little room for the presence of additional form fac-
tors beyond those of the V−A interactions, because intro-
ducing such form factors would significantly distort the
well-measured q2 distributions for these decays. More-
over, shape fits to the electron and muon modes sep-
arately are in good agreement (see e.g. (Aubert et al.,
2009; Glattauer et al., 2016; Waheed et al., 2019)). These
results suggest that in the b → ceν and b → cµν sys-
tems, one can plausibly introduce NP only via V −A NP
currents, and one can plausibly produce electron-muon
LFUV at most at the percent level. Based on this qual-
itative discussion we eagerly anticipate further quantita-
tive studies of bounds on LFUV in B → D(∗)`ν.

VII. PROSPECTS AND OUTLOOK

As detailed in Sec. VI, the world averages forR(D) and
R(D∗) currently exceed their SM predictions by about
14% each. While the theory uncertainties on theR(D(∗))
SM predictions are already 1–2% (see Tab. I), the un-
certainties on the corresponding measurements are 5–10
times larger. If key challenges in computation, the mod-
eling of b-hadron semileptonic decays, and background
estimation are met in the years to come, as discussed in
Sec. V, the large amount of data that LHCb and Belle II
will collect over the next two decades will bring down
the experimental uncertainties to the 1% level. At the
present level of discrepancy with the SM, this degree of
precision would nominally be sufficient to either establish
an observation of LFUV or resolve the present anomalies.

However, highly significant but isolated results will ar-
guably not be sufficient to fully establish the presence
of NP in this manner, given the vast number of experi-
mental and theoretical effects that can influence the in-
terpretation of these indirect searches for BSM physics.
Spurred on by the R(D(∗)) anomalies, a wide program of
LFUV measurements and calculations, that encompasses
several experimental and theoretical communities across
particle physics, will likely be the key to disentangling
potential BSM signals from sources of uncertainty that



VII.A Prospects and Outlook 47

may not be fully understood.
To this end, in this last section we discuss various as-

pects of this program, including: efforts underway to
measure other important ratios such as R(J/ψ ), R(π),

R(D
(∗)
(s)) and R(Λc) (Sec. VII.A); analyses that exploit

the fully differential information measured in semitauonic
b-hadron decays to complement and enhance the sensitiv-
ity to NP (Sec. VII.B); and should these indirect searches
end up establishing the presence of NP, the role of pro-
posed future colliders, that may be able to either directly
observe NP mediators, or further characterize established
anomalies with related measurements (Sec. VII.C).

A. Measurement of the ratios R(Hc,u)

As described throughout this review, the ratios
R(Hc,u) defined in Eq. (21) are powerful probes of LFUV
and NP, in part because of the significant cancelation of
theoretical and experimental uncertainties in the ratios.

The SM predictions forR(D
(∗)
(s)), R(J/ψ ), andR(Λc) now

have uncertainties in the 1–3% range (see Sec. II), and
improvements in lattice QCD together with new experi-
mental measurements are expected to further bring these
down. Over the next two decades, LHCb and Belle II will
collect enough data to reduce the statistical uncertainty
on the R(Hc,u) measurements down to a few percent or
less. However, the systematic uncertainties on the best
known ratios, R(D(∗)), are currently significantly higher
than that, as shown in Tab. XV. Thus, quantifying the
achievable precision on R(Hc,u) as a probe of NP after
LHCb and Belle II complete their data taking rests pri-
marily on estimating the extent to which the associated
experimental systematic uncertainties can be reduced.

As detailed in Sec. V, if already ongoing theoretical and
experimental efforts are sustained in the following years,
the majority of the systematic uncertainty on R(Hc,u) is
expected to decrease commensurately with the increas-
ing size of the data samples being collected. For instance,
the uncertainty from the background contributions will
decrease as the data control samples grow, and the size of
the simulated data samples will continue increasing pro-
portionately if the power of GPUs and fast simulation al-
gorithms is appropriately harnessed. Of course, these im-
provements are likely to have their own limitations, and a
certain level of irreducible systematic uncertainty will be
reached. Based on the considerations described in Sec. V,
one may estimate that floors of ∼ 1–2% uncertainty in
R(D(∗)) are achievable, while a floor of ∼ 3–4% is plau-
sible for other R(Hc,u) ratios, in which the form factor
parameterization cannot be measured as precisely. To
illustrate the variability of these estimations, we present
extrapolations for the anticipated R(Hc,u) precision that
LHCb and Belle II are likely to reach under two scenar-
ios: (i) a pessimistic scenario, with irreducible systematic
uncertainties of 2% for R(D(∗)) and 5% for the other

R(Hc,u) ratios; and (ii) an optimistic scenario, with un-
certainty floors of 0.5% for R(D(∗)) and 3% for the other
R(Hc,u) ratios. Further assumptions included in these
extrapolations are detailed below.

1. Prospects for R(Hc,u) at LHCb

As described in Sec. III.A, the high center-of-mass en-
ergy at the LHC gives LHCb access to large samples of
many b-hadron species. So far, LHCb has published re-
sults on R(D∗) and R(J/ψ ) (see Sec. IV), and measure-
ments of R(D), R(D∗∗), R(Ds), R(D∗s), R(Λc), R(Λ∗c)
as well as the non-semitauonic ratios R(D(∗))light are un-
derway. We can project the sensitivity to some of these
ratios based on the b-hadron samples expected in the
next two decades (Tab. III), the reduction of the system-
atic uncertainty described above, and the following broad
assumptions:12

(i) R(D∗): The current Run 1 results forR(D∗+) have
a total uncertainty of 12%, but this value should be re-
duced by about

√
2 when R(D∗0) is also included in the

measurement. This can be done by inclusively recon-
structing B− → D∗0τ−ντ decays via their feed-down
to D0µ− samples in combined R(D)–R(D∗) measure-
ments. Starting in Run 2, a dedicated trigger achieved
50% higher efficiency and the bb cross section increased
by a factor of around two. Another factor of two will
be gained when the hardware trigger is replaced by a
software-only trigger (LHCb Collaboration, 2014) start-
ing in the next data taking period (Run 3).
(ii) R(D): The same assumptions apply as for the

measurement of R(D∗) in terms of triggers and the com-
bination of D0 and D+, but data samples are expected to
be about 50% smaller due to the difference in branching
fractions and R(D).
(iii) R(D∗∗): The projections are specifically for
R(D0

1) which provides the most accessible final state.
The projections are based on the expected uncertainty of
about 15% for a combined analysis of Run 1 and 2 data,
and include a factor of two efficiency increase starting in
Run 3 thanks to the software-only trigger.

(iv) R(D
(∗)
s ): At LHCb, the reconstruction of neutral

particles is challenging (see Sec. III.B.2). As a result, the
reconstructed number of signal events for R(D∗s) is ex-
pected to be about 40 times smaller than for R(D∗), due
to both the smaller Bs production fraction as well as the
requirement to reconstruct a photon in the D∗+s → D+

s γ
decay (resulting in about a factor of ten lower efficiency),

12 These projections are for the measurements that employ the
muonic decays of the τ lepton. The projections for the hadronic
measurements would be similar except that the irreducible sys-
tematic uncertainty would be asymptotically higher because of
the external branching fractions used to normalize the result.
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Figure 30 Projections for the expected precision on the measurement of selected R(Hc) ratios at LHCb as a function of the
year in which the corresponding data sample becomes available. The order of the curves in the legend corresponds to the
order of the curves on the plot for the year 2026. Left: pessimistic scenario for an irreducible systematic uncertainty of 3% on
R(D(∗)) and 5% on the other ratios. Right: optimistic scenario for an irreducible systematic uncertainty of 0.5% on R(D(∗))
and 2% on the other ratios. These extrapolations are based on the current muonic-τ measurements of R(D(∗)) and R(J/ψ ),

as well as the forthcoming hadronic-τ measurement of R(D0
1) for the R(D∗∗) curve. The symbol R(D

[∗]
s ) refers to the sum

of the Ds and D∗s yields, as described in the text. The R(Λ∗c) entry in the legend refers to R(Λ∗c(2625)). The shaded regions
correspond to the long shutdowns during which there is no data taking at the LHC and have been updated including the latest
estimates (Béjar Alonso et al., 2020).

though these are partially compensated by the larger re-
constructed branching fractions of the D∗+s decay chain.
Given the limitations associated with the reconstruc-
tion of neutral particles, another possibility is the mea-

surement of R(D
[∗]
s ) =

B(Bs→Dsτν)+B(Bs→D∗sτν)
B(Bs→Dsµν)+B(Bs→D∗sµν) which

avoids the explicit reconstruction of the photon. The
data samples for this measurement are expected to be
about 3 times smaller than those for R(D∗).
(v) R(Λc): Data samples are expected to be six times

smaller than for R(D∗), according to the smaller Λb pro-
duction fraction, as well as the requirement to recon-
struct an additional track in the Λ+

c → pK−π+ decay
(which results in a factor of two lower efficiency due pri-
marily to the limited LHCb acceptance as well as to the
PID and tracking efficiencies).

(vi) R(Λ∗c): A preliminary study by LHCb (Lupato,
2017) using the muonic decays of the τ finds a factor
of 45 smaller data samples for R(Λ∗c(2625)) than those
expected for R(D∗). This study, however, is not able

to constrain the unmeasured Λb → Λ∗cD
(∗)
s background.

Instead, we project R(Λ∗c(2625)) based on the same as-
sumptions as for R(Λc) but with 33 times smaller data
samples due to the smaller Λb → Λ∗c lν branching frac-
tion and the efficiency of the Λ∗c → Λcππ reconstruc-
tion. This is estimated in a preliminary LHCb study

of Λb → Λ
(∗)
c πππ events assumming that the ratio of

Λb → Λ
(∗)
c πππ branching fractions is the same as that

for Λb → Λ
(∗)
c τν. The projections for R(Λ∗c(2595)) would

be similar but with data samples a factor of two smaller
than those for R(Λ∗c(2625)).
(vii) R(J/ψ ): We scale the 2018 result based on the

expected data samples.
Figure 30 shows the results of these projections. The

years on the horizontal axis refer to the dates at which
data samples become available, that would eventually re-
sult in the plotted total uncertainties once analyses are
completed. For instance, the 8.5% uncertainty on R(D∗)
shown at the beginning of 2015 corresponds to the even-
tual precision achievable for the combined measurement
of R(D∗+) and R(D∗0) with the Run 1 data sample,
but the analysis is not expected to be completed until
2021. These projections illustrate the enormous benefit
that the data samples collected after the ongoing LHCb
Upgrade I will have on the measurement of R(Hc). The
proposed LHCb Upgrade II, which would take place in
2031, would allow LHCb to further improve the precision
on these ratios down to the 0.5–2% level, if the irreducible
systematic uncertainties can be reduced accordingly.

Finally, b → uτν transitions are especially interest-
ing because their potential NP couplings could be quite
different from those potentially involved in b→ cτν tran-
sitions. The most direct way to access these transitions
at LHCb could be through B → ppτν decays, for which
the normalization B → pp`ν channel was recently ob-
served (Aaij et al., 2020b; Tien et al., 2014) and is quite
clean. A measurement of R(pp) is currently underway.
Additionally, LHCb also has plans to measure Λb → pτν,
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though this process is more challenging due to the lack
of a Λb decay vertex and sizeable feed-down backgrounds
from Λb → Λc processes.

2. Prospects for R(Hc,u) at Belle II

Belle II will profit from the much cleaner environment
of B meson pair production in electron-positron anni-
hilations, i.e. even with its smaller data samples with
respect to LHCb, highly competitive results will emerge.
One of the major challenges will be to retain this clean
environment at high luminosities and reduce the impact
of beam and other backgrounds as much as possible. In
addition, several orthogonal data sets can be obtained
leveraging different analysis or tagging approaches (see
Section III.C.1). The most important results will be:

(i) R(D(∗)) with exclusive tagging: In principle four
statistically independent measurements can be carried
out this way, namely either with hadronic or semileptonic
tagging and with the focus on either leptonic or hadronic
τ -lepton decays. The results with the best control of the
systematic uncertainty will be obtained from the com-
bination of hadronic tagging and leptonic or hadronic τ
decays. For these, the B-rest frame will be accessible
and, in the case of hadronic single-prong τ decays, the τ
polarization will also be accessible. These results will suf-
fer, however, from the low overall efficiency of hadronic
tagging caused by the small branching fractions of such
processes.

Semileptonically tagged events will retain much higher
numbers of semitauonic decays, but these will in principle
suffer from higher systematic uncertainties. Nonetheless,
all reconstructed particles in such signatures can still be
assigned to either the signal or tag side, which will allow
for reliable measurements. It is worth noting that ad-
ditional energy depositions from beam background pro-
cesses will lead to more challenging conditions than the
present-day results. Further, only measurements with
leptonic τ decays have been realized to date, so it will be
an exciting challenge for Belle II to establish measure-
ments with hadronic τ decays using this technique.
(ii) R(D(∗)) with inclusive or semi-inclusive tagging:

Compared to hadronic or semileptonic tagging, inclusive
tagging offers much higher reconstruction efficiency at
the cost of higher backgrounds and lower precision in the
reconstruction of B-frame kinematic variables. Nonethe-
less, such measurements will offer additional orthogonal
data sets that can be analyzed. A particularly interesting
option might involve the use of semi-inclusive tagging via
a charmed seed meson (D, D∗, J/ψ, Ds, or D∗s). Such
an approach could offer more experimental control than
purely inclusive tagging, while still retaining a high re-
construction efficiency. It is unclear at present how pre-
cise such measurements will be, as no detailed studies
have been carried out, and we therefore do not include

these in our projections.
(iii) R(π/ρ/ω): Belle II will have a unique opportu-

nity to further investigate semitauonic processes involv-
ing b → u transitions. The existing search (detailed in.
Sec. IV.A.2) focused on charged pion final states. In-
teresting additional channels with higher branching frac-
tions are decays to ρ and ω mesons, although the large
width of the ρ is a challenge. Nonetheless, Belle II will
improve the existing limits and with a substantial data
set of 10–15 ab−1 the discovery of these decays, assuming
their branching fraction is of the size of the SM expecta-
tion, is feasible.

(iv) R(D
(∗)
s ): Belle II anticipates collecting a clean

sample of e+e− → Υ (5S) → B
(∗)
s B

(∗)
s events. The ex-

perimental methodology applied to the study of semi-
tauonic B meson decays can also be applied to these data

sets. For instance, future measurements of R(D
(∗)
s ) can

be done based on hadronic or semileptonic tagging in a
similar fashion to the R(D(∗)) measurements. It is un-
clear, however, whether a precision can be reached that
would rival LHCb, because of the much smaller number
of produced Bs mesons.
(v) R(X(c)) with hadronic tagging: Belle II will fur-

ther be able to produce measurements of fully inclusive
or semi-inclusive semitauonic final states. These will al-
low measurements of R(X(c)). We use the preliminary
measurement of (Hasenbusch, 2018) to estimate the sen-
sitivity for R(X), but caution the reader that Belle II
will need to demonstrate the feasibility of such measure-
ments.

Figure 31 displays the expected sensitivity as a func-
tion over time. The left panel displays our pessimistic
scenario based on the statistical and systematic uncer-
tainties of existing measurements and an irreducible sys-
tematic uncertainty of 3% as described above. The right
panel shows the same progression for the optimistic sce-
nario, that includes an irreducible systematic uncertainty
of 0.5% and an increase in the efficiency of the exclu-
sive tagging algorithms of 50%. Such an improvement
is not completely unexpected since novel ideas, such as
the use of deep learning concepts and attention maps,
have already shown promising efficiency gains in simu-
lated events (Tsaklidis, 2020). However, it remains to be
seen if such efficiency gains are also retained in the anal-
ysis of actual collision events, and if the identified events
are clean enough to provide an actual gain in sensitivity.
In both scenarios the uncertainties are expected to de-
crease with luminosity until the systematic uncertainty
floor is reached.

The grey bands indicate years in which significant
down-time is expected due to upgrades of the detec-
tor and/or the accelerator. In 2022, the Belle II pixel
detector will be replaced with its final version, and
more radiation-hard photomultipliers for the time-of-
propagation-detector will be integrated as well. In 2026,
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Figure 31 Projections for the expected precision on the measurements of R(D(∗)), R(X), and R(π) at Belle II as a function
of the year in which the corresponding data sample becomes available. The order of the curves in the legend corresponds to
the order of the curves on the plot for the year 2022. The “R(D(∗)) (SL FEI, lep τ)” curve sits under the “R(X) (had FEI,
lep τ)” curve because their projected uncertainties are very similar. An irreducible systematic uncertainty of (left) 3% for the
pessimistic scenario and (right) 0.5% for the optimistic one is assumed. The optimistic scenario also assumes and 50% increase
in the reconstruction efficiency of the exclusive tagging algorithms. The shaded regions indicate years in which significant
down-time is expected due to upgrades of the detector and/or the accelerator.

the Belle II interaction region will be upgraded to allow
for the increase of the instantaneous luminosity to its de-
sign value: The superconducting magnets that perform
the final focusing will be placed further away from the
beam crossing point to reduce the chance of quenches.
Measurements of R(D∗) will be somewhat more precise
because of their cleaner signature and lack of feed-down
contributions, compared to R(D) measurements, but in
both cases a precision of 4–5% and about 3% will be
reached by 2026 in the pessimistic and optimistic scenar-
ios, respectively. Inclusive R(D(∗)) measurements and
measurements of R(D∗) with hadronic τ final states will
reach 3.5% precision in the pessimistic scenario and be-
low 2% in the optimistic case. All measurements, except
for the ones explicitly probing b → u transitions, will
reach precisions close to their irreducible systematic un-
certainties by 2031.

B. Exploiting full differential information

1. Angular analyses and recovered observables

A 2–3% systematic floor for LFUV ratio measurements
might be reached quickly given the high statistical power
provided by LHCb and Belle II experiments together.
This, combined with the fact that the ratios R(Hc,u) are
recovered observables from template fits to differential
distributions, suggests that attention might increasingly
turn towards other measurable properties. These include

angular correlations, longitudinal and polarization frac-
tions of the D∗ and τ (see Sec. II.D.2), or asymmetries
and so on.

Many such observables using angular correlations have
been put forward by a wide range of phenomenological
studies, in particular as a means to distinguish SM from
NP interactions in b → cτν transitions. On the ex-
perimental side, the most accessible of these is the D∗

longitudinal fraction, FL,τ (D∗), which can be easily re-
constructed. As discussed in Sec. IV.D.2, Belle has al-
ready provided a preliminary measurement for this vari-
able based on B → D∗τν decays. This result is com-
patible with the SM expectations within 2σ. LHCb is
expected to soon publish a similar analysis with slightly
improved sensitivity.

The τ polarization (Sec. IV.D.1) has also been mea-
sured for the first time by Belle, using the τ → πν
single-prong decay channel, though with limited preci-
sion. Preliminary studies in LHCb have demonstrated
that the measurement of the τ polarization is possi-
ble using the τ → π−π+π−ν decay mode, recycling
techniques developed at LEP involving optimized vari-
ables (Davier et al., 1993). This analysis is much more
complex than the single-prong mode, in which the pion
momentum in the τ rest frame acts as an in-principle
perfect polarizer, because the analyzing power of the
πππ final state is comparatively small (see Eq. (28)):
The analyzing power of the dominant a1 resonance in
τ → π−π+π−ν features a numerical cancellation on-shell,
αa1 = (1 − 2m2

a1/m
2
τ )/(1 + 2m2

a1/m
2
τ ) ' 0.02. The ex-
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pected LHCb sensitivity to Pτ (D(∗)) in the three-prong
mode is not yet known.

A recent study (Hill et al., 2019) has shown that LHCb
may be able to reliably recover the angular coefficients
describing the B → (D∗ → Dπ)(τ → hν)ν decay, assum-
ing a sample around 105 signal events. A dataset of this
size is expected to be available at the end of Run 3 of the
LHC; first attempts along these lines may be performed
using the full Run 2 dataset.

2. Future strategies

However, as discussed in Sec. VI.D.2, mismatches be-
tween SM and NP signal templates can introduce sig-
nificant biases into analyses that consider recovered ob-
servables, such that one cannot consistently determine
the compatibility of the data with any particular NP
model. Future semileptonic analyses may address these
biases through a variety of approaches: One possibil-
ity is to attempt to carefully control the size of these
biases when experiments quote their results. A differ-
ent, more robust, approach is for experiments to adapt
their analyses such that instead of reporting recovered
observables, they instead perform fits directly in the mul-
tidimensional space of the NP couplings—the Wilson
coefficients—themselves. This approach has the addi-
tional advantage of making it more straightforward to
combine results from different experiments.

The latter approach is sometimes referred to as
‘forward-folding’. A key obstacle is that generating suffi-
cient simulated data for the SM analysis alone is challeng-
ing (see Sec. V.A); generating enough to study a space of
NP models is naively computationally prohibitive. This
difficulty can be resolved, however, with matrix element
reweighting, which allows for large MC samples to be
converted from the SM to any desired NP template,
or to any description of the hadronic matrix elements,
without regenerating the underlying MC data. In re-
cent years, new software tools, such as the Hammer li-
brary (Bernlochner et al., 2020b), have been developed
by experimental-theory collaborations to permit fast and
efficient MC reweighting of this type.

As an example, one can consider the mock-up reweight-
ing analysis of (Bernlochner et al., 2020a), that uses
the differential information in the missing invariant mass
m2

miss and lepton momentum |p`|, including an approxi-
mation of the effects of various backgrounds and recon-
struction effects. In Fig. 32 we show the potential recov-
ered CLs from this analysis for the (complex) NP Wil-
son coefficients of the R2 simplified model, defined by
cSL ' 8cT , compared to the ‘truth’ value cSL(= 8cT ) =
0.25(1+i). This mock-up forecasts that with 5 ab−1 of fu-
ture data, one would be able to not only exclude the SM,
but also recover the ‘true’ NP Wilson coefficient up to a
mild two-fold degeneracy in its imaginary part. Because
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Figure 32 The 68%, 95% and 99% CL allowed regions for the
R2 simplified model coupling cSL = 8cT fitting to an Asimov
data set with cSL = 8cT = 0.25(1 + i). The best fit recovered
points are shown by gray dots.

the forward folding approach can use all differential in-
formation by construction, it may supersede approaches
based on measuring recovered observables.

C. Outlook for future colliders

If NP were to be discovered through indirect LFUV
searches, future colliders could be instrumental in fur-
ther characterizing the nature of the new interactions.
In some scenarios, NP mediators can escape the discov-
ery reach of the High Luminosity (HL)-LHC while still
giving rise to the observation of LFUV in semitauonic
b-hadron decays. Future hadron machines such as the
FCC-hh collider (Mangano et al., 2018), presently under
study at CERN, would extend the reach for direct obser-
vation of NP mediators into the multi-TeV range, cover-
ing most of these scenarios. An indirect NP observation
could also be possible at FCC-hh by, e.g., detecting de-
viations from the predicted inclusive ττ production rate
in the SM (Mangano et al., 2018).

High luminosity e+e− colliders may also play a crucial
role because the characteristics of b-hadron production on
the Z pole combine several of the advantages enjoyed by
B-factory experiments with those of hadron colliders. In
particular, the advantages of the former include: a very
favourable ratio of B production divided by total cross
section (22%); a low multiplicity environment (perfect
separation of the two B mesons); and good knowledge
of the B center-of-mass frame by exploiting jet direction
measurements and the peaked fragmentation function.
The advantages of the latter include large production of
all b-hadron species, and the large boost of the hadrons
themselves, which allows one to more easily separate their
decay products from primary fragments, and to fully re-
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construct secondary and tertiary vertices.
The ‘TeraZ’ class of proposed e+e− colliders—either

the FCC-ee (Abada, 2019) or CEPC (Dong et al.,
2018a,b)—could provide enough B mesons produced in
this very favorable Z-pole environment to measure very
complex decays such as B+ → K+τ+τ−, that are very
difficult to probe otherwise (Kamenik et al., 2017). A
precise measurement of this branching ratio and its an-
gular distributions would provide a critical test of LFUV
in the neutral current decays involving the τ lepton. This
might in turn provide evidence of a link between the
LFUV hints from R(Hc,u), involving charged current de-
cays to τ leptons, and those of RK(∗) , involving neu-
tral current decays to the first two lepton families only
(see Sec. II.I). In a similar vein, rare Bc decays such as
Bc → τν could also be studied at a TeraZ factory (Zheng
et al., 2020). A precision of 1% of this branching fraction
could be reached providing strong constraints on many
NP models.

D. Parting thoughts

In this review we have provided an in-depth look into
the theoretical and experimental foundations for semi-
tauonic LFUV measurements. This comprised a detailed
overview of the theoretical state-of-the-art and an exten-
sive survey of the experimental environments and mea-
surement methodologies at the B factories and LHCb.
We further reexamined the current combinations and NP
interpretations of the data as well as their limitations,
and the future prospects to control systematic uncertain-
ties, all of which will be crucial for not only establishing
a tension with the SM, should one exist, but also under-
standing the nature of the New Physics responsible for
it.

Driven by the intriguing and persistent anomalies in
R(D(∗)), the host of planned and ongoing measurements
of lepton flavor universality violation in semitauonic b-
hadron decays will provide new data-driven insights, if
not resolutions, for these current LFUV puzzles. A
golden era in flavor physics is just ahead of us.
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are grateful to Maria Różańska for her input on the Belle
measurements of R(D(∗)) and to Marcello Rotondo for
his expertise on the LHCb projections for R(Hu), the
Bs → D∗∗s contributions, and other matters. We thank
Ana Ovcharova for her help with the formatting of sev-
eral plots. We thank Patrick Owen for sharing his work

on the LHCb projections for R(Hc) and subsequent dis-
cussions. We thank CERN for its hospitality during the
initial preparation of this work. FB is supported by
DFG Emmy-Noether Grant No. BE 6075/1-1 and BMBF
Grant No. 05H19PDKB1. MFS is supported by the Na-
tional Science Foundation under contract PHY-2012793.
DJR is supported in part by the Office of High Energy
Physics of the U.S. Department of Energy under contract
DE-AC02-05CH11231.

REFERENCES

Aad, Georges, et al. (ATLAS) (2020), “Test of the universality
of τ and µ lepton couplings in W -boson decays from tt̄
events with the ATLAS detector,” arXiv:2007.14040 [hep-
ex].

Aaij, Roel, et al. (LHCb) (2011), “Measurements of the
Branching fractions for B(s) → D(s)πππ and Λ0

b →
Λ+
c πππ,” Phys. Rev. D 84, 092001, [Erratum: Phys.Rev.D

85, 039904 (2012)], arXiv:1109.6831 [hep-ex].
Aaij, Roel, et al. (LHCb) (2015a), “LHCb detector per-

formance,” International Journal of Modern Physics A
30 (07), 1530022.

Aaij, Roel, et al. (LHCb) (2015b), “Measurement of b+c pro-
duction in proton-proton collisions at

√
s = 8 tev,” Physical

Review Letters 114 (13), 10.1103/physrevlett.114.132001.
Aaij, Roel, et al. (LHCb) (2015c), “Measurement of the ra-

tio of branching fractions B(B̄0 → D∗+τ−ν̄τ )/B(B̄0 →
D∗+µ−ν̄µ),” Phys. Rev. Lett. 115, 111803, [Addendum:
Phys. Rev. Lett.115,no.15,159901(2015)], arXiv:1506.08614
[hep-ex].

Aaij, Roel, et al. (LHCb Collaboration) (2017a), Expression
of Interest for a Phase-II LHCb Upgrade: Opportunities
in flavour physics, and beyond, in the HL-LHC era, Tech.
Rep. (CERN, Geneva).

Aaij, Roel, et al. (LHCb) (2017b), “Measurement of the b-
quark production cross section in 7 and 13 tev pp col-
lisions,” Physical Review Letters 118 (5), 10.1103/phys-
revlett.118.052002.

Aaij, Roel, et al. (LHCb) (2017c), “Test of lepton uni-
versality with B0 → K∗0`+`− decays,” JHEP 08, 055,
arXiv:1705.05802 [hep-ex].

Aaij, Roel, et al. (LHCb) (2018a), “Measurement of the ratio
of branching fractions B(B+

c → J/ψτ+ντ )/B(B+
c →

J/ψµ+νµ),” Phys. Rev. Lett. 120 (12), 121801,
arXiv:1711.05623 [hep-ex].

Aaij, Roel, et al. (LHCb) (2018b), “Test of Lepton Fla-
vor Universality by the measurement of the B0 →
D∗−τ+ντ branching fraction using three-prong τ decays,”
Phys. Rev. D 97 (7), 072013, arXiv:1711.02505 [hep-ex].

Aaij, Roel, et al. (LHCb) (2019a), “Measurement of b hadron
fractions in 13 tev pp collisions,” Phys. Rev. D 100, 031102.

Aaij, Roel, et al. (LHCb) (2019b), “Measurement of the rel-
ative B−→ D0/D∗0/D∗∗0µ−νµ branching fractions using
B− mesons from B∗0s2 decays,” Phys. Rev. D 99 (9), 092009,
arXiv:1807.10722 [hep-ex].

Aaij, Roel, et al. (LHCb) (2019c), “Search for lepton-
universality violation in B+ → K+`+`− decays,” Phys.
Rev. Lett. 122 (19), 191801, arXiv:1903.09252 [hep-ex].

Aaij, Roel, et al. (LHCb) (2020a), “Determination of quan-

http://arxiv.org/abs/2007.14040
http://arxiv.org/abs/2007.14040
http://dx.doi.org/10.1103/PhysRevD.84.092001
http://arxiv.org/abs/1109.6831
http://dx.doi.org/10.1142/s0217751x15300227
http://dx.doi.org/10.1142/s0217751x15300227
http://dx.doi.org/10.1103/physrevlett.114.132001
http://dx.doi.org/10.1103/physrevlett.114.132001
http://dx.doi.org/ 10.1103/PhysRevLett.115.159901, 10.1103/PhysRevLett.115.111803
http://arxiv.org/abs/1506.08614
http://arxiv.org/abs/1506.08614
http://cds.cern.ch/record/2244311
http://cds.cern.ch/record/2244311
http://cds.cern.ch/record/2244311
http://dx.doi.org/10.1103/physrevlett.118.052002
http://dx.doi.org/10.1103/physrevlett.118.052002
http://dx.doi.org/10.1007/JHEP08(2017)055
http://arxiv.org/abs/1705.05802
http://dx.doi.org/ 10.1103/PhysRevLett.120.121801
http://arxiv.org/abs/1711.05623
http://dx.doi.org/10.1103/PhysRevD.97.072013
http://arxiv.org/abs/1711.02505
http://dx.doi.org/10.1103/PhysRevD.100.031102
http://dx.doi.org/ 10.1103/PhysRevD.99.092009
http://arxiv.org/abs/1807.10722
http://dx.doi.org/10.1103/PhysRevLett.122.191801
http://dx.doi.org/10.1103/PhysRevLett.122.191801
http://arxiv.org/abs/1903.09252


References 53

tum numbers for several excited charmed mesons observed
in B− → D∗+π−π− decays,” Phys. Rev. D 101, 032005.

Aaij, Roel, et al. (LHCb) (2020b), “Observation of the
semileptonic decay B+ → ppµ+νµ,” JHEP 03, 146,
arXiv:1911.08187 [hep-ex].

Aaij, Roel, et al. (LHCb) (2020c), “Test of lepton uni-
versality with Λ0

b → pK−`+`− decays,” JHEP 05, 040,
arXiv:1912.08139 [hep-ex].

Aaij, Roel, et al. (LHCb) (2021), “Test of lepton universality
in beauty-quark decays,” arXiv:2103.11769 [hep-ex].

Abada, A et al (2019), “FCC-ee: The Lepton Collider,”
Eur.Phys.J.ST 228 (2), 261–623.

Abashian, A, et al. (2002), “The Belle detector,” Nucl. In-
strum. Meth. A479, 117–232.

Abbiendi, G, et al. (OPAL) (2001), “Measurement of the
branching ratio for the process b —> tau- anti-nu(tau)
X,” Phys. Lett. B 520, 1–10, arXiv:hep-ex/0108031.

Abdesselam, A, et al. (Belle) (2017), “Precise determination
of the CKM matrix element |Vcb| with B̄0 → D∗+ `− ν̄`
decays with hadronic tagging at Belle,” arXiv:1702.01521
[hep-ex].

Abdesselam, A, et al. (Belle) (2019), “Measurement of the
D∗− polarization in the decay B0 → D∗−τ+ντ ,” in 10th
International Workshop on the CKM Unitarity Triangle,
arXiv:1903.03102 [hep-ex].

Abe, T et al (Belle-II Collaboration) (2010), “Belle ii technical
design report,” arXiv:1011.0352 [physics.ins-det].

Ablikim, M, et al. (BESIII) (2010), “Design and Construction
of the BESIII Detector,” Nucl. Instrum. Meth. A 614, 345–
399, arXiv:0911.4960 [physics.ins-det].

Abreu, P, et al. (DELPHI) (2000), “Upper limit for the decay
B− → τ− anti-neutrino (τ) and measurement of the b→ τ
anti-neutrino (τ) X branching ratio,” Phys. Lett. B 496,
43–58.

Abudinén, F, et al. (Belle-II) (2020), “A calibration of the
Belle II hadronic tag-side reconstruction algorithm with
B → X`ν decays,” arXiv:2008.06096 [hep-ex].

Acciarri, M, et al. (L3) (1994), “Measurement of the inclusive
B —> tau-neutrino X branching ratio,” Phys. Lett. B 332,
201–208.

Acciarri, M, et al. (L3) (1996), “Measurement of the branch-
ing ratios b –> e neutrino X, mu neutrino X, tau-neutrino
X and neutrino X,” Z. Phys. C 71, 379–390.

Adachi, I, et al. (Belle Collaboration) (2009), “Measure-

ment of B → D(∗)τν using full reconstruction tags,”
arXiv:0910.4301 [hep-ex].

Akai, Kazunori, Kazuro Furukawa, and Haruyo Koiso (Su-
perKEKB) (2018), “Superkekb collider,” Nucl. Instrum.
Meth. A 907, 188–199, arXiv:1809.01958 [physics.acc-ph].

Akeroyd, AG, and Chuan-Hung Chen (2017), “Constraint
on the branching ratio of Bc → τ ν̄ from LEP1 and con-
sequences for R(D(∗)) anomaly,” Phys. Rev. D 96 (7),
075011, arXiv:1708.04072 [hep-ph].

Albrecht, Johannes, Matthew John Charles, Laurent Dufour,
Matthew David Needham, Chris Parkes, Giovanni Passal-
eva, Andreas Schopper, Eric Thomas, Vincenzo Vagnoni,
Mark Richard James Williams, and Guy Wilkinson
(2019), Luminosity scenarios for LHCb Upgrade II , Tech.
Rep. LHCb-PUB-2019-001. CERN-LHCb-PUB-2019-001
(CERN, Geneva).

Alok, Ashutosh Kumar, Dinesh Kumar, Suman Kumbhakar,
and S Uma Sankar (2017), “D∗ polarization as a probe to
discriminate new physics in B̄ → D∗τ ν̄,” Phys. Rev. D

95 (11), 115038, arXiv:1606.03164 [hep-ph].
Alonso, Rodrigo, Benjamı́n Grinstein, and Jorge Martin Ca-

malich (2017), “Lifetime of B−c Constrains Explanations

for Anomalies in B → D(∗)τν,” Phys. Rev. Lett. 118 (8),
081802, arXiv:1611.06676 [hep-ph].

Altmannshofer, W, et al. (Belle-II) (2019), “The Belle II
Physics Book,” PTEP 2019 (12), 123C01, [Erratum:
PTEP 2020, 029201 (2020)], arXiv:1808.10567 [hep-ex].

Altmannshofer, Wolfgang, P. S. Bhupal Dev, and Amarjit
Soni (2017), “RD(∗) anomaly: A possible hint for natu-
ral supersymmetry with R-parity violation,” Phys. Rev. D
96 (9), 095010, arXiv:1704.06659 [hep-ph].

Alves, Jr, A A, et al. (LHCb) (2008), “The LHCb detector at
the LHC,” JINST 3, S08005.

Amhis, Yasmine Sara, et al. (HFLAV) (2019), “Aver-
ages of b-hadron, c-hadron, and τ -lepton properties
as of 2018,” updated results and plots available at
https://hflav.web.cern.ch/, arXiv:1909.12524 [hep-ex].

Aoki, S, et al. (Flavour Lattice Averaging Group) (2020),
“FLAG Review 2019,” Eur. Phys. J. C 80 (2), 113,
arXiv:1902.08191 [hep-lat].

Aubert, B, et al. (BaBar) (2008), “Observation of the semilep-
tonic decays B → D∗τ−ν̄τ and evidence for B → Dτ−ν̄τ ,”
Phys. Rev. Lett. 100, 021801, arXiv:0709.1698 [hep-ex].

Aubert, B, et al. (BaBar) (2013), “The BABAR detector: up-
grades, operation and performance,” Nucl. Instrum. Meth.
A729, 615–701, arXiv:1305.3560 [physics.ins-det].

Aubert, Bernard, et al. (BaBar) (2009), “Measurements of
the Semileptonic Decays B̄ → D`ν̄` and B̄ → D∗`ν̄` Using
a Global Fit to DX`ν̄` Final States,” Phys. Rev. D 79,
012002, arXiv:0809.0828 [hep-ex].

Augusto Alves Jr, Antonio, et al. (LHCb) (2008), “The LHCb
detector at the LHC,” Journal of Instrumentation 3 (08),
S08005–S08005.

Bailas, G, S. Hashimoto, T. Kaneko, and J. Koponen
(JLQCD) (2019), “Study of intermediate states in the in-
clusive semi-leptonic B → Xc`ν decay structure functions,”
PoS LATTICE2019, 148, arXiv:2001.11678 [hep-lat].

Bailey, Jon A, et al. (Fermilab Lattice, MILC) (2015a),
“B → π`` form factors for new-physics searches from
lattice QCD,” Phys. Rev. Lett. 115 (15), 152002,
arXiv:1507.01618 [hep-ph].

Bailey, Jon A, et al. (Fermilab Lattice, MILC) (2015b), “|Vub|
from B → π`ν decays and (2+1)-flavor lattice QCD,” Phys.
Rev. D 92 (1), 014024, arXiv:1503.07839 [hep-lat].

Balk, S, J. G. Korner, and D. Pirjol (1998), “Inclu-
sive semileptonic decays of polarized Lambda(b) baryons
into polarized tau leptons,” Eur. Phys. J. C 1, 221–233,
arXiv:hep-ph/9703344.

Barate, R, et al. (ALEPH) (2001), “Measurements of B(b →
τ ν̄τX) and B(b → τ ν̄τD

∗+X) and upper limits on B(b →
τ ν̄τ ) and B(b → sνν̄),” Eur. Phys. J. C 19, 213–227,
arXiv:hep-ex/0010022.

Barberio, Elisabetta, and Zbigniew Was (1994), “PHOTOS:
A Universal Monte Carlo for QED radiative corrections.
Version 2.0,” Comput. Phys. Commun. 79, 291–308.

Bardhan, Debjyoti, and Diptimoy Ghosh (2019), “B -meson
charged current anomalies: The post-Moriond 2019 sta-
tus,” Phys. Rev. D 100 (1), 011701, arXiv:1904.10432 [hep-
ph].

Bazavov, A, et al. (Fermilab Lattice, MILC) (2021), “Semilep-
tonic form factors for B → D∗`ν at nonzero recoil from 2
+ 1-flavor lattice QCD,” arXiv:2105.14019 [hep-lat].

http://dx.doi.org/10.1103/PhysRevD.101.032005
http://dx.doi.org/10.1007/JHEP03(2020)146
http://arxiv.org/abs/1911.08187
http://dx.doi.org/ 10.1007/JHEP05(2020)040
http://arxiv.org/abs/1912.08139
http://arxiv.org/abs/2103.11769
http://dx.doi.org/ 10.1140/epjst/e2019-900045-4
http://dx.doi.org/10.1016/S0168-9002(01)02013-7
http://dx.doi.org/10.1016/S0168-9002(01)02013-7
http://dx.doi.org/10.1016/S0370-2693(01)01012-7
http://arxiv.org/abs/hep-ex/0108031
http://arxiv.org/abs/1702.01521
http://arxiv.org/abs/1702.01521
http://arxiv.org/abs/1903.03102
http://arxiv.org/abs/1011.0352
http://dx.doi.org/ 10.1016/j.nima.2009.12.050
http://dx.doi.org/ 10.1016/j.nima.2009.12.050
http://arxiv.org/abs/0911.4960
http://dx.doi.org/ 10.1016/S0370-2693(00)01274-0
http://dx.doi.org/ 10.1016/S0370-2693(00)01274-0
http://arxiv.org/abs/2008.06096
http://dx.doi.org/10.1016/0370-2693(94)90880-X
http://dx.doi.org/10.1016/0370-2693(94)90880-X
http://dx.doi.org/ 10.1007/s002880050184
http://arxiv.org/abs/0910.4301
http://dx.doi.org/10.1016/j.nima.2018.08.017
http://dx.doi.org/10.1016/j.nima.2018.08.017
http://arxiv.org/abs/1809.01958
http://dx.doi.org/ 10.1103/PhysRevD.96.075011
http://dx.doi.org/ 10.1103/PhysRevD.96.075011
http://arxiv.org/abs/1708.04072
https://cds.cern.ch/record/2653011
http://dx.doi.org/ 10.1103/PhysRevD.95.115038
http://dx.doi.org/ 10.1103/PhysRevD.95.115038
http://arxiv.org/abs/1606.03164
http://dx.doi.org/ 10.1103/PhysRevLett.118.081802
http://dx.doi.org/ 10.1103/PhysRevLett.118.081802
http://arxiv.org/abs/1611.06676
http://dx.doi.org/10.1093/ptep/ptz106
http://arxiv.org/abs/1808.10567
http://dx.doi.org/ 10.1103/PhysRevD.96.095010
http://dx.doi.org/ 10.1103/PhysRevD.96.095010
http://arxiv.org/abs/1704.06659
http://dx.doi.org/10.1088/1748-0221/3/08/S08005
https://hflav.web.cern.ch/
http://arxiv.org/abs/1909.12524
http://dx.doi.org/ 10.1140/epjc/s10052-019-7354-7
http://arxiv.org/abs/1902.08191
http://dx.doi.org/ 10.1103/PhysRevLett.100.021801
http://arxiv.org/abs/0709.1698
http://dx.doi.org/ 10.1016/j.nima.2013.05.107
http://dx.doi.org/ 10.1016/j.nima.2013.05.107
http://arxiv.org/abs/1305.3560
http://dx.doi.org/10.1103/PhysRevD.79.012002
http://dx.doi.org/10.1103/PhysRevD.79.012002
http://arxiv.org/abs/0809.0828
http://dx.doi.org/ 10.1088/1748-0221/3/08/s08005
http://dx.doi.org/ 10.1088/1748-0221/3/08/s08005
http://dx.doi.org/10.22323/1.363.0148
http://arxiv.org/abs/2001.11678
http://dx.doi.org/10.1103/PhysRevLett.115.152002
http://arxiv.org/abs/1507.01618
http://dx.doi.org/10.1103/PhysRevD.92.014024
http://dx.doi.org/10.1103/PhysRevD.92.014024
http://arxiv.org/abs/1503.07839
http://dx.doi.org/10.1007/BF01245811
http://arxiv.org/abs/hep-ph/9703344
http://dx.doi.org/ 10.1007/s100520100612
http://arxiv.org/abs/hep-ex/0010022
http://dx.doi.org/ 10.1016/0010-4655(94)90074-4
http://dx.doi.org/10.1103/PhysRevD.100.011701
http://arxiv.org/abs/1904.10432
http://arxiv.org/abs/1904.10432
http://arxiv.org/abs/2105.14019


References 54

Bediaga, I, et al. (LHCb) (2012), “Framework TDR for the
LHCb Upgrade: Technical Design Report,” .
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