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Angle-resolved photoemission spectroscopy (ARPES) and scanning tunneling mi-
croscopy (STM) have become indispensable tools in the study of correlated quantum
materials. Both probe complementary aspects of the single-particle excitation spec-
trum. Taken together, ARPES and STM have the potential to explore properties of
the electronic Green function, a central object of many-body theory. In this article, we
explicate this potential with a focus on heavy-electron quantum criticality, especially
the role of Kondo destruction. We discuss how to probe the Kondo destruction effect
across the quantum critical point using ARPES and STM measurements. We place
particular emphasis on the question of how to distinguish between the signatures of the
initial onset of hybridization-gap formation, which is the “high-energy” physics to be
expected in all heavy-electron systems, and those of Kondo destruction, which charac-
terizes the low-energy physics and, hence, the nature of quantum criticality. We survey
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recent progress and possible challenges in the experimental investigations, compare the
STM and ARPES spectra for several quantum critical heavy-electron compounds, and
outline the prospects for further advances.
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I. INTRODUCTION

A major objective of quantum materials research is
to link observable properties to the nature of quantum
mechanical many-body ground states properties and to
the characteristics of the excitation spectrum above the
ground state. In particular, it aims at understanding
and predicting the emergence of novel phases in terms
of a minimal set of variables, most notably symmetries
and broken symmetries of the ground state and the ensu-
ing classification of the excitation spectrum. The typical
energy window commonly involved in the materials of
interest can cover a wide range, from a few percent of a
meV to several eV. A well-known example is the high-
temperature superconductors, which have stimulated re-
search since their discovery more than 30 years ago.

∗ stefan.kirchner@correlated-matter.com

The quest for a unified understanding of different
classes of quantum materials has led to the notion of
quantum critical points (QCPs) as an economic and
powerful way of organizing their phase diagrams (Cole-
man and Schofield, 2005; Kirchner et al., 2013; Sachdev,
1999; Si and Steglich, 2010). Such continuous zero-
temperature phase transitions not only separate differ-
ent ground states but also give rise to a characteristic
behavior; this is the quantum-critical fan, which can ex-
tend to comparatively large energies and temperatures,
cf. Fig. 1. Within this fan, universal scaling behavior is
expected up to some material-specific high-energy cutoff.
Among the materials classes that are currently attract-
ing particular interest are the cuprates, iron pnictides,
pyrochlore iridates, transition metal dichalcogenides, and
heavy-electron compounds. An underlying theme of most
if not all these materials classes is the tendency of their
charge carriers to localize in response to the large effective
Coulomb repulsion experienced by the itinerant degrees
of freedom. The tendency towards localization gives rise
to the bad-metal behavior of these materials.

In heavy-electron compounds, which most commonly
are based on Ce, Yb, and U, the primary degree of free-
dom is the f electron. In the lanthanide-based materials,
the 4f electron is localized close to the ionic core as a
result of atomic physics and thus has a characteristic en-
ergy of order eV. For the same reason, the wavefunction
overlap between the 4f orbitals and the band (or c) elec-
trons, i.e., the hybridization, is typically small. As a
result, the 4f electron appears localized at high temper-
atures or energies in the entire range of phase space as
long as the valency of the lanthanide ion remains near
its localized limit. In this regime each 4f electron con-
tributes a finite amount ∼ lnNf to the entropy, where
Nf is the angular momentum degeneracy. Nf is affected
by spin-orbit coupling and the crystal electric fields but
as long as Nf > 1, the spin entropy remains macroscop-
ically large.

Similar arguments in principle apply to actinide-based
heavy-electron compounds (Fisk et al., 1985). In con-
trast to their 4f counterparts, 5f orbitals are substan-
tially less localized. As a result, the associated heavy-
electron bands are more dispersive, f − c hybridization
is stronger and crystal electric fields are less-well de-
fined. Collectively, these properties frequently lead to
more complex behaviors compared to Ce- or Yb-based
intermetallics (Lawrence et al., 2011), and so we will use
the lanthanide-based heavy-electron materials as exem-
plary of the essential physics. As temperature is lowered
and the ground state is approached, the spin entropy
associated with the localized 4f (5f) electron needs to
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be quenched. Evidently, the system possesses several
options for releasing this entropy, which lead to differ-
ent ground states. At zero temperature, the system can
transition from one ground state to another upon chang-
ing coupling constants in the Hamiltonian. At values
of these coupling constants where the ground state en-
ergy is non-analytic, the system undergoes a quantum
phase transition. Experiments, however, are performed
at non-zero temperatures. The challenge, then, is how to
distinguish the approach to different ground states with
only a limited, intermediate temperature window accessi-
ble to experiment. This task is made even more difficult
given that high-energy properties are largely insensitive
to the changes in the coupling constants that take a sys-
tem through different ground states.

The primary tools for exposing the underlying physics
that accompanies the entropy release as the temperature
or energy is lowered include spectroscopic methods that
can trace excitations over some energy range of inter-
est. For example, spin excitations can be probed with
the help of inelastic neutron scattering. Among the var-
ious spectroscopic techniques, angle-resolved photoemis-
sion spectroscopy (ARPES) and scanning tunneling mi-
croscopy/spectroscopy (STM) stand out as these allow to
most directly trace properties of the one-particle Green
function, the basic building block in almost every many-
body theory.

We survey and compare recent ARPES and STM ex-
periments performed on quantum critical heavy-electron
compounds that are located close to ground state insta-
bilites at the border of magnetism. In particular, we
focus on how critical Kondo destruction (Coleman et al.,
2001; Si et al., 2001), i.e. the breakdown of Kondo entan-
glement at zero temperature right at the onset of mag-
netism, is reflected in ARPES and STM data at elevated
temperatures.

The Colloquium is organized as follows. After a brief
introduction of quantum criticality in heavy-electron
systems, we recapitulate the relation between APRES
and STM measurements and their link with the single-
particle Green function. We then discuss recent STM
measurements on YbRh2Si2, a heavy-electron antifer-
romagnet that features a Kondo-destruction QCP as
a function of applied magnetic field, before turning to
high-resolution ARPES measurements on the Cerium-
115 family that consists of CeM In5 (M=Co,Rh,Ir). We
close with an outlook on current challenges and future di-
rections. To facilitate the reading, each of Sections II-V
ends with a brief summary of the salient points discussed
in the section.

II. QUANTUM CRITICALITY

Quantum phase transitions occur at zero temperature
and like their finite temperature counterparts, they can

FIG. 1 The quantum critical fan: (Color online) (a) A quan-
tum phase transition occurs at zero temperature for a critical
value (δc) of a non-thermal tuning parameter δ. It separates
the distinct behaviors of the ground state wavefunction, i.e.,
being ordered for δ < δc (indicated by the orange line) and
disordered for δ > δc. At non-zero temperatures vestiges of
the quantum phase transition lead to distinctive scaling be-
havior in a quantum critical fan that spreads out of the quan-
tum critical point and extends up to a problem specific cutoff
temperature. Unlike the scaling behavior, the existence of a
fan of quantum critical behavior is generic, independent of the
nature of the criticality. (b) Frequently, quantum phase tran-
sitions occur as order is suppressed and the transition tem-
perature Tc(δ) of a classical phase transition vanishes, i.e.,
Tc(δ → δc) −→ 0. In heavy-electron materials, the most com-
mon types of quantum criticality separate anti-ferromagnetic
and paramagnetic phases. Shown here is a type of antifer-
romagnetic order, indicated by the variation of the magnetic
moment density over one wavelength. This Colloquium ex-
plores the potential of single-electron spectroscopies to dis-
tinguish different types of quantum criticality.

be either first order or continuous (Gegenwart et al.,
2008; v. Löhneysen et al., 2007; Sachdev, 1999; Si and
Steglich, 2010). In contrast to the finite temperature case
where thermal fluctuations drive the transition, quantum
fluctuations, encoded already at the Hamiltonian level,
are responsible for the occurrence of a quantum phase
transition. A classical transition can be accessed by vary-
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ing the temperature through a critical value Tc, while
the zero-temperature transition is approached by tuning
a non-thermal control parameter, denoted δ in Fig. 1,
to its critical value (δc). If the transition is continuous,
characteristic, critical scaling ensues in its vicinity which
reflects the singular behavior of the ground state wave-
function at δc. At non-zero temperatures, this singular
behavior leads to the quantum critical fan in which char-
acteristic behavior is observed in various quantities below
a system-specific cutoff energy, see Fig. 1.

In stoichiometric heavy-electron compounds contain-
ing, e.g., Ce or Yb elements, 4f electrons in a partially-
filled 4f shell are strongly correlated, provided the Ce or
Yb ions possess a valence close to +III. The spin-orbit
interaction and the crystal electric field generated by the
ligands surrounding the Ce or Yb ion in the crystalline
environment reduce the degeneracy of the 4f shell. Most
commonly, the lowest-lying atomic 4f -levels correspond
to a Kramers doublet. As a result, the 4f electrons be-
have as a lattice of effective spin-1/2 local moments. This
leads to an effective description in terms of the Kondo
lattice Hamiltonian:

HKL = H0 +
∑
ij

IijSi · Sj +
∑
i

JKSi · sci , (1)

where H0 =
∑

k,σ εkc
†
kσckσ describes the conduction

electrons. The RKKY interaction Iij and the Kondo
coupling JK typically are antiferromagnetic, i.e., Iij > 0,
JK > 0. The competition between these two types of in-
teractions lies at the heart of the microscopic physics for
heavy-electron systems (Doniach, 1977).

In the heavy-electron compounds described by the
Kondo lattice Hamiltonian, Eq. (1), a QCP may arise
from tuning the ratio of RKKY to Kondo interactions,
which is parameterized by the non-thermal control para-
mater δ ≡ T 0

K/I. Here, the Kondo scale (for the Nf = 2
case) is T 0

K ≈ ρ
−1
0 exp (−1/ρ0JK), with ρ0 being the den-

sity of states of the conduction electrons at the Fermi
energy, whereas I parameterizes the RKKY interaction.
This RKKY exchange interaction between the localized
moments is mediated by the conduction electron spin
density. It is perturbatively generated from the Kondo
coupling term ∼ JK , resulting in Iij(JK). In Eq. (1), we
have added Iij as an independent exchange interaction
to facilitates the discussion of the phase diagram, be-
cause tuning the ratio between the explicit Iij and JK is
more convenient. It accesses the quantum phase transi-
tion that otherwise would have been induced in the tun-
ing of δ through the variation of the ratio of JK to the
conduction electron bandwidth 2D ∼ 1/ρ0. Formally,
one may think of Eq.(1) as arising from a more complete
starting Hamiltonian through the process of integrating
out additional conduction electron degrees of freedom;
this procedure results in the explicit Iij term in the ef-
fective Hamiltonian of Eq.(1). One needs to be sure that
there is no double counting of the explicit and generated

FIG. 2 Illustrations of basic concepts of Kondo-destruction
quantum criticality: (Color online) (a) Local quantum crit-
icality with Kondo destruction, under the variation of the
control parameter δ. Here, T0 is a high-energy scale that
describes the initial onset of dynamical Kondo correlations
and that smoothly evolves across the QCP δc. This high-
energy scale is reflected in the onset of hybridization-gap for-
mation. The low-energy physics is described in terms of TN

and TFL, which are respectively the temperatures for the Néel
transition and the crossover into the paramagnetic Fermi-
liquid state. This phase diagram also involves the Kondo-
destruction energy scale E∗loc, which characterizes the Kondo
destruction. The E∗loc line divides the phase diagram in terms
of the flow of the system towards either the Kondo-screened
or the Kondo-destruction ground state. In the conventional
model of spin-density wave quantum criticality, the line E∗loc
extrapolates to zero temperature in the ordered phase so that
the Fermi surface already is large before reaching the QCP
with increasing δ and evolves smoothly across the QCP (Cole-
man et al., 2001; Si et al., 2001). (Adapted from Ref. (Stock-
ert et al., 2012)). (b): The small (left) and large (right) Fermi
surfaces, and the associated quasiparticle weights zS and zL
that are discussed in Section III. The fluctuating Fermi sur-
faces (middle) are associated with the QCP. (Sketch adapted
from (Pfau et al., 2012))

contributions to Iij , and this can be consistently done in
practice. For a technical discussion of this point we refer
the reader to Ref. (Si et al., 2005).

On the paramagnetic side, the ground state is charac-
terized by the amplitude of the static Kondo singlets that
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are formed between the local moments and conduction
electron spins (Hewson, 1993). For a Kondo-destruction
QCP, this static Kondo-singlet amplitude is continuously
suppressed when the system approaches the QCP from
the paramagnetic side (Si et al., 2014, 2001; Zhu et al.,
2003).

As illustrated in Fig. 2(a), the Kondo-destruction en-
ergy scale E∗loc goes to zero as the control parameter δ ap-
proaches the QCP at δc from the paramagnetic side, and
the antiferromagnetic order sets in when δ goes across δc.
The Kondo destruction goes beyond the Landau frame-
work of quantum criticality. The latter is based on order-
parameter fluctuations, which in the present context of
antiferromagnetic heavy-electron systems is referred to
as a spin-density-wave (SDW) QCP (Hertz, 1976; Millis,
1993; Moriya, 1985). It arises when E∗loc stays non-zero
when decreasing δ to δc, and approaches zero only inside
the ordered regime at δ < δc. In this case, the asymp-
totic quantum critical behavior at energies below E∗loc(δc)
is the same as in the type of phase diagram shown in
Fig. 1(b), where E∗loc is not part of the critical physics.

The Kondo destruction gives rise to a dynamical spin
susceptibility which displays unusual scaling at the QCP
(Si et al., 2014, 2001). This includes a fractional ex-
ponent (Glossop and Ingersent, 2007; Grempel and Si,
2003; Zhu et al., 2003, 2007) in the singular dependence
on frequency (ω) and temperature (T ), and ω/T scal-
ing. These features have in fact been observed by in-
elastic neutron scattering measurements on the 5f elec-
tron system UCu5−xPdx (Aronson et al., 1995) and the
4f electron-based metal CeCu6−xAux (Schröder et al.,
2000).

For CeCu6−xAux at its critical doping xc ≈ 0.1, the
exponent in the ω/T scaling analysis (Schröder et al.,
2000) was found to be α = 0.75(5), which compares well
with the value α = 0.72-0.78 calculated at the Kondo-
destruction QCP (Glossop and Ingersent, 2007; Grempel
and Si, 2003; Zhu et al., 2003, 2007). In the case of a
standard SDW QCP, no such ω/T scaling is expected as
this QCP is described by a Ginzburg-Landau functional
above its upper critical dimension (Hertz, 1976; Millis,
1993; Moriya, 1985).

In the single-particle excitations, the collapse of E∗loc
implies a sudden reconstruction of the Fermi surface
across the QCP. To contrast this picture with the more
traditional scenario of an SDW transition (Hertz, 1976;
Millis, 1993; Moriya, 1985), where critical fluctuations
are tied to nesting properties of the Fermi surface, we
will refer to quantum criticality exhibiting critical Kondo
destruction as local quantum criticality (Coleman et al.,
2001; Pépin, 2007; Senthil et al., 2004; Si et al., 2001).
At zero temperature,

• for δ > δc, the Fermi surface is large and is given
by the combination of the 4f and conduction elec-
trons. A non-zero amplitude of the static Kondo

singlet will be referred to as defining a Kondo-
screened ground state. It produces a Kondo res-
onance, which reflects electronic excitations pro-
duced by entanglement of the 4f -moments with the
conduction electrons. The Kondo effect is respon-
sible for the large mass enhancement and a small
quasiparticle weight zL [Fig. 2(b)]. There is a small
gap for the single-particle excitations at the small
Fermi surface.

• for δ < δc, the Fermi surface is small as determined
by the conduction electrons alone. This is because,
when the amplitude of the static Kondo singlet
vanishes, there is no longer a well-defined Kondo
resonance. We refer to this state as a Kondo-
destruction ground state.

• at the QCP, single-particle excitations are gapless
and have a non-Fermi-liquid form, both at small
and large Fermi surfaces.

A. High-energy excitations, temperature evolution and
mass enhancement

Figure 2(a) also contains a high-energy scale T0 which
describes the initial onset of dynamical Kondo correla-
tions. This scale is generally affected by the presence of
higher crystal electric field doublets (or quartets) that to-
gether form the 4f multiplet (Chen et al., 2017; Cornut
and Coqblin, 1972; Kroha et al., 2003; Pal et al., 2019).
It is important to note that this scale smoothly evolves
across the QCP at δc. The development of the hybridiza-
tion gap is associated with the initial onset of dynamical
Kondo correlations, as illustrated in Fig. 3, and will ap-
pear on both sides of δc.

For δ > δc, the temperature evolution of the phys-
ical properties reflects the flow of the system towards
the Kondo-screened ground state. For instance, the ini-
tial onset of dynamical Kondo correlations results in the
Kondo-screened ground state; the single-particle excita-
tions develop into fully coherent heavy-quasiparticles at
the large Fermi surface as the temperature is lowered
below TFL, the crossover temperature into the paramag-
netic Fermi-liquid state.

For δ < δc, the initial onset of dynamical Kondo cor-
relations still takes place, even though it does, in the
end, not lead to a well-defined Kondo resonance and the
Kondo-singlet amplitude vanishes in the ground state.
Still, as the temperature is further lowered, vestiges of
the Kondo effect will be observed at any non-zero tem-
perature. In particular, the effective mass is a dynamical
quantity, measuring the dispersion of the Landau quasi-
particles, and is enhanced through the dynamical Kondo
effect; further discussions of this point can be found in
Refs. (Cai et al., 2019; Si et al., 2014).
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FIG. 3 Sketch of the optical conductivity σ(ω) for temper-
atures well above (black dashed line) and well below (con-
tinuous red line) the crossover temperature scale T0: (Color
online) Here, the lowering of temperature through T0 is ac-
companied by the onset of the hybridization gap. The char-
acteristic frequency scale for the hybridization gap is

√
T0D

(marked by the blue vertical dotted line), where D is an en-
ergy scale of the order of the conduction electron bandwidth.
At low energies, i.e., for ω � T0 and T � T0, and sufficiently
far away from quantum criticality (i.e. δ < δc or δ > δc),
a pronounced Drude peak reflects the mass enhancement in
the Fermi liquid regimes that surround the QCP in the phase
diagram [Fig. 2(a)]. The behavior of σ(ω) at high energies,
including the hybridization gap, is a generic feature of heavy-
electron systems and is seen throughout the high-energy part
of the phase diagram of Fig. 2(a).

B. Isothermal evolution at low temperatures

The distinction between the two sides of δc can be
sharply made at low temperatures, where well-defined
quasiparticles reside at the small Fermi surface for δ < δc
and at the large Fermi surface for δ > δc. At zero temper-
ature, the distinction appears as a sudden reconstruction
of the Fermi surface as δ passes through δc. At non-zero
but low temperatures, this becomes a crossover. The
crossover width increases with increasing temperature.
When the crossover width becomes large, the difference
between the two sides becomes ambiguous. We will il-
lustrate this point below, especially through the experi-
ments carried out on YbRh2Si2.

C. Further considerations

In the Kondo-destruction description, the static Kondo
effect is suppressed in the antiferromagnetic phase at
δ < δc. However, dynamical Kondo-singlet correlations
remain at non-zero frequencies in this regime. They
lead to the development of 4f -electron spectral weight
near the Fermi energy, which we will refer to as Kondo-
resonance-like features. The dynamical Kondo effect (see
Ref. (Cai et al., 2019), as well as earlier discussions in
Refs. (Si et al., 2014; Zhu et al., 2003)) still produces a

large mass enhancement and a small quasiparticle weight
zS [Fig. 2(b)]. There is a small gap for the single-particle
excitations at the large Fermi surface.

The inelastic neutron scattering result on CeCu6−xAux
(xc ≈ 0.1) (Schröder et al., 2000) has been con-
firmed by the recent inelastic neutron scattering measure-
ments (Poudel et al., 2019) in CeCu6−xAgx (xc ≈ 0.2).
When analyzing the data in terms of the one-component
form, as arising in the Kondo-destruction description,
Ref. Poudel et al., 2019 found a similar form of ω/T
scaling with a similar value for the critical exponent,
α = 0.73(1). Ref. Poudel et al., 2019 also analyzed the
data in terms of a multicomponent spin fluctuation spec-
trum, with one of the (weaker) components conforming
to the expectation of an SDW QCP. However, thermody-
namic singularities have provided evidence for the one-
component description (Grube et al., 2017).

D. Summary of Section II

For heavy-electron metals, the Landau form of quan-
tum criticality corresponds to an SDW QCP. A new type
of quantum criticality has been advanced, in the form
of a Kondo-destruction (local) QCP. It goes beyond the
Landau framework in that, the critical destruction of
Kondo entanglement characterizes the physics beyond
the slow fluctuations of the magnetic order parameter.
The Kondo destruction is characterized by a new en-
ergy scale, E∗loc, vanishing at the QCP, as illustrated in
Fig. 2(a); a sudden reconstruction from large to small
Fermi surface as the system is tuned from the param-
agnetic side through the QCP, along with a vanishing
quasiparticle weight on approach of the QCP from both
sides, as illustrated in Fig. 2(b).

III. ARPES, STM, AND THE SINGLE-PARTICLE GREEN
FUNCTION

The unusual ω/T scaling of the dynamical spin sus-
ceptibility sets apart the QCP featuring critical Kondo
destruction from the more traditional QCP based on the
Landau framework of order-parameter fluctuations. It
means that the dynamical susceptibility χ(ω, T ), in the
regime where scaling operates, can be scaled to depend
on ω or T only through the combination ω/T . Such
scaling has been observed in CeCu6−xAux at its an-
tiferromagnetic QCP (Schröder et al., 1998) and indi-
cated for YbRh2Si2 (Friedemann et al., 2010). Recent
measurements of the optical conductivity in thin films
of YbRh2Si2 have demonstrated a singular response in
the charge sector with an ω/T scaling (Prochaska et al.,
2020). A scaling form of this kind for both the optical
conductivity and dynamical spin susceptibility is strongly
suggestive of the presence of ω/T scaling in the single-
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particle excitations encoded in the one-particle Green
function.

A. The one-particle Green function

This Green function can quite generally be cast into
the form

G(ω,k, T ) =
1

ω − εk − Σ(ω,k, T )
, (2)

where εk is the bare electron dispersion and the proper
selfenergy Σ(ω,k, T ) encodes the effects of electron-
electron interaction. In a Fermi liquid, this function can
be decomposed into two parts,

G(ω,k, T ) = Gcoh(ω,k, T ) +Gincoh(ω,k, T ), (3)

where the incoherent part is non-singular close to the
Fermi surface while the coherent part Gcoh near EF de-
scribes the quasiparticle contribution and assumes the
form

Gcoh(ω,k, T ) =
z

ω − vF (k − kF ) + iΓ(ω, T )
, (4)

where z is the quasiparticle weight and vF is the Fermi
velocity. The lifetime of a quasiparticle is given by the
inverse of the decay rate Γ. The amplitude of the static
Kondo screening discussed above is related to a pole in
the selfenergy, which in the Fermi liquid regime can at
sufficiently low ω and T be written

Σ(ω,k, T ) =
a

ω − b
+ δΣ(ω,k, T ), (5)

where a and b are parameters that capture the strength
of Kondo screening and energy of the Kondo resonance,
respectively. The pole in Σ shift the Fermi momentum
from its initial, ’small’ value to a new, ’large’ value as
long as a 6= 0. In contrast to the SDW QCP case, where
a 6= 0 on either side of the critical point, Kondo screening
is critically destroyed at the local QCP and a = 0 in
the antiferromagnetic side with a Fermi surface that is
determined by the conduction electrons alone.

The Hall effect turns out to be a particularly useful
quantity in this context as it is a measure of the car-
rier density on either side of the QCP. This is a con-
sequence of the Fermi liquid nature of the two phases
separated by the QCP, in which the Hall coefficient is
completely determined by the renormalized dispersion of
the single-electron excitations, to the leading order of
elastic scattering (quenched disorder) when it is nearly
isotropic, and is independent of the quasiparticle weight
z or any Landau parameters, regardless of the strength
of electron-electron (and electron-phonon) interactions.
This can be seen through the kinetic equations of a
Fermi liquid, or using the Kubo formalism (Betbeder-
Matibet and Nozières, 1966; Kohno and Yamada, 1988)

and related Feynman-diagrammatic means (Khodas and
Finkel’stein, 2003).

The dynamical spin susceptibility χ(ω,k, T ) and also
the optical conductivity σ(ω, T ) can be written as convo-
lutions of the Green function with itself and specific ver-
tex functions. On the other hand, ARPES and STM mea-
surements depend directly on G(ω,k, T ). Single-electron
spectroscopies are thus, at least in principle, particularly
useful in distinguishing between the two types of quan-
tum criticality.

B. ARPES and STM

ARPES and STM measurements probe the single-
particle spectrum and thus give access to the spectral
function 2πA(E,k) = −ImG(ω = E+iδ,k, T ). Although
the single-particle Green function appears in the theoret-
ical description of both ARPES and STM, both spectro-
scopic techniques are complementary. While ARPES di-
rectly probes the single-particle excitations as a function
of energy and momentum, STM measures a conductance
that is local in real space. Both methods are surface sen-
sitive, albeit to different degrees. Furthermore, through
variation of the photon energy, the bulk sensitivity of
ARPES can be enhanced. By construction, ARPES only
probes the occupied part of the single-particle excitation
spectrum, which, especially at low temperatures, leads
to a sharp cutoff at the Fermi energy (Hüfner, 2003).
ARPES therefore measures only part of the full spectral
function, i.e. the imaginary part of the retarded Green
function below the Fermi energy. A sketch of the spec-
tral function of a Fermi liquid is shown in Fig. 4 (a). It
consists of contributions from the quasiparticle pole and
an incoherent background. The quasiparticle pole con-
tributes a factor z to the total area beneath the spectral
function, while the incoherent background contributes
(1 − z) times the total area. z is commonly called the
wave-function renormalization factor and it is inversely
proportional to the quasiparticle mass in a Fermi liq-
uid. The evolution of z with tuning parameter is plotted
schematically in Fig. 2(b) where we see that z vanishes
at a local QCP. The position of the quasiparticle pole as
a function of momentum defines the disperion. Per se,
ARPES is not able to distinguish between the quasiparti-
cle peak and the incoherent part of the spectral function.
Provided the energy and momentum resolution is not a
limiting factor, however, the characteristic broadening δε
of the quasiparticle peak in energy (∼ |εk − EF |2) and
with temperature (∼ T 2) should be discernible in the
momentum distribution curves provided by ARPES. The
weight of the quasiparticle peak, in principle, could also
be extracted based on the total incoherent part. How-
ever, since ARPES only probes occupied states, the com-
plete spectral function is inaccessible. Although, inverse
photoemission is in principle able to probe states above
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the Fermi energy, it is haunted by rather poor energy
resolution.

FIG. 4 Electronic characteristics of the Fermi liquid state of a
Kondo lattice: (Color online) (a) Spectral density of a Fermi
liquid: The quasiparticle pole at εk has a characteristic width
δε that increases with the distance from the Fermi energy EF

as δε ∼ |εk−EF |2. A similar broadening occurs due to finite-
temperature effects. The incoherent part of A(E,K) vanishes
at EF . (b) Quasiparticle dispersion in the Fermi liquid to ei-
ther side of the QCP: kLF and kSF refer to large and small Fermi
surfaces, respectively. Across a Kondo-destruction QCP, the
one-electron spectrum is gapless at kLF and develops a small
gap at kSF for δ > δc, and the converse is valid for δ < δc.
The flattening of the dispersion near kSF for δ < δc (dashed
blue curve) reflects the effective mass enhancement due to the
dynamical Kondo effect.

In general, when interpreting ARPES spectra, one
needs to keep in mind that in order to relate the pho-
toemission intensity to the spectral function, the one-
electron dipole matrix element enters, which generally is
unknown. In addition, kz broadening can be important,
where kz is the component of the electron momentum
perpendicular to the surface, and depends on the photon
energy (Strocov, 2003; Wadati et al., 2006).

STM, on the other hand, measures a local-in-real-
space conductance. In the linear-response regime, the
current-voltage characteristics is related to the local den-
sity of states (DOS) of the material under investigation
(Bardeen, 1961; Tersoff and Hamann, 1985). Therefore,
at low bias voltage and temperature, the spatially re-
solved spectral density can be obtained. As the applied
bias voltage shifts the chemical potential at which the
local density of states is probed, STM is, unlike ARPES,
not confined to only occupied states. It is, however, im-
portant to realize that the assumption that the spectral
function is independent of the bias voltage has to break

down at some sample-dependent value of the bias volt-
age beyond which the tunneling current can no longer
be related to the local density of states. Moreover, the
properties of the STM tip, e.g. its DOS, may affect the
results.

C. Probing quantum criticality in the Kondo lattice

One of the strongest diagnostic tools to distinguish
the local QCP from the SDW QCP are Hall conduc-
tivity measurements, as the local QCP manifests itself
by a jump of the Hall coefficient across the QCP. This
is a consequence of the Hall coefficient being inversely
proportional to the carrier density (in the isotropic case
or, in general, the curvatures of the quasiparticle disper-
sion on the Fermi surface) while being independent of the
quasiparticle weight z in a Fermi liquid. The continuous
nature of the local QCP is ensured by the vanishing of
the quasiparticle weight from either side of the transition.
For an SDW QCP, on the other hand, z will remain non-
zero (except at isolated points on the Fermi surface) as
δ is tuned through δc.

In a Kondo lattice at sufficiently high temperatures,
where in first approximation the effect of the RKKY in-
teraction can be ignored, the single-impurity Anderson
model is expected to capture the overall physical behav-
ior. This model is given by

HAND =
∑
σ

εf†σfσ +
∑
k,σ

εkc
†
k,σck,σ (6)

+
U

2

∑
σ 6=σ′

f†σf
†
σ′fσ′fσ +

∑
k,σ

(
Vkf

†
σck,σ + h.c.

)
where f†σ (fσ) is the set of local 4f electron creation (de-
struction) operators of spin projection σ. The conduction
electron operators are c†σ and cσ. The band structure of
the conduction electrons is encoded in εk, and the matrix
element Vk that mixes 4f and c electrons is referred to as
the hybridization. (For the case of the periodic Ander-
son model in the local moment limit, with the 4f electron
occupancy being close to unity, it reduces to the Kondo-
lattice model given in Eq. (1) when the charge degrees of
freedom of the 4f electrons are projected out (Schrieffer
and Wolff, 1966; Zamani et al., 2016a).)

STM spectra of single-site Kondo problems possess the
structure of Fano resonances (Fano, 1961) and depend on
the ratio of tunneling into the Kondo impurity vs tun-
neling into the embedding host. This ratio is encoded
in the so-called Fano parameter. Rigorous derivations
of the tunneling current and the form of the Fano pa-
rameter are given in (Plihal and Gradzuk, 2001; Schiller
and Hershfield, 2000; Újsághy et al., 2000). If tunnel-
ing occurs predominantly into the conduction band the
measured local DOS features the suppression of conduc-
tion electron states near the Fermi energy as the Kondo
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effect develops. The first scanning tunneling studies of
dense Kondo systems appeared about a decade ago (Ay-
najian et al., 2010; Ernst et al., 2010; Schmidt et al.,
2010). The pronounced variation of STM spectra with
the type of surface for Kondo lattice compounds is largely
due to variations in the Fano parameter, see e.g. Fig. 10
for tunneling into differently terminated surfaces. This
has been explicitly demonstrated based on mean field
and dynamical mean field theory approximations for the
Kondo lattice (Benlagra et al., 2011; Figgins and Morr,
2010; Maltseva et al., 2009; Wölfle et al., 2010). At suffi-
ciently high temperatures, however, STM spectra in the
vicinity of each Ce moment are expected to be similar to
those for the single-ion Kondo case. Kondo screening is a
predominantly local phenomenon and thus its onset and
evolution are easily probed in real space, i.e., via STM.
For a study of the single-particle Green function in the
paramagnetic Fermi liquid regime of the Kondo lattice
far away from any QCP, in the context of photoemission,
see Refs. (Costi and Manini, 2002; Reinert et al., 2001).
ARPES measurements at similar temperatures, around
and above the energy scale T0, provide the band struc-
ture εk of the occupied conduction electron states. A flat
band near the 4f electron atomic level ε (see Eq. (6)),
which is far from the Fermi energy, and the formation of
a flat band near the Fermi energy induced by the Kondo
effect at each Ce moment, reflect the 4f electron spectral
weight. This can be enhanced using resonant ARPES, see
(Chen et al., 2017).

At (sufficiently) low temperatures, in the Fermi liq-
uid regime to either side of the QCP at δc [Fig. 2(a)], the
band structure is shown in Fig. 4(b). For δ < δc, the small
Fermi surface prevails and the band structure is that of
the blue dashed line crossing the Fermi energy EF at kSF .
Still, incoherent spectral weight, a vestige of incomplete
Kondo screening, develops but is ultimately gapped near
kLF . For δ > δc, the Fermi surface incorporates the 4f
moments and the Fermi wavevector changes from kSF at
high temperatures (without the 4f moments) to kLF at
low temperatures. On this side of the QCP, any spectral
weight near kSF is due to incoherent single-particle excita-
tions and is ultimately gapped. In other words, for δ > δc
in the Fermi liquid regime the spectral weight near the
blue dashed line of Fig. 4(b) has developed a small gap
at kSF . This should in principle be directly detectable via
ARPES, provided the energy and momentum resolution
is sufficiently high, and low enough temperatures can be
reached.

On the other hand, the change kSF to kLF has only
indirect vestiges in real space as the Fermi liquid is a
momentum-space concept. The ensuing difficulties when
tracing single-electron excitations in real space can al-
ready be read off from Fig. 4(b): The Fermi liquid is de-
scribed by a low-energy effective theory and is valid only
in the vicinity of kF . (The spectral function is a more
general concept but it only assumes a form similar to that

shown in Fig. 4(a) in the Fermi liquid regime.) Fourier
transforming the momentum-resolved spectral function
to real space necessarily will sum up spectral weight out-
side of the Fermi liquid regime, where the characteristic
broadening that identifies the quasiparticle peak is no
longer valid.

One possible way forward is to perform quasiparti-
cle interference (QPI) experiments to map out the band
structure near the Fermi energy (Derry et al., 2015; Yaz-
dani et al., 2016). We will return to this possibility in
Section VI. Another is to perform isothermal STM mea-
surements at low temperatures through the phase dia-
gram connecting δ < δc with δ > δc. While this by itself
does not provide any direct information on the size of
the Fermi surface, it has been recently demonstrated that
such a measurement is able to pick up the critical slowing
down at the Kondo-destruction energy scale (Seiro et al.,
2018), as discussed in the next Section.

D. Summary of Section III

The nature of quantum criticality in heavy-electron
metals is manifested in the evolution of the single-particle
excitations across the QCP. It is natural to probe this
behavior using the ARPES and STM spectroscopies,
given that they are established means of studying single-
particle excitations in metals. However, there is challenge
to this task, mostly because heavy-electron systems have
the distinction that the required energy scale is very low.

For ARPES, this requirement poses a challenge to
access the quantum critical behavior, as is the limi-
tation that even the state-of-the-art setups cannot yet
reach temperatures below about 1 K. Still, ARPES
should be informative in elucidating i) the onset of hy-
bridization gap, which represents the high-energy physics
for the quantum criticality of heavy-electron metals
[see Fig. 2(a)]; and ii) the evolution of the dynamical
Kondo effect as temperature is lowered towards either
the antiferromagnetic/paramagnetic ground state or the
quantum-critical regime.

STM spectroscopy has superb energy resolution and
can reach low temperatures, but more demanding setups
(such as those suited for QPI) are needed to access the
information in the momentum space. Still, STM probes
the single-particle physics in a way that is complementary
to ARPES. In addition, it provides a promising means to
probe the isothermal evolution of single-particle excita-
tions at low temperatures, across the Kondo-destruction
energy scale.

IV. QUANTUM CRITICALITY IN YbRh2Si2

YbRh2Si2 is a prototype system for local quantum crit-
icality, as illustrated by its temperature (T )-magnetic
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FIG. 5 Quantum criticality in YbRh2Si2 (Color online): (a)
The temperature vs. field phase diagram of YbRh2Si2 from
(Custers et al., 2003). The blue regions marks Fermi liquid be-
havior, i.e., ρ(T )−ρ(0) ∼ T 2, while orange indicates the quan-
tum critical area of the phase diagram where ρ(T )−ρ(0) ∼ T x,
with x ≈ 1. The continuous line in the quantum critical region
is the E∗-line as derived from thermodynamic and transport
properties. (b) Normalized Hall coefficient across the criti-
cal field for different temperatures. The inverse of RH is a
measure of the carrier density. The lower T , the sharper is
the crossover. At T = 0 and B = Bc, a jump of RH corre-
sponds to the sudden localization of 4f electrons as B is taken
trough Bc from above. From (Paschen et al., 2004). (c) Com-
parison between the isothermal magnetotransport crossover
width and the crossover field as specified by the ratio of the
FWHM/2 to the crossover inflection field, Binf . FWHM de-
notes the full width at half maximum. From (Paschen et al.,
2016). (d) The “sharpness” of the crossover: The FWHM
vanishes in a linear-in-T fashion indicating a jump of RH at
Bc in the zero-temperature limit.

field (B) phase diagram [Fig. 5(a)]. Here, the Fermi
surface jump and the Kondo-destruction energy scale
have been extensively studied through magnetotransport
and thermodynamic measurements. At a given tem-
perature, the isothermal Hall coefficient [Fig. 5(b)] and
other transport and thermodynamic quantities display
a rapid crossover (Friedemann et al., 2010; Gegenwart
et al., 2007; Paschen et al., 2004).

From these measurements, a E∗(B) line is thus spec-
ified in the phase diagram. This line relates to each T
a B∗-scale: B∗(T ) ≥ Bc with B∗(T = 0) = Bc. The
full-width at half-maximum (FWHM) of the crossover
[Fig. 5(b)] extrapolates to zero in the zero-temperature
limit [Fig. 5(d)], which implicates a jump of the Fermi
surface across the QCP. It follows that, in the low-
temperature limit, at B < Bc, the Fermi surface is small.

On the non-magnetic side, B > Bc, the mass enhance-
ment diverges as B approaches Bc from above. This has
been established by measurements of both the T -linear
specific-heat coefficient γ, which is proportional to the

FIG. 6 Divergence of the A coefficient at the QCP in
YbRh2Si2 (Color online): The effective mass diverges on ap-
proach to the critical field Bc = µ0Hc from either side of
the QCP. Data for H⊥c have been scaled by a factor of 11.
Adapted from Ref. (Gegenwart et al., 2002).

effective mass m∗, and the T 2 coefficient A of the resis-
tivity, which was found to obey the Kadowaki-Woods re-
lation (Tsujii et al., 2005). The divergence of A is shown
in Fig. 6.

For B < Bc, the mass enhancement is also large. This
is compatible with the large C/T measured in the an-
tiferromagnetic state, although to reliably extract γ is a
challenge because of the interference of the large specific-
heat feature at the magnetic transition temperature TN .
The mass enhancement can be more reliably extracted
from the A-coefficient, because the effect of the magnetic
transition at TN on the resistivity is relatively minor.
The evolution of the A-coefficient with B is consistent
with the destruction of the Kondo effect as the QCP is
approached from the non-magnetic side as well as the dy-
namical Kondo effect inside the antiferromagnetic phase.

The effect of increasing temperature on the Hall
crossover can be quantified in terms of the ratio of the
crossover width to the crossover magnetic field. For
T & 0.5 K, the ratio quickly increases towards unity,
as shown in Fig. 5(c). This implies that, for such tem-
peratures, YbRh2Si2 falls in the quantum critical fluc-
tuation regime already for zero magnetic field. Thus,
the single-electron spectral weight will be significant at
both the small and large Fermi surfaces. In this tem-
perature range, significant spectral weight is thus to be
expected at the large Fermi surface. The ARPES mea-
surements in YbRh2Si2, which have been reported for
T > 1K (Kummer et al., 2015), are consistent with this
prediction (Paschen et al., 2016).

The temperature evolution of the single-particle ex-
citations in YbRh2Si2 has been studied by STM mea-
surements, which were first carried out down to 4.6 K
in Ref. (Ernst et al., 2011) and were recently extended
down to 0.3K (Seiro et al., 2018). The lattice Kondo
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FIG. 7 STM spectroscopy of the lattice Kondo feature at
-6meV in YbRh2Si2 (Color online): (a) The temperature evo-
lution of the peak height of the -6meV peak. A strong increase
in the peak height is observed below 5K. (b) The full width at
half maximum (FWHM) of the -6meV peak across the crit-
ical field at the base temperature T = 0.3K. Note that at
this temperature all field values place the system within the
quantum critical fan. The decrease of the peak width near
B∗ = µ0H

∗(T = 0.3 K) is consistent with a critical slowing
down at quantum criticality. (Data taken from (Seiro et al.,
2018)).

effect has been identified with the feature at a particu-
lar bias, −6meV. The initial onset of this feature takes
place near 25K, which corresponds to T en

0 , an estimate of
T0 based on the (spin) entropy S and defined through
S(T en

0 /2) = 0.4R ln 2, where R is the ideal gas con-
stant, see Table I. At B = 0, the measurements down
to T = 0.3K show an increase in the spectral weight
[Fig. 7(a)]. This is compatible with the dynamical Kondo
effect at non-zero temperatures.

The STM experiments have also determined the
isothermal B-dependence of the peak width, at the lowest
measured temperature T = 0.3K. It shows a minimum
near B∗(T = 0.3K), as shown in Fig. 7(b). This observa-
tion is consistent with a critical slowing down associated
with the Kondo-destruction energy scale that was im-
plicated by magnetotransport and thermodynamic mea-
surements (Friedemann et al., 2010; Gegenwart et al.,
2007; Paschen et al., 2004). As such, it represents the
most direct evidence so far for the Kondo-destruction
quantum criticality based on a single-particle measure-
ment in YbRh2Si2.

Summary of Section IV

We now summarize the salient results on YbRh2Si2
discussed in this section.
High-energy features: STM experiments for YbRh2Si2

at B = 0 clearly observe the initial onset of dynami-
cal Kondo correlations around T0, a comparatively high
temperature, as expected for any Kondo-lattice system
regardless of the nature (Kondo-screened or Kondo de-
struction) of its ground state. This is consistent with the
observation of a hybridization gap in the optical spec-
trum (Kimura et al., 2006). As temperature is further
lowered below T0, 4f electron spectral weight is expected
to develop, and this has also been clearly observed.
Low-energy isotherms: STM experiments for

YbRh2Si2 have been carried out as a function of
magnetic field at T = 0.3K. The Kondo-lattice spectral
peak shows a critical slowing-down feature at B∗, the
Kondo-destruction scale previously determined from
magnetotransport and thermodynamic measurements.
As such, the STM results are consistent with local
quantum criticality.

V. THE CERIUM-BASED 115 FAMILY:
PHOTOEMISSION VS. TUNNELING SPECTROSCOPY

The Cerium-based 115 family is comprised of com-
pounds CeM In5 where M = Co, Rh, or Ir. These
compounds are stoichiometric and can be grown in a
very clean form. All three compounds crystallize in the
HoCoGa5 structure type and thus possess tetragonal unit
cells. Due to their proximity to quantum criticality, they
have contributed considerably to a global understanding
of quantum critical heavy-electron materials (Park and
Thompson, 2009; Si, 2006). While CeCoIn5 and CeIrIn5

under ambient conditions are low-temperature super-
conductors, CeRhIn5 is an antiferromagnet (Movshovich
et al., 2001; Petrovic et al., 2001b). In addition, sub-
stitued variants, e.g. by Cd substitution on the In site or
by substitution of Ce, have also been investigated. For a
review, see (Thompson and Fisk, 2012).

A. CeIrIn5

CeIrIn5 at ambient pressure is a heavy-electron su-
perconductor with a transition temperature Tc = 0.40K
(Petrovic et al., 2001a). After almost two decades of
study, the origin of superconductivity remains controver-
sial, though there is growing support for a magnetically-
driven mechanism (Chen et al., 2015). In spite of this
controversy, superconductivity in CeIrIn5 has attracted
recent attention because of its unusual strain tunability
(Bachmann et al., 2019).

In contrast to CeCoIn5 or even CeRhIn5, CeIrIn5 has
been comparatively less studied by STM and ARPES.
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Early ARPES studies led to different conclusions con-
cerning the formation of 4f -derived flat bands (Fuji-
mori et al., 2006, 2003). More recently, a high-resolution
ARPES study by Chen et al. mapped out the full band-
structure of CeIrIn5 (Chen et al., 2018a). Interestingly,
this study was able to resolve the complete fine structure
of both the 4f15/2 and 4f17/2 peaks in the measured energy-

distribution curves (EDCs) and momentum-distribution
curves (MDCs), which may be a reflection of the com-
paratively stronger 4f − c hybridization than in CeCoIn5

(Chen et al., 2018a).
To the best of our knowledge, no scanning tunnel-

ing spectroscopy of CeIrIn5 is available, apart from an
STM investigation that focuses on the structural proper-
ties of CeIrIn5 surfaces (Ernst et al., 2010; Wirth et al.,
2014). Our main focus in this section will therefore be
on CeCoIn5 and CeRhIn5.

B. CeCoIn5

CeCoIn5 has attracted interest not only for its com-
paratively high superconducting transition temperature
Tc ∼ 2.3K but also for an overall phenomenology that
resembles that of the underdoped cuprates.

The strong interest in CeCoIn5 includes early photoe-
mission studies which, however, have led to contradic-
tory results concerning the localized vs. itinerant na-
ture of the 4f electrons (Koitzsch et al., 2008, 2013,
2009). Optical conductivity measurements of CeCoIn5

show the existence of a hybridization gap at high energies
which starts forming at comparatively high temperatures
(Burch et al., 2007; Singley et al., 2002) and recent STM
studies of CeCoIn5 are in line with these findings (Allan
et al., 2013; Aynajian et al., 2012; Zhou et al., 2013).
De Haas-van Alphen (dHvA) studies performed at low
temperatures indicate that the Fermi surface of CeCoIn5

includes the 4f electrons and that therefore the Fermi
surface of CeCoIn5 is large (Settai et al., 2001; Shishido
et al., 2002). This conclusion is further corroborated by
band-structure calculations that treat the 4f electrons as
fully itinerant (Haule et al., 2010).

CeCoIn5 under ambient conditions is believed to be
located close to an antiferromagnetic QCP of the SDW
type and can be tuned to a quantum phase transition by
applying a magnetic field (Ronning et al., 2005; Singh
et al., 2007; Zaum et al., 2011). The STM study by
Aynajian et al. also reported an interesting energy-
over-temperature (ω/T ) scaling of the local conductance
of CeCoIn5 which sets in around 60K (Aynajian et al.,
2012). It is worth recalling that STM probes the single-
electron response while the dynamic spin susceptibility
measures the magnetic fluctuation spectrum. As ω/T
scaling is not expected in the dynamical spin suscepti-
bility at a QCP of the SDW type, the observation of
dynamical scaling in the local conductance suggests that

FIG. 8 Temperature dependence of the resistivity ρ of
CeCoIn5 (Color online): (a)ρ(T ) in the temperature range
from 2.2K to 300K. ρ has a smooth maximum around
Tcoh ≈ 40K, which defines the coherence temperature Tcoh.
(b) ρ (black continuous line) and the magnetic resistivity ρm
(red continuous line) in a semi-log plot for temperatures from
2K to 200K. ρm(T ) is defined as the difference between the
resistivity of CeCoIn5 and that of its non-magnetic reference
compound LaCoIn5 at temperature T . The dashed line repre-
sents a linear law fit to ρm(T ) and shows that ρm(T ) is linear
in T from Tc to approximately 20K.

the SDW nature applies, at least at ambient conditions,
only at asymptotically low energies. In any case, the ob-
servation of ω/T scaling does appear to be in line with
the linear-in-temperature behavior of the resistivity be-
low 20K (Petrovic et al., 2001b) as shown in Fig. 8. Fur-
ther support in favor of such an ω/T scaling in CeCoIn5

for the single-particle excitations near the Γ point has
come from a recent high-resolution ARPES study (Chen
et al., 2017).

The ARPES study by Chen et al. reported the first
3D Fermi-surface mapping of CeCoIn5 and provided a
measurement of the full band structure of this heavy-
electron system (Chen et al., 2017). Due to the large
temperature range of the study from 14K to 310K, Chen
et al. were able to demonstrate that the formation of the
4f -derived flat band sets in at temperatures far above
the coherence temperature. This finding is significant,
although not entirely unexpected. It demonstrates not
only the slow evolution of the Kondo screening process
but also the likely role of a Kondo effect on the excited
crystal field levels (Chen et al., 2017; Pal et al., 2019).
These results contrast with a temperature-independent
Fermi surface in YbRh2Si2 that was inferred from the
state of the art ARPES measurements in a temperature
window from 1K to 100K (Kummer et al., 2015). An ear-
lier laser-based ARPES study of YbRh2Si2 reported a T -
dependent bandstructure below 100K (Mo et al., 2012).
In this regard, we note that Chen et al. suggested that
ARPES at temperatures larger than 100K may be re-
quired in YbRh2Si2 due to the large effect of the crystal
field levels (Chen et al., 2017). This is consistent with
T hyb

0 ≈ 160K in this compound, see Table I.
High-resolution ARPES results on CeCoIn5 that are

largely compatible with those of Chen et al. (Chen et al.,
2017) have also been reported by Jang et al. (Jang et al.,
2017). Though ARPES measurements on heavy-electron
compounds have been a major experimental achievement,
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FIG. 9 ARPES view of the 4f electron weight near the Fermi
energy in CeCoIn5 (Color online): (a) Evidence for the ini-
tial development of hybridization between 4f and conduction
band α at T = 60 and at T = 17K after dividing the EDCs
by the Fermi-Dirac function. (b) ω/T scaling of the EDCs
near the Γ point in an intermediate temperature range and
energy range around the Fermi energy EF . (c) Background
subtracted 4f electron spectral weight transfer near the Γ
point versus temperature. The EDCs have been integrated
over an energy window from -40meV to 2meV. (Data taken
from (Chen et al., 2017)).

care has to be taken when extrapolating to the high-
temperature region where the 4f electrons have to be lo-
calized across the phase diagram, as argued above. In
Fig. 9(a) we reproduced the EDCs from (Chen et al.,
2017) for the α-band, one of three bands that are part
of the (high-temperature) Fermi surface, in the vicinity
of its Fermi crossing both for T = 60K and T = 17K.
The data have been divided by the Fermi-Dirac function
to access the region (slightly) above the Fermi energy.
The dashed lines in Fig. 9(a) indicate the positions of
maxima of the main and the first excited CEF-related
Kondo-resonance-like features, both of which are taken
to be dispersionless. Here, kF is the Fermi momentum of
the conduction electrons without 4f participation, i.e.,
at high temperatures.

In Fig. 9(c), the building-up of spectral weight near
the Fermi energy is shown as a function of temperature.
This is calculated by integrating the EDCs near the
Fermi energy, i.e., from -40meV to 2meV, and after
subtracting a flat, temperature-independent overall
background. It is worth recalling that the majority of
the Kondo-resonance-like features of a Cerium-based
system is located above the Fermi energy, a region which
is, especially at low T , inaccessible to ARPES.

It is instructive to analyze the high-resolution ARPES
data of Chen et al. for the temperature-dependent band
structure of CeCoIn5 in light of the expectation that
the Fermi surface of this compound should contain the
4f electrons at sufficiently low temperatures. In other
words, in terms of Fig. 2, CeCoIn5 is located on the δ > δc
side of the E∗loc line. Note, however, that Fig. 2 presents
one type of specific cut through the global heavy-electron
phase diagram (Si, 2006) and does not contain CeCoIn5

which is believed to be in close proximity to an SDW
QCP.

The red continuous line in the right-hand panel of
Fig. 9(a) is a fit of the data to the mean field expres-
sion for the single level, single band Anderson lattice
model. The circles in Fig. 9(a) are obtained from the
maximum in the EDCs and interpreted as the disper-
sion of the quasiparticle band. This leads to the value
of k′F , where k′F is the projected zero-temperature Fermi
momentum. Such a fit should not be taken too liter-
ally. As mentioned above, mean field approaches may in
principle be suitable to address the conduction bands at
comparatively high energies and temperatures or the low-
energy behavior on either the small or the large Fermi
volume side in a limited energy range. They do, how-
ever, generically fail to describe the crossover from the
high to the low energy/temperature behavior. In addi-
tion, there is the general difficulty of constructing the
correct mean field theory. The effective model for a sys-
tem like CeCoIn5 should not be the single level, single
band Anderson lattice model. Nonetheless, the mean
field construction provides an estimate for the change
in Fermi wavevector from its high-temperature value kF
to k′F . If k′F = kF , the 4f electrons remain localized
and do not contribute to the Fermi volume. As discussed
above and also briefly mentioned in Ref. (Chen et al.,
2018b), if the Fermi surface of CeCoIn5 expands from kF
to k′F as the zero-temperature fixed point is approached,
the bandstructure in the vicinity of EF should resemble
that sketched in Fig. 4(a) and the spectral weight close
to kF needs to vanish as T → 0 so that the incoher-
ent spectral weight at the Fermi energy is gapped out.
The detection of such a, possibly very small, gap is chal-
lenging in view of the limited energy resolution and kz
broadening effects of ARPES experiments as discussed
in Section III. Note that, although it is expected that
k′F 6= kF in CeCoIn5, results shown in Fig. 9(a) are in-
dicative of a spectral weight increase near and at kF as
the temperature is lowered from T = 60K to T = 17K.
This is most likely not an artifact due to the limited en-
ergy resolution of the measurement, indicating that the
single-particle excitations are not of the form depicted
in Fig. 4(a). This is also corroborated by the strange
metal behavior, encoded in an approximately linear-in-
temperature dependence of the resistivity over a wide
temperature window above the superconducting transi-
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tion temperature (Tc ∼ 2.3K) (Petrovic et al., 2001b). In
Fig. 8, the temperature dependence of the resistivity ρ of
CeCoIn5 is shown together with the magnetic resistivity,
i.e. the difference between the resistivities of CeCoIn5

and its non-magnetic reference compound LaCoIn5.

The ARPES study of Chen et al. also indicated the
presence of ω/T scaling in the EDCs near the Γ point in
an intermediate temperature range (Chen et al., 2017).
This is reproduced in Fig. 9(c). Already at around 90K,
the EDCs multiplied by T xEDC (with xEDC ≈ 0.36) col-
lapses on a function depending only on ω/T . This, how-
ever, should not be interpreted as reflecting an ω/T scal-
ing of all single-particle excitations, which would imply
a strict linear-in-T behavior of the resistivity. Indeed,
this scaling seems to be confined to the vicinity of the Γ
point and is absent in the angle-integrated EDCs. More-
over, this peculiar scaling exists only in an intermedi-
ate T range and fails below 20K, as shown in Fig. 9(c).
This conclusion appears to be compatible with the find-
ings reported in (Aynajian et al., 2012), taking into ac-
count that tunneling into states with small lattice mo-
menta is favored over tunneling into large-momentum
states (Huang et al., 2015; da Silva Neto et al., 2013;
Tersoff and Hamann, 1985). This demonstrates that
ARPES and STM indeed provide information on the
single-particle Green function that can be directly com-
pared to each other. It is, however, noteworthy that
the temperature exponents accompanying this ω/T scal-
ing in the intermediate temperature range from 20K to
around 70K differ somewhat depending on the measure-
ment technique. While the STM-derived exponent is
xSTM ≈ 0.53, the best fit of the ARPES data was ob-
tained for xEDC ≈ 0.36. The difference between the
ARPES and STM results is most likely due to the de-
pendence of the STM current on the degree of tunneling
into 4f and c electron states. This dependence is encoded
in the Fano parameter.

FIG. 10 Tunneling spectroscopy of CeCoIn5 and CeRhIn5

(Color online): local conductance vs applied bias voltage for
different temperatures on (a) Ce-terminated surfaces and (b)
Co (respectively Rh)-terminated surfaces. The peak-dip-peak
structure in conductance of CeCoIn5 (panel (a)) is typical of
a hybridization gap that is not obvious in CeRhIn5, even at
the lowest temperature. (Data taken from (Aynajian et al.,
2012)).

STM studies on CeCoIn5 (and to a much lesser extent,
on CeRhIn5 and CeIrIn5) have been performed by several
groups (Allan et al., 2013; Aynajian et al., 2012, 2014;
Ernst et al., 2010; Haze et al., 2018; Zhou et al., 2013). In
Fig. 10(a) and (b), results are shown for the local tunnel-
ing conductance of CeCoIn5 very lightly doped with mer-
cury (Hg) as well as CeRhIn5 at different temperatures
and on two different surfaces (Aynajian et al., 2012). The
Hg-doping induced disorder in CeCoIn5 generates impu-
rity scattering at the dopant sites which in turn can be
systematically used to obtain lattice momentum-resolved
information of the local DOS through QPI (Derry et al.,
2015). This use of QPI to extract the band structure
near EF in the low-temperature limit, however, also has
potential shortcomings that were already alluded to in
Section III.

C. CeRhIn5

CeRhIn5 is an antiferromagnet with a Néel tempera-
ture of TN = 3.8K at ambient pressure and has predom-
inantly localized moments (Hegger et al., 2000). Under
pressure, TN can be suppressed to zero, thus tuning the
system to a QCP at a critical pressure pc. De Haas-van
Alphen studies of CeRhIn5 across the QCP display a clear
jump of the dHvA frequencies at pc, see Fig. 11(a), which
implies that the Fermi surface changes discontinuously at
the QCP (Shishido et al., 2005). This compound there-
fore likely hosts a Kondo-destruction QCP at δc = pc
(δ was defined in Section II). This conclusion is further
corroborated by an effective mass that tends to diverge
on approach to pc, Fig. 11(b). The latter reflects the
vanishing of the wavefunction renormalization factor z,
depicted in Fig. 2(b), as the QCP is reached from either
above or below pc. In addition, transport measurements

FIG. 11 De Haas-van Alphen measurements on CeRhIn5

(Color online): (a) Jump of the dHvA frequencies at pc in-
dicating a reconstruction of the Fermi surface as the QCP
is crossed. (b) Diverging effective mass upon approaching
pc from above and below (Data taken from (Shishido et al.,
2005)).
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provide evidence for the Kondo-destruction QCP (Park
et al., 2006, 2008). These low-energy quantum critical
features are accompanied by experiments measuring high
energy properties. The optical conductivity of CeRhIn5

has been reported in (Mena et al., 2005) and shows the
formation of a weak hybridization gap at high frequen-
cies as temperature is lowered below the crossover scale
T0.

Despite evidence for the existence of a QCP featuring
critical reconstruction of the Fermi surface in CeRhIn5

under pressure, APRES and STM investigations of this
compound are comparatively rare. This is largely due
to difficulties in preparing a suitable surface and to the
present impossibility of making these measurements un-
der applied pressure. Early non-resonant ARPES inves-
tigations of CeRhIn5 reported that the 4f electrons in
this compound are predominantly itinerant (Moore et al.,
2002), whereas a second non-resonant ARPES study ar-
gued that the 4f electrons are nearly localized (Fujimori
et al., 2003).

Scanning tunneling spectroscopy data on Ce- and on
Rh-terminated surfaces of CeRhIn5 show no clearly dis-
cernible Fano resonances, at least at around 20K (Ayna-
jian et al., 2012), see Fig. 10(a) and (b). Interestingly,
these results seem incompatible with high-resolution res-
onant ARPES data, Fig. 12, which point to the develop-
ment of the 4f -electron spectral weight near the Fermi
energy, although the weight transfer is much weaker than
in CeCoIn5, Fig. 12 (Chen et al., 2018b). The spectral
weight transfer depicted in Fig. 12 for the three bands
crossing the Fermi surface also show that, in the tem-
perature range studied, spectral weight transfer occurs
mainly near the γ band crossing. The difference between
the ARPES measurements of (Chen et al., 2018b) and
the STM investigation of (Aynajian et al., 2012) is likely
due to the increased surface sensitivity of STM. One pos-
sibility is that the Kondo temperature at the surface is

FIG. 12 EDCs of CeRhIn5 vs temperature (Color online):
The energy distribution curves show the evolution of spectral
weight with temperature near the Fermi energy EF for the
three bands that cross EF , labelled α, β and γ-band. Data
were taken at along the ΓM direction at k‖ = −0.57Å−1 (α-

band), k‖ = −0.3Å−1 (β-band), and k‖ = −0.124Å−1 (γ-

band) and with an uncertainty of δk‖ ∼ 0.03Å−1 for each of
the three k‖-values. (From (Chen et al., 2018b)).

reduced due to the reduced hybridization; a second is
that the cleaving process to obtain suitable surfaces ap-
pears to be more problematic for CeRhIn5 and CeIrIn5

than for CeCoIn5. In fact, very recent STM results (Haze
et al., 2019) on epitaxially grown CeRhIn5 with well-
defined surfaces are very much in line with the ARPES
measurements of (Chen et al., 2018b). As in the case of
the STM images of YbRh2Si2 [see Fig. 7(a)], these data
are consistent with the dynamical Kondo effect taking
place near the small Fermi surface.

D. Further considerations

We now turn to several additional points that cut
across specific Ce-115 families. First, the connection be-
tween the different Ce-115 families deserves further stud-
ies. As already discussed, isothermal dHvA measure-
ments in CeRhIn5 provide evidence for a sudden Fermi
surface reconstruction at pc. Intriguingly, frequencies of
dominant α orbits at p > pc for CeRhIn5 are very similar
to those found for the large Fermi surface of CeCoIn5 at
atmospheric pressure (Shishido et al., 2005). No Fermi-
surface reconstruction has been found in CeCoIn5. It is
possible that a sudden Fermi-surface reconstruction can
still be found in CeCoIn5 under a new tuning parame-
ter, such as negative pressure. But it may also be that
such an effect simply does not exist in CeCoIn5, reflecting
its inherent difference from CeRhIn5. For example, the
4f − c hybridization is much larger in CeCoIn5 than in
CeRhIn5, as evident in their STM spectra (Fig. 10). As
argued recently, this difference in overall hybridization
can be traced to an anisotropic spatial extent of their 4f
orbitals that is set by details of the crystal electric field
wavefunction (Sundermann et al., 2019; Willers et al.,
2015).

Second, an alternative explanation for the jump of the
dHvA measurements across pc in CeRhIn5 has been pro-
posed in Ref. (Watanabe and Miyake, 2010). It was sug-
gested that the 4f -valence fluctuations lead to a rapid
valence change near pc and a strongly first order antifer-
romagnetic transition. The latter implies a large jump
of the order parameter and, thus a large reconstruction
of the Fermi surface. So far, however, all experimen-
tal evidence points to a continuous transition at pc. In
addition, canonical valence-fluctuating systems such as
CeSn3 (CePd3) have specific-heat coefficients of 53 (37)
mJ/(mol K2), an effective Kondo temperatures of 770
(1120) K (Lawrence et al., 1981). In those cases, the 4f -
occupancy nf will be far from 1 or 0 and, consequently,
the entropy in the valence-fluctuation sector, which one

can estimate by R
[
nf lnn−1f + (1− nf ) ln(1− nf )−1

]
,

will be a sizable fraction of R ln 2. By contrast, in the
quantum critical regime of CeRhIn5, the specific heat
coefficient is very large [γ ≈ 1.25 J/(mol K2)] (Park and
Thompson, 2009), implying that nf is exceedingly close
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to 1. Thus, the valence-fluctuation sector will have a
tiny entropy compared to the nearly R ln 2 entropy in
the spin sector, and can hardly be the main driver of the
critical fluctuations. In other words, the quantum criti-
cality should primarily be driven by physics of the Kondo
limit (Park et al., 2006, 2008). Similar arguments apply
to CeCoIn5, CeIrIn5, YbRh2Si2, and CeCu5.9Au0.1.

E. Summary of Section V

We close this section by summarizing the status of
ARPES and STM investigations in Cerium-based 115
systems, as discussed in this section.

By and large, the existing STM and ARPES results
on the Cerium-based 115 family are consistent with each
other, given the requirements of surface quality and
the associated difficulties. The recent high-resolution
ARPES investigation of these 115 materials also shows
that none of the three compounds follows the low-
temperature band-structure expectations of the heavy-
electron phenomenology, encoded in Fig. 4(a). This is
in line with other measurements, in particular transport
measurements, which suggest that none is in a Fermi
liquid regime in the range where the ARPES measure-
ments were made. Further, the limited energy resolution

of state-of-the-art ARPES is still posing a major chal-
lenge in the heavy-electron materials class in which the
associated energy scales are typically very small.
High-energy features: Existing ARPES and STM in-

vestigations of the 115 members show the initial onset
of dynamical Kondo correlations around the T0 temper-
ature scale [Fig. 2(a)] and the concomitant onset of
hybridization-gap formation. This is in line with optical
conductivity measurements on these compounds (Chen
and Wang, 2016). Comparing ARPES and STM data
for the same compound gives complementary results that
are compatible with each other, and provide evidence for
the existence of the hybridization-gap onset scale T0.
Low-energy features: Neither in CeCoIn5 nor CeRhIn5

has ARPES been able to confirm unambiguously the
existence of either kLF or kSF . While this may not be
surprising due to the limited energy and momentum
resolution currently available to ARPES, this finding
is also compatible with the absence of Fermi liquid
signatures in the investigated temperature range in
these compounds; in this range, Fermi liquid signatures
are absent as well in transport and thermodynamic
properties. Isothermal measurements of dHvA have
shown a sudden reconstruction of the Fermi surface
across the pressure-induced QCP in CeRhIn5, which
provides strong evidence for a Kondo-destruction QCP.

VI. PROGRESS, CHALLENGES AND PROSPECTS

A. High energy Kondo features

We have stressed that the initial onset of dynamical
Kondo correlations or hybridization is expected, at the
T0 scale of Fig. 2, for all heavy-electron systems regardless
of the nature of their ground states.

This scale is evident in YbRh2Si2 by STM and opti-
cal conductivity. Similarly, the formation of a hybridiza-
tion gap was manifested in CeRhIn5 by optical conduc-
tivity measurements (Mena et al., 2005) and, recently,
by STM measurements (Haze et al., 2019). Also for
CeCu6, which is near a QCP that is accessed by in-
troducing Au-substitution for Cu, a hybridization gap
has been observed by optical conductivity (Marabelli and
Wachter, 1990). This captures the high-energy T0 scale
for the onset of hybridization-gap formation [Fig. 2(a)],
and indeed evolves smoothly across the critical substi-
tution xc = 0.1 based on photoemission measurements
(Klein et al., 2008). The T0 scale is also evidenced by
recent time-resolved measurements in the critical substi-
tution range (Pal et al., 2019; Wetli et al., 2018). Here, a
terahertz irradiation pumps the system and disturbs the
correlations between the local moments and conduction
electrons. We can expect the underlying Kondo coupling

to produce an initial echo at a time corresponding to
~/(kBT0). Such a finite time scale is indeed observed
both away from and at the QCP. Note that the Fermi
liquid scale of CeCu6 is 0.2K (see Table I), which is
not accessible by current experiments done at temper-
ature above 1.5K. Nonetheless, it is conceivable that
future experiments may probe not only the echo effect at
~/(kBT0), but also the scaling time regime much beyond
~/(kBT0).

Table I compiles high-temperature and Fermi liquid en-
ergy scales of the heavy-electron compounds discussed in
this Colloquium. This table lists both T hyb

0 , the initial on-
set of the hybridization gap, and T en

0 , based on the (spin)
entropy S. These two high-energy scales can differ by as
much as an order of magnitude, which is not too surpris-
ing given that the crossover of Kondo lattice systems from
the high-temperature incoherent regime towards the low-
temperature coherent/quantum critical/ordered regime
is rather broad. This regime can be made even broader
when the excited crystal field levels are involved. In prac-
tice, we propose to use

T0 =
√
T hyb

0 T en
0 (7)

as a measure of the crossover Kondo scale. Defined in
this way, we can infer from Table I that T0 is ∼ 62K in
YbRh2Si2, ∼ 50K in CeCoIn5, & 25K in CeRhIn5, and
& 13K in CeCu6.
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TFL/K T hyb
0 /K T en

0 /K Reference

YbRh2Si2 0.07 ∼ 160 ≈ 24 (Gegenwart et al., 2006; Kimura et al., 2006; Trovarelli et al., 2000)

YbRh2Si2
< 0.008 (LMT) ∼ 160 ≈ 24 (Gegenwart et al., 2006; Kimura et al., 2006; Taupin et al., 2015)

(B=Bc, B‖ c)

YbRh2Si2
0.135 ∼ 160 ≈ 24 (Gegenwart et al., 2002, 2006; Kimura et al., 2006)

(B=2T, B‖ c)

CeCoIn5 0.14 & 100 ≈ 25 (Mena et al., 2005; Paglione et al., 2007; Petrovic et al., 2001b)

(B=6T)

CeRhIn5 < 0.15 & 60(†) ≈ 10 (Chen et al., 2018b; Park et al., 2008; Park and Thompson, 2009)

(pc = 2.35GPa, µ0H=10T)

CeCu6 0.2 & 40 ≈ 4 (Amato et al., 1987; Fischer et al., 1987; Marabelli and Wachter, 1990)

CeCu6−xAux (xc = 0.1) < 0.02 (LMT) & 40 ≈ 4 (Fischer et al., 1987; Löhneysen et al., 1994; Marabelli and Wachter, 1990)

TABLE I Characteristic high- and low-temperature scales for several heavy-electron compounds located in the vicinity of
quantum criticality. Here, TFL is a temperature scale below which the Landau Fermi liquid T 2 resistivity is observed. T hyb

0 is
a ‘high temperature’ estimate for the onset of the hybridization gap, and is estimated from the optical conductivity σ(ω, T )
(Figs. 3,13) with the exception of CeRhIn5, where existing σ(ω, T ) data only indicate that 8K < T hyb

0 < 300K (Mena et al.,
2005). T en

0 is a ‘low-temperature’ estimate of T0 based on the (spin) entropy S, using a procedure for the single-impurity
Kondo model with constant conduction electron density of states (for which T0=Ten

0 =T 0
K): S(T en

0 /2) = 0.4R ln 2 ≈ 0.277R,
where R = 8314.5 mJ/(mol K) is the ideal gas constant. (LMT) designates the lowest measured temperature for the electrical
resistivity ρ.
For YbRh2Si2 at the critical field, TFL has been estimated from ρ(T ) and using the result that ρ(T ) ∼ T down to the LMT of
8mK (Taupin et al., 2015), making the listed value to be an upper bound. The hybridization gap onset in σ(ω < T ) is assumed
to be the same for 0 ≤ B ≤ 2T. Similarly, changes of T en

0 are assumed to be small for fields 0 ≤ B ≤ 2T, where the specific
heat at around 20K is only weakly field-dependent for B ≤ 2T , see (Gegenwart et al., 2006).
For CeRhIn5, the QCP is located at pc = 2.35GPa and Hc with µ0Hc / 10T, see (Park et al., 2008).
(†)This value for T hyb

0 has been estimated from the ARPES data of (Chen et al., 2018b) for ambient conditions, see also Fig. 12.
For CeCu6−xAu0.1, ρ(T ) is linear in T down to the LMT 20mK; hence, the listed value is also an upper bound. The estimate
of T hyb

0 in CeCu6−xAu0.1 is supported by the specific heat data of (Löhneysen et al., 1994).
The references in this table are arranged such that in each row the first reference provides TFL, the second contains estimates
for T hyb

0 and the third provides results on the low-temperature (spin) entropy.

B. Isothermal evolution at low temperatures

We have discussed in Section II that, to assess the
nature of quantum criticality (Kondo destruction vs.
SDW), the isothermal evolution of quasiparticle spectral
weight at low temperatures is particularly informative.
In YbRh2Si2, this has been done through STM mea-
surements as a function of magnetic field at T = 0.3 K,
and the results (Seiro et al., 2018) support the Kondo-
destruction scale that had been inferred from magne-
totransport and thermodynamic measurements (Friede-
mann et al., 2010; Gegenwart et al., 2007; Paschen et al.,
2004). Further STM measurements at lower tempera-
tures will clearly be instructive. Whether related STM
studies can be carried out in 115 systems is at the present
time unclear, because the QCP is realized at a relatively
large pressure (CeRhIn5) or possibly at negative pres-
sure (CeCoIn5 and CeIrIn5) (Pham et al., 2006; Sidorov
et al., 2002). In these latter two cases, applying uniax-
ial tension might open the possibility of both ARPES
and STM studies in a regime that would access their

respective QCP. Similar isothermal studies by ARPES
appears to be difficult, due to the low temperature that
is needed, and also because ARPES cannot be performed
in the presence of a magnetic field.

C. Outlook

As discussed above (see Section III), STM is a real
space probe and thus generally lacks momentum resolu-
tion. It is, however, possible to extract information on
the band structure near the Fermi energy using Friedel
oscillations that occur near defects (Petersen et al., 2000,
1998). Since STM is a surface probe, QPI only provides a
projected bandstructure. Furthermore, the standard ap-
proach which is based on Born scattering is known to be
insufficient in many cases (Toldin et al., 2013). This lim-
itation notwithstanding, it will be instructive to obtain
bandstructure information through Fourier transform-
STM on either side of the QCP to interpret QPI spectra
in the quantum critical fan of the QCP.

Critical Kondo destruction is accompanied by a partic-
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FIG. 13 Optical conductivity σ(ω, T ) and evolution of the
hybridization gap (Color online): (a) Although the hybridiza-
tion gap in CeRhIn5 (top) is overall less pronounced than that
in the optical conductivity of CeCoIn5 (bottom), the overall
features for both compounds are in accordance with general
expectations (see Fig. 3): at the highest measured T a broad
Drude peak exists out of which a hybridization gap develops
below

√
T0D as T is lowered (Data taken from (Mena et al.,

2005)). (b) The hybridization gap in YbRh2Si2 evolves over
a large T region, starting well above 100K. As the data are
taken at zero external field, the system is located on the δ < δc
side (see section II) and a Drude peak is therefore expected in
σ(ω, T ) at small ω and sufficiently low T . (Data taken from
(Kimura et al., 2006)). (c) In CeCu6 the optical conductiv-
ity develops a hybridization gap at around ~ω ≈ 1meV below
50K which is flanked towards higher energies by a pronounced
peak. (Data taken from (Marabelli and Wachter, 1990)).

ular kind of ω/T scaling. Recently, this type of scaling
has been demonstrated for the optical conductivity of
YbRh2Si2 thin films grown by molecular beam epitaxy,
studied by time-domain THz-transmisson spectroscopy
(Prochaska et al., 2020). This result would be surpris-
ing from the perspective of an SDW QCP, where only
the spin dynamics is expected to be critical. However,
it is in line with critical Kondo destruction (Prochaska
et al., 2020). Because the magnetic quantum phase tran-
sition is accompanied by the transition from a phase with
asymptotically decoupled local-moment and conduction-
electron degrees of freedom to one in which the entangling
of the two turns the 4f local moments into composite
quasiparticles, it is natural that both the single-particle
and charge dynamics are critical. Indeed, calculations
at the Kondo-destruction QCP in various large-N lim-
its (Cai et al., 2020; Kirchner et al., 2005; Komijani and
Coleman, 2019; Zhu et al., 2004) and, more recently, in
the physical N = 2 case (Cai et al., 2020) have shown
such a singular charge dynamics. Intriguingly, this type
of charge dynamical scaling in models of the Kondo limit
smoothly connects to the ω/T -scaling for the charge dy-
namics in the beyond-Landau-type quantum criticality
in the mixed-valence regime (Pixley et al., 2012).

Epitaxial thin films of members of the 115 family
and CeIn3 have been available for some time (Shishido
et al., 2010) but STM measurements on these films of
CeCoIn5 and CeRhIn5 have only been reported very re-
cently (Haze et al., 2019, 2018). The observed onset of
the hybridization gap in the STM spectrum demonstrates
the high-energy T0 scale which, as we have emphasized,
is consistent with a Kondo-destruction ground state in
CeRhIn5. It will be interesting to see whether a lat-
tice mismatch between substrate and thin film might be
used as a substitute for pressure tuning and to estab-
lish the range of ω/T scaling both within the general
phase diagram and with respect to the type of correla-
tor, i.e., single-particle excitations, two-particle correla-
tors like the density-density, spin-spin, or current-current
correlation functions, and their n-point (n > 4) counter-
parts.

We also briefly discussed in Section III that the under-
lying assumption in the interpretation of STM spectra
in terms of the equilibrium local DOS is less justified at
higher voltages. This may be particularly pertinent near
the QCP, where the temperature of the measurement it-
self is expected to set the only relevant scale (Kirchner
and Si, 2009). It would be interesting to explore the scal-
ing of spectral density with bias voltage in the nonequi-
librium regime which could be yet another way of un-
raveling the properties of the underlying QCP (Ribeiro
et al., 2015; Zamani et al., 2016b).

We have so far focused on YbRh2Si2 and Ce-115 com-
pounds. It will be instructive to carry out measure-
ments of single-electron properties in other candidate
heavy-electron materials for Kondo destruction (Gegen-
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wart et al., 2008; Kirchner et al., 2013; Si and Paschen,
2013; Stewart, 2001). A case in point is CeNiAsO, a
heavy-electron relative of the high-Tc Fe-based oxypnic-
tides. Here, the recent neutron scattering experiments
provide evidence for a local-moment antiferromagnetic
order, whose ordering wavevector is determined by the
RKKY interaction mediated by the conduction-electron
states near the small Fermi surface (i.e., the Fermi sur-
face of the conduction electrons alone, with the 4f -
electrons localized) (Wu et al., 2019), and transport mea-
surements have suggested the possibility of a Kondo-
destruction QCP induced by either pressure or P-for-As
doping (Luo et al., 2014).

More broadly, there is the question of where to look for
new examples of Kondo-destruction criticality. If the f−c
hybridization is too strong, magnetic order would more
likely be of the SDW type that, when tuned to T = 0,
would result in a conventional QCP. Thus, weaker hy-
bridization is expected to be a more favorable setting to
access a possible Kondo-destruction QCP. Alternatively,
a low carrier density gives a small Fermi surface in a
Kondo lattice and delays the full development of a Kondo
singlet state with decreasing temperature. CeNi2As2−δ
appears to be an example of such a case with evidence of
Kondo-destruction quantum criticality (Luo et al., 2015).
Finally, in the absence of tuning hybridization or carrier
density, increasing frustration, whether through crystal
structure or reduced dimensionality, offers an exciting
opportunity for discovering new examples (Fritsch et al.,
2014; Si, 2006; Tokiwa et al., 2015; Zhao et al., 2019).

VII. CONCLUSION

We have reviewed and compared recent ARPES and
STM investigations on heavy-electron materials close to
magnetic instabilities with a focus on Kondo-destruction
quantum criticality. Real-space and momentum-space
spectroscopies combine the power of both methods
(Crepaldi et al., 2013; Nicoara et al., 2006) which has
proven to be useful in the study of complex materials
such as the cuprate high-temperature superconductors
(Markiewicz, 2004; Shen and Davis, 2008) and the Kondo
insulator SmB6 (Matt et al., 2018). In the context of
Cerium- and Ytterbium-based rare earth intermetallics
as well as actinide-based compounds, such a combina-
tion seems particularly promising given that much of the
excitement and interest generated by these materials de-
rives from the interplay of local and itinerant degrees
of freedom; while Kondo screening is primarily a local
phenomenon, a possible Fermi-volume increase is best
addressed in momentum space. Method-specific con-
straints, limited energy resolution and the need for very
low temperatures in order to resolve a Fermi momen-
tum change across a Kondo-destruction quantum critical
point pose unique challenges to both ARPES and STM

investigations.

On the other hand, combining ARPES and STM re-
sults with other measurements, like resistivity and mag-
netotransport measurements, neutron scattering and op-
tical conductivity investigations, can provide a consistent
picture of Kondo-destruction quantum criticality that
emerges as a function of some non-thermal tuning pa-
rameter and enables one to locate a specific compound
in the general phase diagram of heavy-electron materials.
This appears particularly relevant in the present context
in order to aide a separation of bulk and surface contri-
butions as both ARPES and STM are primarily surface
sensitive. The change in symmetry and c− f hybridiza-
tion that typically occurs at surfaces can in Kondo sys-
tems substantially modify low-energy scales as compared
to their bulk value.

We have emphasized the distinction between the spec-
troscopic properties that reflect the high-energy Kondo
physics, such as the formation of the hybridization gap,
and those that are capable of probing the nature of quan-
tum criticality, such as low-temperature isothermal mea-
surements across the quantum critical point. The lat-
ter has become possible in the STM measurements of
YbRh2Si2, which corroborates the Kondo-destruction en-
ergy scale that had been extracted by isothermal mag-
netotransport and thermodynamic measurements. In
CeRhIn5, strong evidence for Kondo destruction in the
one-electron excitation spectrum has been provided by
quantum oscillation measurements across the critical
pressure. It will certainly be instructive to explore fur-
ther signatures of beyond-Landau quantum criticality in
these and other heavy-electron systems.
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A. Schröder, M. Sieck, and T. Trappmann (1994), Phys.

Rev. Lett. 72, 3262.
Luo, Y., L. Pourovskii, S. E. Rowley, Y. Li, C. Feng,

A. Georges, J. Dai, G. Cao, Z. Xu, Q. Si, and N. P. Ong
(2014), Nat. Mater. 13, 777.

Luo, Y., F. Ronning, N. Wakeham, X. Lu, T. Park, Z.-A. Xu,
and J. D. Thompson (2015), Proc. Natl. Acad. Sci. USA
112, 13520.

Maltseva, M., M. Dzero, and P. Coleman (2009),
Phys. Rev. Lett. 103, 206402.

Marabelli, F., and P. Wachter (1990), Phys. Rev. B 42, 3307.
Markiewicz, R. S. (2004), Phys. Rev. B 69, 214517.
Matt, C. E., H. Pirie, A. Soumyanarayanan, M. M, Yee,

Y. He, D. T. Larson, W. S. Paz, J. Palacios, M. Hamidian,
and J. E. Hoffman (2018), “Consistency between ARPES
and STM measurements on SmB6,” ArXiv:1810.13442.

Mena, F. P., D. van der Marel, and J. L. Sarrao (2005),
Phys. Rev. B 72, 045119.

Millis, A. J. (1993), Phys. Rev. B 48, 7183.
Mo, S.-K., W. S. Lee, F. Schmitt, Y. L. Chen, D. H. Lu,

C. Capan, D. J. Kim, Z. Fisk, C.-Q. Zhang, Z. Hussain,
and Z.-X. Shen (2012), Phys. Rev. B 85, 241103(R).

Moore, D. P., T. Durakiewicz, J. J. Joyce, A. J. Arko, L. A.
Moralesa, J. L. Sarrao, P. G. Pagliuso, J. M. Wills, and
C. G. Olson (2002), Physica B 312-313, 134.

Moriya, T. (1985), Spin Fluctuations in Itinerant Electron
Magnetism (Springer, Berlin).

Movshovich, R., M. Jaime, J. D. Thompson, C. Petro-
vic, Z. Fisk, P. G. Pagliuso, and J. L. Sarrao (2001),
Phys. Rev. Lett. 86, 5152.

Nicoara, N., E. Román, J. M. Gómez-Rodriguez, J. A.
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