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Jet substructure has emerged to play a central role at the Large Hadron Collider (LHC), where it has provided numerous innovative ways to search for new physics and to probe the Standard Model, particularly in extreme regions of phase space. In this article we focus on a review of the development and use of state-of-the-art jet substructure techniques by the ATLAS and CMS experiments.
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I. INTRODUCTION

Jets are collimated sprays of particles, produced in abundance in high energy particle collisions. They are ubiquitous in particle collider experiments and indispensable to study the underlying dynamics and interactions. Jets have played a central role in the discovery and property measurements of many fundamental particles like the gluon \( g \) \((1; 2; 3; 4) \) and the top quark \( t \) \((5; 6)\). They have provided key insights into the structure of the strong force and were indispensable in the study of Higgs boson \( H \) couplings to heavy third generation quarks \((7; 8; 9; 10)\). Because of their large production rate at the LHC, jets feature prominently in searches for new particles and precision measurements of Standard Model (SM) properties. However, important information on the underlying particle dynamics is not only carried by the total four-momenta of jets, but also by their internal structure. Investigations of this jet substructure reveal a wealth of physical processes and pose interesting theoretical and experimental challenges. While relatively young, the field of jet substructure has become an important field of research over the last decade and will gain further importance with the future data taking periods at the LHC.

With the advent of the LHC it was realized that decays of hypothetical, very heavy resonances can lead to highly Lorentz-boosted heavy SM particles, \( W, Z, H \) bosons and top quarks \((11; 12; 13; 14; 15)\). Since these particles feature the largest branching fractions into hadrons, final states with fully-hadronic decays have high sensitivity in LHC analyses. The large boost leads to very collimated decays, where particle masses of \( O(100) \) GeV are not large enough for the outgoing quarks to be sufficiently separated relative to each other to be resolved into individual jets. It is this small opening angle between the decay products which leads to fully-merged particle decays. The following experimental overview describes techniques for measuring jets as proxies for hadronic decays of \( W, Z, H \) bosons and top quarks. However, this review is not limited to these methods but covers also precision jet substructure measurements and the discrimination of quark and gluon jets, reflecting the versatility of jet substructure. The scientific gains from these measurements are manifold, reaching from precision studies of QCD over the determination of fundamental parameters of the Standard Model to searches for new physical phenomena at the highest energy scales. A recent review on the theoretical aspects of jet substructure can be found in Ref. \((16)\).

Since the first evidence for jets in \( e^+e^- \) collisions at SPEAR \((17)\), jets have had a significant impact on the research program of every particle collider since DORIS through the LHC, and beyond to the design of future colliders. There is no single, universal definition of a jet – which particles belong to a jet depend on the algorithm used to combine particles into jets. In the beginning of jets from the mid 1970’s, there were no jet clustering algorithms; information from the whole event was used instead of localized energy flows. The sphericity tensor \((18)\) was typically used to obtain a jet axis for events with a back-to-back dijet topology. Quantitative statements about data were obtained from event shapes, like the sphericity or thrust \((19; 20)\). Sphericity is a measure for the isotropy of the produced particles and thrust is a measure of the directed energy flow along an axis that maximises this flow in an event. These event shapes can be used to characterize how compatible events are with the assumption of two oppositely directed, collimated jets. A clear theoretical advantage of these event shapes is that they are calculable in perturbative Quantum Chromodynamics (pQCD). This was realized early on and the calculability ultimately resulted in the confirmation of the parton model and, with data from experiments at higher \( \sqrt{s} \), the discovery of the gluon in three jet events at PETRA \((1; 2; 3; 4)\).

When studying the dynamics of quark and gluon scattering, it became necessary to perform quantitative analyses and calculations that go beyond event shapes. For these to be possible, it was realized that it is mandatory to define a deterministic set of rules on how particles are combined into jets. A schematic drawing depicting this problem is shown in figure 1. While the sphericity axis is uniquely defined and easily calculable, the direction and magnitude of the jet axes depend on which particles should be combined into a given jet, and how the particles are combined to obtain the axes. An intuitive definition for a jet algorithm consists of summing the momenta of all particles within a cone with fixed size \((21)\). Naive cone algorithms are not infrared and collinear (IRC) safe – the requirement that the resulting jets be insensitive to arbitrarily low energy particles and collinear splittings. IRC safety is a useful theoretical requirement for making...
FIG. 1 Schematic drawing of particles emerging from the hard scattering of a high energy particle collision. The sphericity axis is shown as dashed line.

calculations in pQCD and is also a convenient language for describing the experimental robustness to noise and detector granularity.

There exist many variants of cone-type algorithms, developed in the attempt to solve the IRC unsafety of naive cone jet algorithms. This stems from the necessity of an initial axis, which was eventually solved with the formulation of the SISCone algorithm (22). Although this algorithm is IRC safe, it is not widely used today because it was found that sequential recombination algorithms have several advantages over cone-type algorithms. First used by the JADE Collaboration (23; 24), the initial version of a recombination algorithm defined for $e^+e^-$ collisions was improved in several steps (25; 26), to finally arrive at the longitudinally-invariant $k_T$-clustering algorithm for hadron-hadron collisions (27). A generalization of this algorithm leads to three classes, distinct only by the sign of the exponent of the transverse momentum $p_{T,i}$ in the inter-particle distance measure

$$d_{ij}(p_i,p_j) = \min(p_{2k}^{T,i},p_{2k}^{T,j}) \frac{\Delta R^2}{R^2}, \quad (1)$$

where $\Delta R^2 = \Delta \phi^2 + \Delta y^2$ and $R$ is typically called the *jet radius*. The original $k_T$ algorithm, with $k = 1$ in Eq. (1), clusters soft and collinear particles first, the Cambridge/Aachen algorithm (CA) (29; 30), with $k = 0$, prioritizes particles in the clustering solely by their angular proximity, and the anti-$k_T$ algorithm (31), with $k = -1$, combines the hardest particles first. The proposal of the latter algorithm is also responsible for the disappearance of cone-type algorithms in experimental studies. When it was realized that the anti-$k_T$ algorithm results in nearly perfect conical jets the LHC collaborations made a transition to this algorithm. Today, almost all studies involving jets performed at the LHC use this algorithm. Even when analyzing the substructure of jets with advanced grooming or tagging techniques, the initial step often consists of building an ensemble of particles that were clustered with the anti-$k_T$ algorithm.

So far, it has not been specified what the term particle refers to when using particles as input to jet clustering. In fact, in jet physics, the term particle is often used generically for different sorts of objects, whose ensemble comprises the input to a given jet algorithm. Three different ensembles are commonly used. The partonic final state includes all particles resulting from the parton shower before the hadronization starts (which is unphysical). This also include photons when these were created in the hard interaction or emitted from charged particles during the parton shower. The ensemble on the particle level, also called hadron level, consists of hadrons and their decay products, including photons and leptons. The detector level input consists of calorimeter clusters, reconstructed particle tracks or combinations thereof. Jet algorithms using these different ensembles as input result in parton, particle or detector level jets, respectively. Ideally, in any given event, the jets obtained on parton, particle and detector level are as similar as possible. Realistically, agreement can not be achieved, but a close correspondence ensures the possibility to study the underlying partonic dynamics with the use of jets. It is this correspondence, paired with calculability in pQCD, which makes jets indispensable tools at high energy particle colliders.

Soon after their discovery, it was realized that not only the kinematics of jets but also their internal structure carry information. The parton shower and subsequent hadronization leads to a characteristic multiplicity, as well as angular and momentum distributions of hadrons inside jets, which depend on the parton that initiated the shower. For example, the probability of a $q \rightarrow qg$ splitting is proportional to the color factor $C_F = 4/3$ at leading order in QCD, while the probability of a $g \rightarrow gg$ is proportional to $C_A = 3$. The larger value of $C_A$ results in a larger multiplicity of hadrons and in broader jets. This lead to the suggestion of measuring jet shapes, defined as the fractional transverse momentum profile of particles within a concentric inner cone, smaller than the jet cone of the original jet, and pointed to their usefulness for distinguishing quark jets from gluon jets (34). Experimental results from LEP (35; 36; 37; 38), Tevatron (39; 40) and HERA (41; 42; 43) confirmed this and can be considered as the starting point of physics with jet substructure in particle physics.

---

1 Sometimes the rapidity ($y$) is used and sometimes the pseudo-rapidity ($\eta$) is used depending on the application. See Ref. (28) for a detailed discussion.

2 For a theoretical introduction to jets, we recommend the reviews in Refs. (32; 33) as well as the theory companion this experimental review, Ref. (16).
At the LHC, jet substructure is used to identify highly boosted heavy SM particles in fully hadronic decays. An example of a jet with substructure from a two-prong decay is shown schematically in figure 2. The difficulty lies in identifying the underlying process that led to the final state, for example distinguishing $W \rightarrow q\bar{q}'$, $Z \rightarrow q\bar{q}$ or $H \rightarrow b\bar{b}$ from QCD splittings like $g \rightarrow qg$, $g \rightarrow gg$ or $g \rightarrow q\bar{q}$. Numerous algorithms have been suggested to identify specific decays, which are part of a class of jet substructure taggers. The idea behind many of these algorithms is related to event shapes in $e^+e^-$ collisions. By defining $N$ axes within a jet, it is possible to check for the compatibility of a fully-merged $N$-prong decay. How these axes are found typically differs from algorithm to algorithm, and some techniques do not even explicitly require axes. Popular concepts are an exclusive jet clustering using the particles inside a jet as input, or the maximization of the projection of the jet constituents’ momenta onto the desired number of axes, as illustrated in figure 2. Since the opening angle between the quarks depends on the momentum of the parent particle and its mass, larger jets ($R \sim 1$) than normally employed in LHC analyses ($R \sim 0.4$) are used to reconstruct boosted heavy particle decays. A larger distance parameter is chosen to capture the full kinematics of the decay already at moderate momenta of 200–400 GeV. The drawback of jets with large areas is unwanted contributions from the underlying event and from multiple proton-proton collisions in a single bunch crossing (pile-up). These lead to a worsening of the resolution in quantities used to identify the substructure of jets, like the jet mass. Jet grooming and pile-up removal algorithms have been developed to mitigate these effects. Grooming algorithms aim at removing soft and wide-angle radiation, therefore not only reducing the effects from the underlying event but also reducing the sensitivity to the details of fragmentation. Pile-up removal algorithms are designed to identify and subtract contributions from a different interaction vertex, by eliminating uncorrelated radiation from jets. A combination of these techniques often leads to the best overall performance and it is an ongoing effort to understand the interplay of pile-up removal, grooming and tagging algorithms.

The theoretical and algorithmic developments are possible due to advances in experimental methods. New technologies, like silicon pixel detectors, high-resolution tracking detectors in conjunction with strong magnetic fields, highly granular calorimeters with low electronic noise and lightweight materials for detector structures with little dead material inside the active detector volume have enabled increasingly precise jet measurements and studies of internal jet structure. Modern particle detectors at the LHC are equipped with many layers of high-resolution tracking detectors, strong and very homogeneous magnetic fields and finely segmented calorimeters with an excellent energy resolution. With these technologies, the ATLAS and CMS detectors\(^3\) are equipped to track and reconstruct individual particles produced in high energy collisions. On average about 60% of a jet’s momentum is carried by charged hadrons, photons account for about 25% of the total jet momentum and the remaining 15% can be attributed to long-lived neutral hadrons (44). With increasing jet energy, the particle multiplicity increases, and also the fraction of the jet’s momentum carried by soft particles. For example, on average 50% of the momentum of a 50 GeV jet is carried by particles with a momentum less than 5% of the jet’s momentum. It is therefore crucial to ensure that particles with energies down to $\mathcal{O}(100 \text{MeV})$ can be reconstructed in order to retain the full information on a jet’s kinematics and internal structure.

As important as the reconstruction of the total jet energy is the measurement of the jet constituent multiplicity and their angular distributions. While charged particles can be efficiently reconstructed as tracks, neutral particles develop showers in the calorimeters and the possibility to resolve two separate showers depends on the granularity of the calorimeter and the lateral shower development. Hence, it becomes more difficult to separate two adjacent particles in dense environments, such as high momentum jets, and the situation is aggravated by the presence of hadronic showers from charged hadrons. Often it is impossible to build one calorimeter cluster per neutral particle. A way to improve the angular resolution in jet substructure analyses is to combine measurements from the tracking detectors and calorimeters. Using combined detector measurements as input to jet algorithms, for example using a particle flow approach, results in improved resolutions of jet substructure observables, compared to using only tracks or only calorimeter clusters.

An important aspect of experimental analyses at the LHC is the calibration of jets, necessitated by the non-

\(^3\) The ALICE and LHCb detectors are also well-equipped to perform jet substructure studies. While these experiments do not have access to boosted massive particles due to their data rate (ALICE) or acceptance (LHCb), they are performing many interesting QCD studies with jet substructure. This review will be focused on ATLAS and CMS, but the future of jet substructure will involve key contributions from all four LHC experiments.
compensating nature of hadron calorimeters, suppression of electronic noise, tracking inefficiencies, dead material in front of calorimeters, the influence of pile-up and other effects. While the calibration of the total jet energy scale is an important aspect in all analyses using jets, the precise knowledge of the jet mass scale and the detector response to jet substructure observables and jet tagging algorithms is specific to jet substructure analyses. Calibrating the jet energy scale results in a change of the magnitude of the jet’s four-momentum, where the jet mass scale comprises an additional degree of freedom that can not be constrained by the typical methods of balancing a jet with a well-calibrated reference object. The jet mass scale is usually calibrated using jets from fully-merged, highly boosted $W \rightarrow q\bar{q}'$ decays, facilitating a calibration of the peak position in the jet mass distribution. Measurements of the jet mass distribution from light quark and gluon jets, as well as from fully-hadronic highly-boosted $W$, $Z$ and $t$ decays allow for precise tests of the modelling of perturbative and non-perturbative effects in jet production. Similar measurements can also be used to study the detector response to jet substructure observables and their modelling in simulation. A mis-modelling of variables used for tagging, either in the detector simulation or on the level of the underlying physics, can result in a wrong estimation of the tagging efficiency or the misidentification rate, with important consequences for measurements. In order to overcome this limitation, measurements of tagging efficiencies and misidentification rates are performed in samples enriched with the particle decays in question. While these measurements do not help to understand the cause of the mis-modelling or to improve the description of jet substructure distributions, these can be used to correct the efficiencies in simulation. It is these measurements that have enabled the use of jet substructure taggers in numerous physics analyses since the beginning of data taking at the LHC. The increased statistics from a data sample corresponding to about 150 fb$^{-1}$ per experiment at a centre-of-mass energy of 13 TeV can now be used to improve our understanding of the detector response to jet substructure algorithms, the underlying physics and the performance differences of taggers. These studies and measurements represent the continuation of an exciting physics program at the LHC in a field which reached its adolescence in the past few years. In the years to come, the field of jet substructure will evolve and mature through precision measurements and the exploration of unknown territory.

We begin this review with a brief overview of the ATLAS and CMS detectors in section II, followed by a description of the input to jet reconstruction and jet calibration in section III. An important aspect of jet reconstruction at the LHC, and jet substructure in particular, are algorithms to mitigate the effects of pile-up. Recent experimental advancements and algorithms employed in ATLAS and CMS analyses are discussed in section IV. In section V we review jet grooming techniques in use in experimental analyses and discuss their impact on jet substructure observables. A special emphasis is given on the jet mass calibration and jet mass measurements in different final states. Measurements of other jet substructure distributions are described as well. One of the key developments within the field of jet substructure are tagging algorithms, which are described in detail in section VI. Theoretical and experimental developments have resulted in large performance gains of substructure taggers in the last years, relevant for a large number of present and future physics analyses. We highlight the main developments and improvements and give an overview of relevant experimental studies. The use of jet substructure taggers in existing cross section measurements is reviewed in section VII. So far, the major beneficiaries of jet substructure methods have been analyses in search for new physical phenomena. We review the application of these methods to searches for new physics in section VIII and conclude in section IX.

II. ATLAS AND CMS DETECTORS

The ATLAS (45) and CMS (46) detectors are designed to observe leptons, photons, and hadrons resulting from LHC $pp$ collisions. The physics of the hard reaction takes place at the point of collision (the primary vertex) within the beam pipe. Beyond the beam pipe$^4$, at 4.4 cm (3.3 cm) in CMS (ATLAS), the first cylindrical layer of detectors encountered are silicon pixels and strips for identification of charged particles. CMS provides a 3.8 T magnetic field via a solenoid positioned outside the silicon tracking detector, the Electromagnetic Calorimeter (ECAL) and most of the Hadronic Calorimeter (HCAL). ATLAS has an additional tracking layer composed of straw drift tubes (Transition Radiation Tracking or TRT), with a 2 T magnetic field encompassing the silicon and TRT detectors, while the ECAL and HCAL are situated outside the solenoidal magnet. The calorimeters are surrounded by muon spectrometers which build the outermost part of the ATLAS and CMS detectors. Both detectors are nearly hermetic and can therefore measure the missing transverse momentum.

The energy and momentum ranges and resolutions for the barrel regions$^5$ of ATLAS and CMS are shown in table I along with the measurement granularity, which

\[\begin{array}{c|c|c}
|\eta| & \text{ATLAS} & \text{CMS} \\
\hline
0 & 0.005 & 0.005 \\
0.005 & 0.01 & 0.01 \\
\vdots & \vdots & \vdots \\
1.5 & 0.05 & 0.05 \\
1.5 & 0.05 & 0.05 \\
\end{array}\]

$^4$ The LHC collaborations are continuously working to improve the detectors; the numbers given here are for the detectors that operated in 2015-2017. Before and after this time, the exact values are not the same as reported here.

$^5$ For example, the ATLAS ECAL barrel covers the pseudorapidity range $|\eta| < 1.475$, the end-caps cover $1.375 < |\eta| < 3.2$ and the forward ECAL layer extends the coverage up to $|\eta| < 4.9$. The
limits the angular resolution. The better energy resolution of the CMS ECAL is due to the use of lead tungstate (PbWO₄) crystals, as opposed to the Liquid Argon (LAr) used by ATLAS. The differences in the ATLAS and CMS calorimeter designs are a result of the different ranking of priorities decided by the two collaborations; ATLAS chose a radiation-hard technology with sufficient resolution in a fine sampling LAr calorimeter, while CMS prioritized the excellent resolution of a total absorption crystal calorimeter (the focus was Higgs mass reconstruction), and accepted the accompanying limitations in radiation-hardness associated with this technology. The CMS ECAL crystal response varies under irradiation, which is partially recovered in a few hours at room temperature.

The ATLAS ECAL is segmented into three (two) longitudinal layers for $|\eta| < 2.5$ ($|\eta| > 2.5$). The granularity of the ATLAS ECAL in table I refers to its second layer (as most of the electromagnetic energy is deposited there); the first layer has a finer granularity in $\eta$. The multiple layers allow for a finer granularity than the cell size in any of the individual layers, being advantageous over a laterally segmented calorimeter, and additionally provide pointing information. The difference between ATLAS and CMS for the HCAL resolution is particularly large at higher energies: a 1 TeV jet has $\frac{E}{E} \sim 2\%$ in ATLAS, in contrast to $\frac{E}{E} \sim 5\%$ in CMS. This is one reason why CMS fully adapted a particle flow technique since the beginning of the LHC (see section III.A below).

### III. JET RECONSTRUCTION

#### A. Inputs

Both experiments have dedicated algorithms to reconstruct particle kinematics from calorimeter and tracker information designed to minimize the fake rate, maximize the efficiency, and minimize the bias and resolution of the particle candidate parameters. As there is no algorithm that can simultaneously optimize all of these objectives, the various approaches trade off optimality under one metric for improvements under another. ATLAS and CMS have also developed different algorithms that cater to the experiment’s hardware as well as the collaboration’s goals for the tradeoffs. By default, CMS combines tracker and calorimeter information into unified particle flow objects as inputs to jet reconstruction (51; 52; 53). ATLAS has traditionally used calorimeter-only information for jet reconstruction, with tracking information used to augment/enhance the performance. While ATLAS is currently migrating to a variation of particle-flow (54), most of this review will focus on calorimeter-only jets as they are still the most widely used setup. ATLAS benefits less than CMS from particle flow because of its weaker magnetic field and longitudinally segmented calorimeter.

ATLAS and CMS combine calorimeter cells using topological clusters (53; 55). These clusters are three dimensional in ATLAS as a result of the longitudinal segmentation. Cluster seeds are started from highly significant energy (high cell signal to average electronic $\oplus$ pileup noise) deposits which are combined (or split) based on the distribution of the significance of energy in nearby cells. Calorimeter-cell clusters in CMS are obtained using a Gaussian-mixture model, which results in one or more calorimeter clusters within each topological cluster. HCAL clusters can be split according to the number and energy distribution of associated ECAL clusters. Cluster splitting is critical to achieve a better estimate of the spatial energy distribution as input to jet substructure algorithms (56; 57).

The topological clusters are calibrated using simulations to account for the non-compensating calorimeter response to hadrons, signal losses due to energy deposited in inactive detector material and signal losses on cluster boundaries caused by the topological clustering al-

<table>
<thead>
<tr>
<th></th>
<th>ATLAS</th>
<th>CMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1/p_T$ resolution</td>
<td>0.05% ×</td>
<td>0.02% × $p_T$/GeV $\oplus$</td>
</tr>
<tr>
<td>$d_0$ resolution</td>
<td>20 (49)</td>
<td>20 (48)</td>
</tr>
<tr>
<td>ECAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E$ resolution</td>
<td>10%/$\sqrt{E}$ $\oplus$</td>
<td>3%/$\sqrt{E}$ $\oplus$</td>
</tr>
<tr>
<td>granularity</td>
<td>0.025 × 0.025</td>
<td>0.017 × 0.017</td>
</tr>
<tr>
<td>HCAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E$ resolution</td>
<td>50%/$\sqrt{E}$ $\oplus$</td>
<td>100%/$\sqrt{E}$ $\oplus$</td>
</tr>
<tr>
<td>granularity</td>
<td>0.1 × 0.1</td>
<td>0.087 × 0.087</td>
</tr>
</tbody>
</table>

TABLE I ATLAS and CMS detectors in the barrel regions. The granularity is in pseudorapidity and azimuth (\(\eta \times \phi\)) and $d_0$ is the transverse impact parameter resolution with respect to the beam-line. The tracker momentum resolution is from muons while the $d_0$ resolution is from generic charged particles (mostly pions) in $t\bar{t}$ events. The ECAL energy resolution is presented for electrons. The granularity for the ATLAS calorimeters are for the middle layers only, which collect the largest amount of energy. For the ATLAS EM calorimeter, the innermost layer has $\Delta \eta = 0.0031$ for $\gamma/\pi^0$ separation.
algorithms. In ATLAS, the calibration scheme relies on a classification of clusters as hadronic or electromagnetic in origin based on the energy and position of the cluster, the longitudinal depth ($\lambda_{clus}$) and normalized signal energy density; hadronic showers tend to occur deeper in the calorimeter and be less dense (55). Charged and neutral pions are used to derive this classification and calibration, called the Local Cell Weighting (LCW). In CMS, dedicated ECAL (based on photons) and HCAL (based on neutral kaons) calibrations are combined to account for energy and $|\eta|$-dependent non-linearities in the hadron calorimeter response (53). Both ATLAS and CMS validate the performance of these calibrations with single particle studies in data (53; 58).

Different strategies are used by ATLAS and CMS to reconstruct tracks from their inner detectors. ATLAS focuses first on maintaining a high efficiency with a rather inclusive first pass through inner detector hits. A second step known as ambiguity solving reduces the fake rate. In contrast, CMS uses a sequential approach with multiple passes through the remaining inner detector hits. With each pass, the efficiency increases while maintaining a low fake rate. Both procedures are effective at identifying about 90% of charged pions above 1 GeV with a percent-level (or smaller) fake rate. Lower momentum particles can be reconstructed, at the cost of a higher fake rate and lower efficiency. Due to its weaker magnetic field, ATLAS is able to reach low track momentum of 100 MeV for physics analysis (59), although most jet substructure measurements and searches use a threshold of 500 MeV. In contrast, the momentum resolution in CMS is excellent up to higher momenta than in ATLAS. The TRT can be used to improve the momentum resolution of high $p_T$ tracks (60), but the weaker magnetic field despite a comparable inner detector radius is a fundamental limitation.

Both experiments have implemented dedicated strategies for track reconstruction in high density environments such as the core of high $p_T$ jets. In such environments, pixel and strip clusters can merge resulting in a loss in tracking efficiency and degraded resolution. ATLAS has implemented a stacked neural network (NN) approach to examine pixel clusters to identify multi-particle clusters, estimate the position of the particles passing through the clusters, and also predict the residual resolution of the position estimates (61; 62; 63; 64; 65). CMS has introduced a dedicated tracking step in which a cluster splitting procedure attempts to split merged clusters exploiting the information of the jet direction, predicting the expected cluster shape and charge (66).

For particle flow in CMS, tracks and calibrated clusters are combined taking the tracking and calorimeter resolutions into account. First, a link is created between tracks in the central tracker and calorimeter clusters. Links are also created between clusters in the ECAL and HCAL, when the cluster position in the ECAL is within the cluster envelope in the less granular HCAL. Tracks with a $p_T$ uncertainty in excess of the calorimetric energy resolution expected for charged hadrons are masked, which allows the rate of misreconstructed tracks at large $p_T$ to be reduced.

The ECAL and HCAL clusters not linked to any track give rise to photons and neutral hadrons. Charged hadrons are created from the remaining ECAL and HCAL clusters, linked to tracks. If the calibrated calorimetric energy is compatible with the corresponding track momenta under the charged-pion hypothesis, no neutral particles are created. Otherwise, the excess energy is interpreted to originate from photons and neutral hadrons for deposits in the ECAL and HCAL, respectively. The particle flow algorithm in ATLAS is similar to the one used by CMS and is described in more detail in Ref. (54).

The combination of tracking and calorimetric measurements results in an optimal input for jet substructure measurements, making use of the superior angular resolution from the tracking detector and calibrated calorimeter clusters. Once the calibrated PF objects are clustered into jets, their relative momenta and angular distances are kept constant, and only the total energy response of jets is corrected with factorized JES calibrations (see section III.B).

The particle flow algorithm improves the energy resolution as shown in figure 3. A similar performance gain is observed in ATLAS, but the weaker magnetic field means that the point where calorimetry and tracking are comparable is lower (about 100 GeV).
Fractional JES uncertainty

FIG. 4 ATLAS jet energy scale uncertainty. Adapted from (68).

B. Calibration

The ratio of the measured energy $E_{\text{reco}}$ to the deposited energy $E_{\text{true}}$ is the jet energy response which depends on the energy, pseudorapidity and other features of the jet. Due to the properties of tracking detectors and calorimeters, the average response is not unity. For example calorimeter jets in ATLAS with $E_{\text{true}} = 30$ GeV may have responses below 0.3, while jets of higher energies may have responses above 0.8. For this reason, the Jet Energy Scale (JES) is calculated in bins of the particle-level jet energy $E_{\text{true}}$ and $\eta_{\text{jet}}$ as the mean of a Gaussian fit to the response distribution and a numerical inversion procedure is used to derive calibration factors in bins of the reconstructed jet energy from $E_{\text{true}}$ (67; 68; 69; 70).

In ATLAS, the calibration of the JES is undertaken in several stages, starting from jets either at the electromagnetic (EM) or LCW (built from calibrated inputs) scale. Using calibrated inputs bring the JES to within 10% of unity for $E = 30$ GeV and $|\eta| < 0.3$ (67). The Global Sequential Calibration (68; 71) was introduced for Run 2 and reduces the sensitivity to differences in the responses of quark versus gluon-initiated jets (quark/gluon separation is also discussed in section VI.A). This additional calibration results in a significant jet $p_T$ resolution improvement of up to 35% depending on the $p_T$ and $\eta$ of the jet (71). The JES uncertainty varies between 1-6% in the central region with $\eta = 0$ as shown in figure 4 (68).

In CMS, jets are clustered from calibrated particle flow objects, thus the uncalibrated JES is within 6% of the expected value of 1 for central jets with $|\eta| < 0.7$ and $p_T > 30$ GeV (44). To account for deviations from unity, factorized JES calibrations are applied in multiple stages (72) including pile-up corrections, simulation-based response corrections and small residual corrections for tracking inefficiencies and threshold effects, derived in-situ from $\gamma$+jet, Z+jet and dijet samples (69). This additional correction is not used when jet substructure observables are constructed, but dedicated corrections are derived as described in section V.B. Figure 5 shows the calibrated JES uncertainty obtained in CMS, which is below 1% for jets with $p_T > 100$ GeV in the central region with $\eta = 0$. Even for jet $p_T$ as low as 10 GeV the uncertainty is below 3%, owing to the excellent performance of the particle flow reconstruction.

A detailed discussion of the different approaches for deriving jet energy scale uncertainties in ATLAS and CMS can be found in Ref. (72).

IV. PILE-UP MITIGATION

A. Definition

Pile-up originates from simultaneous proton-proton ($pp$) collisions that occur in addition to a hard scattering collision of interest. The hard scattering event of interest is referred to as the Primary Vertex (PV). Pile-up is uncorrelated with the PV and typically consists of an admixture of inelastic, elastic and diffractive $pp$ processes which are separated in the longitudinal direction. As the detector response is not instantaneous, pile-up events from both the same (in-time) and neighboring (out-of-time) bunch crossings can contribute. This review focuses on the mitigation of in-time pile-up, though out-of-time pile-up is also mitigated to differing degrees due to the specifics of the ATLAS and CMS detector technologies and reconstruction algorithms.

During the LHC Run 1 the mean number of pile-up interactions reached $\langle \mu \rangle = 21$, and $\mu$ values up to 60 were attained in certain runs of 2017 (Run 2) with possibly
even higher values in Run 3, and culminating at the high luminosity LHC (HL-LHC) reaching up to $\langle \mu \rangle = 140 - 200$.

Pile-up typically leaves about 0.5 GeV of energy in the detector per unit area $\langle \eta, \phi \rangle$, per pile-up vertex; the effects of this are present in all aspects of LHC physics, from detector design and software performance to the final sensitivity of measurements and searches.

### B. Mitigation Methods

Properties of pile-up interactions are exploited to discriminate pile-up particles from particles originating from the primary vertex, or to remove energy contributions from pile-up to the individual jet.

Pile-up can be approximated as a spatially uniform deposition of energy. The so-called area subtraction uses a pile-up $p_T$ density per unit area estimator, $\rho$, and defines a jet catchment area, $A$, to remove energy that is assumed to originate from pile-up interaction. This approach corrects the jet in the following way: $p_T^{\text{corr}} = p_T^{\text{orig}} - \rho A$. An example of $\rho$ is shown in figure 6. There are many subtleties in defining both $\rho$ and $A$, which are discussed in e.g. Refs. (73; 74; 75). An extension to this method is shape subtraction (76), where randomly distributed ghost particles are used to calculate a jet shape’s sensitivity to pile-up, which can then be corrected for non-uniformities in the spatial distribution of pile-up particles.

Instead of a global, collective, treatment of pile-up for the whole jet, the individual particles within the jet can be classified to whether they belong to the actual jet or to the underlying pile-up. Charged particles leave tracks in high granularity tracking detectors at the heart of multipurpose detectors like ATLAS and CMS and can be separated based on their longitudinal position $\hat{z}$ (along the beamline) within the luminous region (see figure 7). The charged hadron subtraction (CHS) (74) method identifies each pile-up track individually. Used in concert with particle flow concepts which attempt to identify each particle in the event uniquely, CHS can effectively remove all charged pile-up radiation from the event, including calorimeter signals that are linked to tracks through the particle flow algorithm. Identification of pile-up jets, formed predominantly from the energy of one or many pile-up vertices, is another technique for removing pile-up using charged particles; by determining the fraction of energy of the jet from the primary vertex, one can distinguish such pile-up jets from the PV jets (75; 77).

The two methods discussed above can be combined. First the more precise CHS method subtracts the pile-up contribution from charged particles; in a second step, the remaining contributions from neutral particles are removed with the area subtraction method.

In a more advanced approach, local, topological information is used, as QCD radiation from pile-up vertices is often uncorrelated and soft. It and can thus be removed based on the local energy profile, i.e. if the radiation is not consistent with hard scattering radiation from the PV. This can be done in the transverse plane $\eta, \phi$ and also as a function of radiation depth. The jet grooming technique is such an example to clean the jet of soft and wide-angle radiation which incidentally removes pile-up radiation. It is discussed in more detail in section V.A. Topoclustering (55), used by the ATLAS Collaboration, is deployed at the formation of clusters in the calorimeter requiring radiation to have a certain topological profile. In the forward region, where no tracking information is available, jet shapes and topological correlations can be used to identify pile-up (78).

While the above methods have been successfully deployed in the LHC experiments, they each have some deficiencies as well; ideally, one would hope to effectively combine all pile-up mitigation handles in order to maximally distinguish pile-up from PV radiation and to remove pile-up at the most granular level possible, i.e. at the particle or constituent level, in order to be as generic as possible. For example, while area subtraction is very effective for correcting the jet $p_T$, it is not used to mitigate the pile-up dependence of jet substructure observables as it is only able to correctly remove pile-up contributions on average. In fact, jet substructure variables are among the most difficult to correct for pile-up because they are so reliant on radiation profiles. A number of hybrid methods have been proposed operating at the event constituent level. One example is
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the PUPPI (80) algorithm which is extensively used in CMS. The PUPPI algorithm uses both event energy density and local topological information incorporated in an event-by-event particle-level discriminator to determine if a particle is from pile-up. The algorithm defines a shape which attempts to distinguish parton shower-like radiation from pile-up-like radiation. The shape is calculated from $p_T$, angular distance to nearby particles, and other information. Particle four-vectors are then weighted proportional to the value of the discriminator value. Ideally, particles from the hard scatter would get a weight of one and pile-up particles would get a weight of zero. Almost all pile-up particles have values within a few standard deviations of the median and are assigned small weights. Values that deviate far from the charged pile-up are indicative of a hard scatter, and these particles are assigned large weights. This weighting method allows for experimental information, such as tracking, vertexing and timing information, to be included.

Other examples of such hybrid methods are Constituent Subtraction (80; 81; 82), SoftKiller (81) and PUMML (83). Precursor hybrid methods include jets without jets (84) and jet cleansing (85).

C. Performance Studies

Pile-up removal algorithms are commissioned for use in ATLAS and CMS via detailed studies of jet observables in terms of the resolution and absolute scale, pile-up dependence, and the background rejection versus signal efficiency for boosted heavy particle taggers.

For observables like jet $p_T$, dependencies on the number of reconstructed vertices and $\mu$ are observed even with area subtraction methods for the pile-up levels currently observed at the LHC, $\langle \mu \rangle \sim 25$. To correct for these effects, an additional residual correction is applied (44; 68). Enhancements are also possible from combining area subtraction methods with e.g. CHS.

For jet substructure observables, particle- or constituent-level pile-up mitigation strategies have been shown to improve performance, especially in simulation studies for up to $\langle \mu \rangle \sim 40$. An example is given in figure 8, where the ungroomed jet mass of the leading jet in $p_T$ in simulated QCD multijet events is corrected with different pile-up removal techniques. The jet mass resolution can be improved further when using a grooming algorithm. The effect of different pile-up removal techniques on the groomed jet mass depends however strongly on the choice of the grooming algorithm as discussed in detail in Refs. (74; 86). The improved performance observed in simulation has also been verified in collision data (87).

Generally these techniques, particularly those which operate at particle-level, can also be used to improve performance of non-jet objects such as missing transverse energy and lepton isolation. In the latter case, where the energy in a small cone around the lepton is summed, pile-up mitigation techniques help to reduce the isolation’s susceptibility to pile-up.

Preliminary studies (detector configurations have not yet been finalized) into the application of these advanced hybrid techniques at the higher pile-up levels anticipated at the HL-LHC suggest that they are effective in the $\langle \mu \rangle = 140 - 200$ range (88; 89).

FIG. 7 $H \rightarrow 2e2\mu$ candidate event with 25 additional reconstructed vertices recorded in 2016. Taken from (79).

FIG. 8 Comparison of different pile-up removal algorithms for the leading ungroomed jet mass response in simulated QCD multijet events with CMS. Taken from (74).
V. JET SUBSTRUCTURE METHODS AND OBSERVABLES

A. Jet Grooming

Jet grooming techniques have seen a particularly high level of interest from the experimental and theoretical communities alike. Jet grooming is an additional ‘post-processing’ treatment of large radius jets, an extra step used to remove unwanted soft radiation and to allow the underlying hard substructure associated with a two-prong (e.g. W boson) or three-prong (e.g. top quark) decay to be identified more efficiently.

In particular, grooming is the systematic removal of radiation from within a jet, often targeting soft and wide angle radiation. There are a variety of techniques and each one has tunable parameters which are chosen to suite the particular needs of the application. The three main algorithms used by ATLAS and CMS are trimming (90), pruning (91), and soft drop (92). In each of these cases, the constituents of a jet are re-clustered and soft/wide angle radiation is rejected in this process. For trimming, the $k_T$ algorithm is used to re-cluster and the radius parameter of the re-clustering is called $R_{sub}$. Those smaller-radius jets with a momentum fraction $f < f_{cut}$ are removed to produce the trimmed jet. The two other algorithms impose a condition on each 2 → 1 clustering step, by going backwards in the sequence in which the particles were combined in the re-clustering. The transverse momentum fraction of the softer particle to the merged system, $z = \min(p_{T,1}, p_{T,2})/(p_{T,1} + p_{T,2})$, is a natural choice for determining the scale of the soft radiation, and the angular distance $\Delta R$ between the two particles for identifying wide-angle radiation. The difference between pruning and soft drop lies in the way how particles and their combinations get rejected based on the values of $z$ and $\Delta R$. For pruning, the softer particle of the 2 → 1 clustering step is discarded if $z < z_p$ and $\Delta R < d_p$. For soft drop, the softer particle is discarded if $z < z_{cut}(\Delta R/R)^\beta$, where $z_{cut}$ and the angular exponent $\beta$ are free parameters.

The role of grooming has traditionally satisfied two purposes in ATLAS, being the mitigation of pile-up effects on jets, and the removal of soft/wide-angle radiation. The particle flow algorithm employed in CMS in conjunction with CHS or PUPPI allows for a correction for pile-up effects. This reduces the usefulness of grooming for pile-up mitigation, but retains its advantage for the removal of soft/wide-angle radiation.

ATLAS performed a broad study of the relative performance of different grooming techniques for boson-tagging (86; 94; 95), top-tagging (96; 97) and SM measurements (98; 99), using the removal of pile-up-dependence, the jet mass resolution, and the tagging efficiency versus background rejection as performance metrics. The ‘standard’ grooming procedure adopted by ATLAS is trimming with $f_{cut} = 0.05$ for boson tagging in both Run 1 ($R_{sub} = 0.3$) and Run 2 ($R_{sub} = 0.2$). The trimming algorithm with the same parameters was adopted for top tagging, along with several other techniques (see section VLC). Another technique currently in use by ATLAS is the reclustering of small-$R$ jets (100), which uses fully-calibrated anti-$k_T$, $R = 0.4$ jets as inputs to the anti-$k_T$ algorithm with a larger distance parameter (typically $R = 1.0$). This has proven a popular method in ATLAS analyses due to the flexibility of optimizing the jet distance parameter depending on the considered phase-space of the analysis (101; 102; 103). A recent study of in-situ measurements (104) (including ‘closeby’ effects) confirm that the differences between data and simulation observed with reclustered jets are indeed covered by simply propagating the uncertainties associated with the input anti-$k_T$, $R = 0.4$ jets.

CMS studied a large number of grooming techniques in the context of boosted boson-tagging (57; 105), top-tagging (106; 107) and SM measurements (108; 109). During Run 1 the grooming techniques were used together with charged-hadron subtraction for pile-up mitigation (see section IV). All groomers studied showed reasonable or good agreement between data and simulation and the pruning algorithm ($R = 0.8$, $z_p = 0.1$ and $d_p = 0.5$) showed the best performance for boson tagging (105). For Run 2, soft drop ($z_{cut} = 0.1$ and $\beta = 0$) is used for jets with $R = 0.8$ in jet substructure analyses in CMS together with the pile-up removal algorithm PUPPI (80) (see section IV). Soft drop jets in combination with PUPPI show a similar performance as pruning when comparing signal efficiency versus background rejection (87; 107), but allow for better theoretical control. While grooming techniques were found to improve the performance (higher background rejection at fixed signal efficiency) of the jet mass, N-subjettiness ratios (110; 111) were found to perform better without grooming for boosted boson tagging (105). For top-tagging applications, however, soft drop groomed N-subjettiness ratios improved the performance with respect to ungroomed ones for jets with $p_T < 400$ GeV. For higher $p_T$ jets there was no significant gain observed with grooming for N-subjettiness ratios (107).

B. Jet Mass

The reconstruction of jet energies mainly relies on the capability of a detector to measure the total energy of
the jet reconstruction to the jet mass. The dominating propagating experimental uncertainties on the inputs to mass measurement (98), described in section VII.A.1, by and JMR has been performed in context of the soft drop extend the technique to other final states in the future. It will be important to be able to reconstruct particles with low $p_T$ separately from harder particles in a jet.

The jet mass response distribution $R_{\text{reco}}$ is constructed from the calibrated, reconstructed jet mass $M_{\text{reco}}$, divided by the particle-level jet mass $M_{\text{true}}$. The mass response distribution is calculated in bins of reconstructed jet $p_T, \eta_{\text{reco}}$ and $\eta_{\text{reco}}$. In ATLAS, the Jet Mass Scale (JMS) is defined as the mean of this response distribution. The Jet Mass Resolution (JMR) is then defined as half the 68% interquartile range (IQnR) of the response distribution, as

$$r = 0.5 \times 68\% \text{ IQnR}(R_{\text{reco}}). \quad (2)$$

This is robust to large non-Gaussian tails but, if the distribution is Gaussian, is equal to its 1σ width. The fractional JMR is expressed as the JMR divided by the median of the response distribution.

ATLAS has recently developed a data-driven approach to extract the JMS and JMR from an enriched sample of boosted $t\bar{t}$ events, however the method can also be extended to other final states. This forward-folding approach folds the particle-level mass spectra by a modified response function such that the JMS in a given bin of particle-level jet mass and reconstructed jet $p_T$ is scaled by the scale parameter $s$ and the JMS is scaled by the resolution parameter $r$:

$$M_{\text{fold}} = s \times M_{\text{reco}} + (M_{\text{reco}} - \langle M_{\text{reco}}^{\text{true}} \rangle)(r - s). \quad (3)$$

The values of $r$ and $s$ for which the $M_{\text{fold}}$ distribution best matches the data are extracted from a 2 dimensional $\chi^2$ fit as shown in figure 9 and detailed in Ref. (112; 113).

With the forward-folding approach, the JMS and JMR for hadronically decaying boosted $W$ bosons with $p_T \gtrsim 200$ GeV are determined with 2–3% and 20% systematic uncertainties, respectively (see figure 10). As the jet mass and its detector-response depend on kinematics and jet substructure, the measurement was repeated differentially with an increased luminosity for boosted $W$ and top quarks in Ref. (114). It will be important to extend the technique to other final states in the future. This may require hybrid data/simulation methods. A detailed study of the various contributions to the JMS and JMR has been performed in context of the soft drop mass measurement (98), described in section VII.A.1, by propagating experimental uncertainties on the inputs to the jet reconstruction to the jet mass. The dominating uncertainties are due to the theoretical modeling of jet fragmentation and the cluster energy scale.

As the forward-folding method is currently restricted to jets with $p_T < 350$ and 500 GeV for boosted $W$ bosons and top quarks, respectively, the results are combined with the so-called $R_{\text{trk}}$ method which constrains the mass scale by comparing the calorimeter jet mass to the mass calculated from track jets and extends up to $p_T = 3000$ GeV (114). The $R_{\text{trk}}$ method can also be generalized to other variables and is used in ATLAS to constrain the $p_T$ scale of large-$R$ jets as well as to derive systematic uncertainties on jet substructure variables.

The concept of a Track-Assisted Mass for trimmed, large-$R$ jets has been studied in ATLAS (112) to maintain performance for highly boosted particles due to the limited granularity of the calorimeter. The track-assisted mass is defined as:

$$m_{\text{TA}} = \frac{p_T^{\text{calo}}}{p_T^{\text{track}}} \times m_{\text{track}}, \quad (4)$$

where $p_T^{\text{calo}}$ is the transverse momentum of the calorimeter jet, $p_T^{\text{track}}$ is the transverse momentum of the four-vector sum of tracks associated to the calorimeter jet, and $m_{\text{track}}$ is the invariant mass of this four-vector sum, where the track mass is set to the pion mass $m_\pi$. The track-assisted mass exploits the excellent angular resolution of the tracking detector and the ratio $p_T^{\text{calo}}/p_T^{\text{track}}$ corrects for charged-to-neutral fluctuations. The Com-
The fitted values of the relative jet mass scale ($s$) and resolution ($r$) for trimmed anti-$k_T$, $R = 1.0$ calorimeter jets from the 2012 and 2015 ATLAS datasets and the $1\sigma$ statistical and total uncertainty ellipses. The $\sqrt{s} = 8$ and 13 TeV selections are similar, although the trimming definition slightly changed between Runs ($R_{\text{sub}} = 0.3$ to $R_{\text{sub}} = 0.2$). Adapted from Ref. (112).

The residual in-situ jet energy corrections are not applied when reconstructing jet masses. Therefore, dedicated corrections are derived from simulation and data. Firstly, the jet mass response is corrected as a function of $p_T$ and $\eta$ using simulation of $W$ jets from boson pair production. Secondly, residual corrections are obtained from a data sample enriched in lepton+jets $t\bar{t}$ events, where the hadronic $W$ jet with $p_T > 200$ GeV is selected, taken from Ref. (87).

It is important to point out that in ATLAS unlike in CMS, the jet energy scale directly impacts the jet mass scale. As opposed to the description of the JES calibration for small-$R$ jets in section III.B, the area subtraction, residual correction and Global Sequential Calibration (GSC) (see section VI.A) are not applied to large-$R$ jets.

In CMS, the jet mass is by default reconstructed as a combination of track and calorimeter measurements via the virtues of the particle flow algorithm. Thus the strategy for calibrating the jet mass in CMS differs from the one in ATLAS. In CMS, the individual PF objects are input to the jet reconstruction, and are locally calibrated to account for the detector’s single particle response (see section III.A). After correcting the individual inputs, the jet four-vector is corrected using JES corrections and small residual differences in the jet mass between data and simulation are corrected using dedicated samples.

The residual in-situ jet energy corrections are not applied when reconstructing jet masses. Therefore, dedicated corrections are derived from simulation and data. Firstly, the jet mass response is corrected as a function of $p_T$ and $\eta$ using simulation of $W$ jets from boson pair production. Secondly, residual corrections are obtained from a data sample enriched in lepton+jets $t\bar{t}$ production where the hadronic $W$ jet can be studied in data (87: 105). The selection is optimized for fully-merged hadronic $W$ decays. Large-$R$ jets in this sample show a peak at the $W$ mass in the jet mass distribution,
as shown in figure 12 for the soft drop grooming case. The excellent performance of the PF algorithm results in a JMR of about 10%. The absolute response and the resolution are well described by the simulation, within 1–2% for the JMS and about 10% for the JMR, which is about the same size as the statistical uncertainty of this measurement. Residual differences in this distribution are used to calibrate the JMS and JMR in simulation, and can also be used for dedicated efficiency corrections on other jet substructure observables, such as the N-subjettiness ratio \( \tau_{21} = \tau_2 / \tau_1 \).

Since these measurements are performed in samples of W jets with \( p_T \approx 200 \) GeV, additional systematic uncertainties apply at higher \( p_T \) (115). A detailed study of the various contributions to the JMS has also been performed for fully merged top-jets in the context of an unfolded top-jet mass measurement (116). To summarize the impact of the various sources of systematic uncertainty to the measurement of residual corrections for jet substructure observables, we quote here the dominant uncertainties related to the scale factor measurement of an N-subjettiness ratio \( \tau_{21} < 0.4 \) selection (87). The statistical uncertainty of 6% (with 2.3/fb of data) is comparable to the systematic uncertainties related to the simulation of the \( t \bar{t} \) topology (nearby jets, \( p_T \) spectrum) contributing 4%, the choice of method to derive the scale factors contributing 6% and the modeling of the \( p_T \) dependence that rises from 5% at \( p_T = 500 \) GeV to 13% at \( p_T = 2000 \) GeV.

The relative JMR in CMS is shown in figure 13 as a function of the ungroomed jet mass \( m_u \) for anti-\( k_T \), \( R = 0.8 \) jets. The JMR is obtained from a sample of jets initiated by quarks and gluons. The resolution improves with increasing \( m_u \) and is around 9–13% for the most probable value of \( m_u \approx 100–150 \) GeV. For a given value of \( m_u < 200 \) GeV, the resolution worsens with increasing jet \( p_T \) due to a higher degree of collimation. Remarkably, the resolution obtained in CMS is comparable to the one for the combined mass in ATLAS (figure 11), even though quark/gluon jets are compared with W/Z-jets and very different technologies are used to reconstruct the jet mass.

C. Other Jet Substructure Observables

Additional jet substructure observables are used for a variety of purposes, often to complement the jet mass. Most uses of these observables are within the context of a dedicated tagger, described in the next section. These observables can generally be classified into two categories: prong-taggers and haze-taggers. The most widely used prong-taggers are the N-subjettiness ratios \( r_{ij}^{\beta} \) (110; 111), \( C_2^\beta \) (117), \( D_2^\beta \) (118; 119), and \( N_2^\beta \) (120). The latter three are ratios of energy correlation functions, which are sums over constituents inside jets weighted by the momentum fractions and pairwise opening angles to the power \( \beta \). For example,

\[
N_2 = \frac{2e_3^{(\beta)}}{(1e_2^{(\beta)})^2},
\]

where

\[
1e_2^{(\beta)} = \sum_{1 \leq i < j < k \leq n_j} z_i z_j z_k \min \left\{ \Delta R_{ij}, \Delta R_{ik}, \Delta R_{jk} \right\}
\]

\[
2e_3^{(\beta)} = \sum_{1 \leq i < j < k \leq n_j} z_i z_j z_k \times \min \left\{ \Delta R_{ij} \Delta R_{ik}, \Delta R_{ij} \Delta R_{jk}, \Delta R_{ik} \Delta R_{jk} \right\},
\]

where the sums run over the \( n_j \) jet constituents with momentum fractions \( z \) and opening angles \( \Delta R \).

The goal of haze-taggers is to generally characterize the radiation pattern within a jet without explicitly identifying the number of prongs. The prong-taggers also are sensitive to the distribution of radiation around the subjet axes and so the distinction is not strict. Popular haze-taggers include jet width, \( n_{\text{constituents}} \) (or \( n_{\text{tracks}} \)), and \( p_T \).

In applications of jet substructure taggers based on these variables the description of data by simulation is a crucial aspect. Differences in the distributions lead to differences in efficiencies and misidentification rates, which need to be quantified in dedicated measurements. Measurements of jet substructure observables, their calibration, and improving their description by adjusting free parameters in event generators is an important step in every analysis.

As an example for three-prong taggers, the N-subjettiness ratio \( \tau_{32} = \tau_3 / \tau_2 \) for \( \beta = 1 \) is shown here. It is used in ATLAS and CMS for top tagging and studied in light quark and gluon jets from dijet production,
as well as in fully-merged top-quark jets from dedicated $t\bar{t}$ samples. The distribution of $\tau_{32}$ with Run 2 data is shown in figure 14 for a dijet selection and in figure 15 for a $t\bar{t}$ selection. Overall good agreement between data and simulation is observed, which leads to data-to-simulation scale factors for top-tagging compatible with unity (121).

As an example for an haze-tagger distribution, the $p_T^j$ distribution is shown in Fig. 16. The distribution from $Z$+jets production is well described by simulation, but a significant discrepancy is observed when selecting dijet events. This has important consequences for quark/gluon tagging, where dedicated template fits to data are performed to extract weights to correct the simulation (see section VI.A). Similar conclusions are found for the jet width and constituent multiplicity distributions (87).

VI. JET TAGGING

Particle identification is an experimental challenge that is traditionally met using custom-designed charged-particle detectors, muon chambers and calorimeters with granularity fine enough to allow shower shape measurements. Particle identification played an important role in the design considerations for the ATLAS and CMS detectors. Jet substructure techniques used for the identification of the particle origin of jets are a recent development, though. Several substructure variables have been developed by the theoretical community that can be used along with the jet mass for jet classification. The term ‘tagger’ indicates the use of one or more of these variables (sometimes after grooming has been applied) to discriminate between jets coming from different types of particles.

A rule of thumb for the decay of a massive object such as a $W/Z/H$ boson is that the decay products lie within a cone of radius $\Delta R = 2M/p_T$ in the laboratory rest frame, where $M$ and $p_T$ are the mass and transverse momentum of the object\(^7\). Using this for the example of a $W$ boson decay, a $W$ boson with $p_T = 200$ GeV will have its decay products captured by a jet with a distance parameter of at least 0.8, and the higher the $p_T$ of the $W$ boson, the more collimated the decay products. For top quarks, the value of $p_T$ for which all decay products are captured by a jet with $R = 0.8$ is at least 400 GeV.

A. Quark/Gluon Discrimination

Since the first algorithmic definitions of jets, jet substructure observables have been widely used for quark-

\(^7\) Note that this rule of thumb gives only a lower bound on $\Delta R$, and it strictly holds only for two-body decays with massless decay products and $p_T \gg M$. 

FIG. 14 Measured distribution of the $N$-subjettiness ratio $\tau_{32}$ calculated on trimmed anti-$k_T$, $R = 1.0$ jets for a dijet selection with $p_T > 450$ GeV and $p_T > 200$ GeV for the leading and sub-leading jet, respectively. The data are compared to simulated events, where the dijet samples have been normalized to the signal-subtracted data. Taken from Ref. (122).

FIG. 15 Measured distribution of the $N$-subjettiness ratio $\tau_{32}$ calculated on anti-$k_T$, $R = 0.8$ jets with $p_T > 400$ GeV corrected with PUPPI in a $t\bar{t}$ sample. The data are compared to simulated events, where the “Merged QB” $t\bar{t}$ contribution consists of events in which the $b$ quark from the top quark decay and just one of the quarks from the $W$ boson decay are clustered into the jet. Taken from Ref. (121).
There are three key challenges of quark versus gluon jet tagging. Most measurements and searches at the LHC target a final state with a particular partonic structure and the dominant backgrounds may have a different flavor composition. Therefore, tagging jets as quark or gluon could increase the analysis sensitivity. For example, jets produced in vector-boson scattering/fusion (VBF/VBS) are quark jets, while many of the background jets are gluon jets. There are many other applications, ranging from high multiplicity supersymmetry searches, initial state jet tagging, etc.

The probability for a gluon to radiate a gluon is enhanced by a factor of $C_A/C_F = 9/4 \sim 2$ over the probability for a quark to radiate a gluon of the same energy fraction and opening angle (123). As a result, gluon jets tend to have more constituents and a broader radiation pattern than quark jets. There are also more subtle differences due to quark and gluon electric charges and spins.

There are three key challenges of quark versus gluon jet ($q/g$) tagging: (1) quark and gluon labeling schemes are not unique; (2) for a given labeling scheme, quark and gluon jets are not that different; (3) the differences that do exist are sensitive to both perturbative and non-perturbative modeling choices. Since quarks and gluons carry color charge and only colorless hadrons are observed, there is not a unique way to label a jet in simulation as originating from a quark or a gluon. Many labeling conventions exist, ranging in simplicity and model-dependence from matching to out-going matrix element partons to parsing an entire jet clustering.

The explicit taggers developed by ATLAS (135; 136; 137; 138) and CMS (87; 139; 140; 141) include a variety of observables and data-driven calibration and validation.

Despite the challenges listed above, both ATLAS and CMS extensively use explicit or implicit quark versus gluon tagging. Explicit taggers are algorithms designed to directly isolate quark and gluon jets while implicit techniques are designed for another purpose that also happens to perform some quark versus gluon jet tagging.

There is a plethora of jet substructure observables that can be used for $q/g$ tagging; see e.g. Ref. (130) for a large survey. Many of these observables exhibit Casimir scaling which results in nearly the same, limited discrimination power for all the observables (117; 131). The most powerful single $q/g$ observable is the particle multiplicity inside a jet (shown in Fig. 17), which does not exhibit Casimir scaling and recent theoretical advances (132) have shown that its discrimination power can be largely understood from perturbative theory. There is further $q/g$ separation possible when using the full radiation pattern inside a jet, though the combination of multiplicity and a Casimir scaling observable carries a significant fraction of the total discrimination power (133). The modeling of $q/g$ tagging observables has a long history - see Ref. (134) for a recent and detailed study.

Despite the challenges listed above, both ATLAS and CMS extensively use explicit or implicit quark versus gluon tagging. Explicit taggers are algorithms designed to directly isolate quark and gluon jets while implicit techniques are designed for another purpose that also happens to perform some quark versus gluon jet tagging. The explicit taggers developed by ATLAS (135; 136; 137; 138) and CMS (87; 139; 140; 141) include a variety of observables and data-driven calibration and validation.

This can be mitigated by jet grooming; see e.g. Ref. (128). Also, the non-universality may be ‘small’ in practice (129).
techniques. These and related techniques have been successfully deployed in a variety of physics analyses (see e.g. \((57; 142; 143; 144; 145; 146; 147)\)). Additionally, it has been shown that an improved W tagger can be constructed by utilizing \(q/g\) discrimination on subjets \((57)\).

Both ATLAS and CMS have developed likelihood-based discriminants for explicit \(q/g\) tagging. The discriminants are constructed from variables sensitive to the radiation pattern of quark and gluon jets, also taking into account differences between light \((u/d/s)\) and heavy flavor \((c/b)\) quark jets, where the latter are more similar to gluon jets. ATLAS uses the number of tracks \(n_{\text{track}}\) as an approximation for the number of jet constituents and the jet width \((138)\) while CMS utilizes the number of particle-flow constituents \(n_{\text{const}}\), the jet axes and fragmentation functions \((87)\). Since the distributions of these variables depend on \(\eta, p_T, \) and \(\rho\), the likelihood discriminators are constructed differentially with respect to these variables. In Run 2, ATLAS also introduced a simple and robust tagger using solely \(n_{\text{track}}\) \((135)\), which has the advantage of a much-simplified uncertainty derivation.

Figure 18 shows the CMS \(q/g\) tagging performance in simulation. The \(q/g\) label is obtained through a matching of jets on the detector level to outgoing partons from the matrix-element calculation. For a 50% gluon or quark efficiency, the misidentification rate (quark or gluon) is about 10%. This performance depends slightly on the jet \(p_T\), in part because the particle multiplicity increases with \(p_T\) (and therefore the performance improves). Outside the tracking acceptance \(|\eta| > 2.5\), \(q/g\) tagging significantly degrades due to the coarse calorimeter granularity and increased pile-up sensitivity.

ATLAS \((138)\) and CMS \((141)\) are also actively studying sophisticated approaches based on modern machine learning. While these methods hold great promise for their power and flexibility, simple combinations of a small number of features often achieves a similar performance. Machine learning architecture design and input optimization are still an active area of research and development.

The modeling of \(q/g\) discriminating observables is a key concern for tagging applications. Typically, Pythia \((148; 149)\) tends to describe quarks better than Herwig \((150; 151)\), whereas the opposite is observed for gluons. Pythia tends to overestimate the \(q/g\) tagging performance with respect to data, as illustrated quite strikingly in figure 19. This figure shows that gluon jets tend to have more tracks and have a broader radiation pattern relative to quark jets\(^9\). The fact that the hot spot in the bottom left of figure 19 is much more pronounced for MC than for data indicates that the simulation over-predicts the difference between quark and gluon jets. In contrast, Herwig (not shown) tends to underestimate the performance observed in data.

Multiple samples with a different (but known) \(q/g\) composition can be used to extract the distribution of \(q/g\) tagging observables. ATLAS and CMS have both used \(Z/\gamma+\)jets and dijet samples, which are enriched in quark and gluon jets, respectively. The extracted average \(n_{\text{track}}\) from data is shown using this method in figure 20. As expected, gluon jets have more particles on average than quark jets and the multiplicity distribution increases with jet \(p_T\).

The Run 2 ATLAS tagger is based entirely on dijets, exploiting the rapidity dependence of the \(q/g\) fraction to extract the track multiplicity separately for quarks and gluons. A Run 1 measurement is used to constrain the particle-level modeling, and dedicated track reconstruction uncertainties are used to complement the particle-level uncertainty with a Run 2 detector-level uncertainty. The uncertainties on \(q/g\) tagging are 2-5% over a wide range of 200 GeV \(\lesssim p_T \lesssim 1\) TeV at a working point of 60% quark jet efficiency \((135)\). The template-based calibration can also be used to directly construct the \(q/g\) tagger in data; however, when more than two observables are used to construct the tagger, it becomes impractical to extract the high-dimensional templates.

The likelihood-based discriminant used for \(q/g\) tagging in CMS Run 2 is calibrated with a template-based fit using two discriminant distributions obtained from a \(Z+\)jets and a dijet sample. The different quark and gluon fractions in each bin of the discriminant distributions

\(^9\) The jet flavor is obtained as the type of the highest energy parton from the event record inside the jet cone. This gives nearly the same result as the CMS definition discussed above for the two leading jets in a \(2 \rightarrow 2\) calculation, but also works well for additional jets in the event.
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**FIG. 18** The CMS \(q/g\) tagging performance in simulation for two bins in jet \(p_T\) and two bins in jet \(|\eta|\). Reproduced from Ref. \((87)\).
are determined simultaneously and fitted by polynomial functions in order to obtain smooth interpolations (87).

Despite its power, the template technique has some residual non-closure because the resulting calibrated tagger applied to another final state may not have the same performance. This is illustrated in figure 20, which shows how the average track multiplicities extracted for quark and gluon jets (using high-purity $Z/\gamma$ data respectively) differ from the values obtained in the vali-
dation samples: $Z/\gamma+2$-jets (quark-enriched) and trijets (gluon-enriched). Reproduced from Ref. (137).

Despite its long history, quark versus gluon jet tagging is still a very active topic of research. Since most analyses at the LHC target processes with a known and asymmetric $q/g$ jet composition, $q/g$ tagging holds great promise for improving searches and measurements in the future. Further studies are required to understand the limits of $q/g$ tagging performance and to mitigate the sample dependence for universal definitions and calibrations. Interestingly, recent studies have shown how modern machine learning classifiers can be directly trained on data even though there are no per-jet labels (152; 153).

### B. Vector Boson Tagging

The hadronic, two-prong decays of weak vector bosons $V$ have a distinct radiation pattern compared to individual high-$p_T$ quarks or gluons. In particular, boosted bosons tend to have two distinct subjets with relatively equal momentum sharing. In contrast, most generic quark and gluon jets will have one prong and if they have two, the second one tends to be soft. Furthermore, the mass of quark and gluon jets scales with their $p_T$ and is lower than the electroweak boson masses for low jet $p_T$.
and higher for ultra-high $p_T$ jets. For jets around 200 GeV, the decay products of a boosted $W$ and $Z$ boson are typically only captured by a jet of radius $R \sim 1$, while smaller radii can be used at higher jet $p_T$. Good separation power between $W$ and $Z$ bosons is also desirable in a number of analyses, most notably searches for diboson resonances (see section VIII.A).

ATLAS and CMS performed a broad range of studies during Run 1 and the beginning of Run 2, systematically identifying the influence of pile-up reduction and grooming techniques on jet substructure observables used for $V$ tagging (94; 105). Simulated samples containing $W$ jets (rather than $Z$ jets) are primarily used for these studies, as $W$ jets are abundant in data thanks to the large quantity of $t\bar{t}$ events produced at the LHC.

The optimization of the $V$ tagging algorithm is generally based on various factors concerning the tagged jet mass: (i) a sensible JMS (i.e., tagged jet mass close to the $W$ mass), (ii) a narrow jet mass response with an approximate Gaussian lineshape, (iii) stability with respect to pile-up and jet $p_T$, and (iv) good background rejection at a given signal efficiency. Considering all of these factors, ATLAS decided on using the trimming algorithm (90) with $f_{\text{cut}} = 0.05$ and $R_{\text{sub}} = 0.2$ on anti-$k_T$, $R = 1.0$ jets in Run 2, while CMS opted for using anti-$k_T$, $R = 0.8$ jets, treating the pile-up first with PUPPI and then applying soft drop grooming with $z_{\text{cut}} = 0.1$ and $\beta = 0$.

In addition to the comprehensive studies of grooming options (57; 74; 86; 94; 95), ATLAS and CMS both investigated the discrimination powers for a plethora of jet substructure variables, including $N$-subjettiness (110; 111), $Q_{\text{jet}}$ volatility (154), ratios of energy correlation functions $C_2^\beta$ (117), $D_2^\beta$ (118; 119) and $N_2^\beta$ (120), angularities and planar flow (155), splitting scales (12; 156), the jet and subjet quark/gluon likelihood, and the jet pull angle (157).

Both ATLAS and CMS developed simple taggers that rely on the combination of the jet mass with one other variable that improves the discriminating power between the signal and background. The standard ATLAS $V$ tagger for Run 2 was chosen to be the trimmed jet mass and $D_2^{\beta=1}$ (94), known as 'R2D2', while CMS decided to use the soft drop jet mass and the $N$-subjettiness ratio $\tau_{21} = \tau_2/\tau_1$. Despite the different choices of tagging observables and detector design, ATLAS and CMS reach a very similar background rejection at a given tagging efficiency. An active field of developments is the usage of multivariate techniques for boosted $V$ identification which have shown to be able to significantly improve the background rejection (105; 158).

In the ATLAS studies the variable $C_2^{\beta=1}$ in combination with the trimmed jet mass has been shown to be as good a discriminator as $\tau_{21}^{10}$ as shown in figure 21. This is in contradiction to the study by CMS, where $C_2^\beta$ is one of the weaker observables; however, a direct comparison is difficult, since in ATLAS groomed substructure variables are used, calculated for trimmed jets, while in CMS ungroomed variables are used. Also, the particulars of particle reconstruction have a large impact on the performance of individual observables. While a study of the performance of $D_2^\beta$ at CMS is still pending, the soft drop $N_2^\beta$ observable was found to give similar performance to $\tau_{21}$ in CMS (160).

CMS studied the quark/gluon likelihood (QGL) discriminator for its potential in $V$ tagging applications in Run 1 (57), finding that a combination of the groomed jet mass and the QGL achieved a similar discrimination power as the groomed jet mass and $\tau_{21}$. When adding the QGL to the Run 1 $V$ tagger (pruned jet mass and $\tau_2$), the misidentification rate was reduced slightly from 2.6% to 2.3% at a constant signal efficiency of 50%. A similar reduction of the misidentification rate was observed when adding $C_2^{\beta=2}$, showing that $C_2^\beta$ carries additional information with respect to the groomed jet mass and $\tau_{21}$. However, the QGL and $C_2^\beta$ exhibit a considerable pile-up dependence, resulting in a degradation of their discrimination power with increasing activity. This pile-up dependence is expected to be reduced when using PUPPI in place of particle flow + CHS.

FIG. 21 Signal efficiency versus background rejection power compared with measurements from ATLAS for $350 < p_T < 500$ GeV. Taken from Ref. (94).

10 A different axis definition for the subjet axes is used in ATLAS when calculating $\tau_N$, known as the-winner-takes-all axis (159), which is consistently found to perform slightly better than the standard subjet axis definition in tagging bosons.
In figure 21 the ATLAS measurements of signal efficiencies versus background rejection power are shown for \( \tau_{21} \), \( C_2 \) and \( D_2 \), together with a selection on the trimmed jet mass (in this \( p_T \) range, the smallest mass window that captured 68% of the signal jets was found to be 71-91 GeV – see Ref. (94), table 7). The measurements are shown with statistical and systematic uncertainties. It is reassuring that the points for all three observables lie on the predicted performance curves for the two different working points studied.

In the ATLAS study, the most important systematic uncertainty is the jet substructure scale, which has been derived by comparing calorimeter-jets with track-jets. Once again, the distributions in data lie between the ones derived with Pythia and Herwig, leading to large modeling uncertainties (94; 95). A similar observation is made by CMS (87; 105). Improving the modeling of jet properties and thereby reducing the differences between different event generators is a major task, but crucial for future precision studies using jet substructure.

A crucial aspect of \( V \) tagging is the derivation of background rates from multijet production in real collision data when performing measurements. A commonly used method is the extrapolation from one or more control regions, which are defined orthogonally to the signal region. Usually, these control regions are defined by inverting the jet mass window selection, see e.g. (161; 162; 163; 164; 165; 166). Transfer functions are derived from simulation, extrapolating the rates and shapes from the control to the signal regions. Even though these transfer functions are ratios of distributions, which results in a reduction of the impact modeling uncertainties, a residual dependence on the simulation can not be eliminated. However, additional uncertainties in the high-\( p_T \) tails of the transfer functions can be eliminated by ensuring a constant behavior as a function of \( p_T \). The requirement is thus a flat signal or background efficiency (depending on the needs of the analysis). In order to achieve a flat signal efficiency, ATLAS developed a \( p_T \)-dependent selection on the value of \( D_2^{\beta=1} \), as this distribution shows a strong dependence on \( p_T \) (95). In contrast to the Run 1 studies described above, no \( p_T \)-dependent selection is made on the trimmed jet mass, as the calibrated jet mass is used to define the \( V \) tagging working point. While the jet mass resolution still increases with \( p_T \), a constant window of \( \pm 15 \) GeV around the mean reconstructed \( W \) or \( Z \) boson mass is used. This results in a \( p_T \)-dependent signal and background efficiency, which can also be countered with the \( p_T \)-dependent cut on \( D_2^{\beta=1} \). This leads to a constant signal efficiency, while the background efficiency shows a residual \( p_T \) dependence, as shown in figure 22.

Another possibility has been explored by CMS. Instead of introducing \( p_T \)-dependent selection criteria, a linear transformation of the ratio \( \tau_{21} \) has been studied (87), given by

\[
\tau_{21}^{\text{DDT}} = \tau_{21} - M \cdot \log(m^2/p_T/1\text{GeV})
\]

where \( M \) is a constant determined from simulation. The replacement of \( \tau_{21} \) with the designed decorrelated tagger (DDT) \( \tau_{21}^{\text{DDT}} \) does not affect the overall performance of the tagger, but results in an approximately flat misidentification rate as a function of \( p_T \), as shown in figure 23 (bottom). The effect of the DDT method on the \( V \) tagging efficiency is shown in figure 23 (top). The efficiency increases as function of \( p_T \) with a slope somewhat smaller than the slope for the decreasing efficiency obtained with plain \( \tau_{21} \). The development of decorrelated jet substructure taggers is an active field with new techniques e.g. described in Refs. (168; 169; 170).

A less-studied possibility to lift the \( p_T \)-dependence of substructure observables is the application of variable-\( R \) jets (171). By shifting the \( p_T \)-dependence to the jet-clustering level with a distance parameter proportional to \( p_T^{-1} \), a stable position of the jet mass and jet substructure variables with respect to changes in \( p_T \) can be achieved (172). This can lead to a stable tagging performance without the necessity of \( p_T \)-dependent optimization steps, but further experimental studies are needed to commission this strategy for use in analyses.

For some analyses the requirement of \( p_T \gtrsim 200 \) GeV is
too restrictive, and hadronically decaying $V$ bosons with lower $p_T$ need to be selected. This poses a particular challenge due to the abundance of light flavor jets at the LHC and their indistinguishability from jets from $W/Z$ decays. An attempt was made by CMS to discriminate ‘resolved’ (non-merged) hadronic $W$ decays from multijet background using the QGL, the sum of the jet charges of the dijet pair and the jet pull angle. Combining these variables into a Boosted Decision Tree, a misidentification rate of about 25% is achieved for a signal efficiency of 50% \(^{(57)}\). While this is a first success, the performance is about an order of magnitude worse than that of the dijet pair and the jet pull angle. Combining these variables and their combinations. Reproduced from Ref. \(^{(173)}\).

The three-prong decays of highly boosted top quarks in the jet mass resolution is comparable to the difference $m_Z - m_W$. In order to improve the sensitivity of the tagger, jet charge and $b$ tagging information are combined with the jet mass. The jet mass distribution depends on the type of $W$ or $Z$ decay due to semi-leptonic $B$ and $D$ decays, so a full likelihood tagger is constructed by summing over the conditional likelihoods for each flavor type. To maximize the discrimination power from $b$ tagging, multiple efficiency working points are used simultaneously in the tagger. Figure 24 illustrates the performance of the boson type-tagger in simulation. A $W^+$ rejection near 8 \((\text{corresponding to a misidentification rate of } 12.5\%)\) is achieved at a $Z$ boson efficiency of 50%. At this moderate $Z$ boson efficiency, all of the inputs offer useful discrimination information. At low efficiencies, below the $bb$ branching ratio for $Z$ bosons, $b$ tagging dominates over the jet mass and jet charge.

The boson type-tagger was optimized for a relatively low boson boost, $200 \text{ GeV} < p_T < 400 \text{ GeV}$. The discrimination power of all of the input variables degrades with $p_T$ due to the worsening jet mass resolution, tracking efficiency and momentum resolution, as well $b$ tagging efficiency. However, there are recent developments to address each of these challenges, such as the track-assisted jet mass (section V.B), pixel-cluster splitting (61), and track-jet $b$ tagging \(^{(174)}\).

### C. Top Tagging

The three-prong decays of highly boosted top quarks in the fully hadronic decay channel offer richer phenomenology for their identification than the two-prong decays of...
The techniques for tagging boosted top quarks have evolved as fairly complex methods in comparison to the V taggers; these techniques include:

(a) The Johns Hopkins / CMS top tagger (CMSTT) (15) was designed for tagging top quarks with $p_T > 1$ TeV. The algorithm is based on a decomposition of the primary jet into up to four subjets by reversing the CA clustering sequence. It has been adapted by the CMS Collaboration (175; 176), and was adopted as the standard top-tagging algorithm in CMS in Run 1, where it was typically used in the region of $p_T > 400$ GeV, with an average identification efficiency of 38% at 3% misidentification rate (106).

(b) The HEPTopTagger (HTT) (177; 178) was designed to target $t\bar{t}H$ production in the $H \to b\bar{b}$ decay channel. In $t\bar{t}H$ production the top quark $p_T$ distribution peaks around 150 GeV and is steeply falling towards increasing $p_T$, where it is already an order of magnitude smaller at $p_T \sim 400$ GeV. This results in a requirement of non-zero signal efficiency already at $p_T \approx 200$ GeV, where the top quark decay is only moderately boosted. The HTT achieves this with a large jet distance parameter of 1.5 and a sequence of declustering, filtering and re-clustering of the original CA jet. The performance of the HTT was studied by the ATLAS and CMS Collaborations on data with a center-of-mass energy $\sqrt{s} = 7$ and 8 TeV (96; 106; 179). Efficiencies of 10% with misidentification rates of 0.5% for jets with $200 < p_T < 250$ GeV were observed. The efficiency increases with increasing jet $p_T$, where a plateau is reached for $p_T > 400$ GeV, with efficiencies of approximately 40% at 3% misidentification rate, very similar to the performance achieved with the CMSTT.

(c) Shower Deconstruction (180; 181) was designed to be analogous to running a parton shower Monte Carlo generator in reverse, where emission and decay probabilities at each vertex, color connections, and kinematic requirements are considered. Small-radius (generally $R = 0.2$) subjets are re-constructed with the CA algorithm and all possible shower histories that can lead to the observed leading final state anti-$k_T$, $R = 1.0$ jet are calculated. Each shower history is assigned a probability weight factor based on the aforementioned considerations (to be signal-like or background-like), then a likelihood ratio $\chi(p_N)$ is constructed, and the $\log \chi(p_N)$ is used as the discriminating substructure variable. For top quark tagging, efficiencies of 80% with misidentification rates of 50% for jets with $500 < p_T < 1000$ GeV were observed. The efficiency increases with increasing jet $p_T$, where a plateau is reached for $p_T > 2000$ GeV, with efficiencies of $\sim 80\%$ at 10% misidentification rate. Recently, the Shower Deconstruction algorithm was optimized for top quarks with $p_T > 800$ GeV in context of the $W'$ to $tb$ hadronic search (182) by using exclusive $k_T$ subjets.

In addition to the dedicated techniques described above, simpler algorithms using grooming and substructure similar to V tagging methods have been investigated by ATLAS. A performance study at 7 TeV (179) investigated a variety of performance metrics relating to the usage of groomed jets. Different grooming algorithms were investigated for their resilience to pile-up and mass resolution. It was concluded that trimmed anti-$k_T$ jets with a distance parameter of 1.0 and trimming parameters of $R_{sub} = 0.3$ and $f_{cut} = 0.05$ were a good candidate for a one-fits-all-large-$R$ jet definition. This jet definition became standard in ATLAS for $W/Z/H$ and top quark tagging in Run 1. A later ATLAS study (96) investigated the various methods available for tagging hadronic, highly boosted top quarks. The so-called Tagger V has $M_{\text{jet}} > 100$ GeV, $\sqrt{d_{12}} > 40$ GeV and $\sqrt{d_{23}} > 20$ GeV, where $\sqrt{d_{ij}}$ is the $k_T$-splitting scale (12). The efficiency versus rejection is shown for various taggers in figure 25. The difference between Taggers III and V is the additional requirement on $\sqrt{d_{23}}$ in Tagger V. At efficiencies smaller than 45%, the $W'$ tagger, based on $\sqrt{d_{12}}$ and the $N$-subjettiness ratios $\tau_{21}$ and $\tau_{32}$, has better background rejection than Taggers III and V. ATLAS also tested the HTT and Shower Deconstruction (183), which have been found to have good background rejection (larger than 50) for efficiency values smaller than about 35%. However, similar as for the CMS experiment, the background efficiencies of the two taggers show a significant rise with increasing $p_T$.

CMS has focused on enhancing the performance of CMSTT and HTT by identifying observables which carry discriminatory power, but have only small or moderate correlations with the observables used in the main algorithm. Typically, correlation coefficients of about 0.3 or less are required for noticeable improvement when augmenting an algorithm with additional variables. Examples for discriminating variables which fulfill this are $N$-subjettiness ratios, energy correlation functions and their
ratios, and $b$ tagging. A study by the CMS Collaboration showed that at 20% signal efficiency, the background rejection of the CMSTT can be improved by a factor of 5 when adding information from $\tau_{32}$ and subjet $b$ tagging information (106). At higher efficiencies, the improvements become smaller. For the HTT, improvements of similar size are observed for $p_T > 200 \text{ GeV}$, becoming less significant at higher $p_T$.

The ATLAS choice of $R = 1.0$ jets compared to CMS ($R = 0.8$) results in an earlier rise of the tagging efficiency with increasing jet $p_T$.

The large difference in performance of the single variable $\tau_{32}$ between ATLAS (figure 25) and CMS (figure 26) is due to jet grooming. Although the CMS study shows only the ROC curves for $800 < p_T < 1000 \text{ GeV}$, the overall picture does not change when studying top quarks in the region of $p_T \approx 400 \text{ GeV}$. Instead, in ATLAS $\tau_{32}$ is calculated from trimmed jets, which results in less discrimination power when used as sole tagging variable compared to ungroomed $\tau_{32}$. However, groomed $\tau_{32}$ can still lead to considerable improvements when combined with other variables.

As with $V$ tagging discussed above, ATLAS and CMS took advantage of the LHC shutdown between Run 1 and Run 2 to perform broad studies of the different top-taggers available, with emphasis on their stability with respect to pile-up and other detector effects, instead of the utmost gain in performance (97; 107). Single variables and their combinations are studied and compared with Shower Deconstruction, CMSTT, HTT, and an improved version of the HTT with shrinking cone size (HTTv2) (184).

Figure 26 shows a comparison based on simulation of the single variable performance in CMS, where signal jets are generated through a heavy resonance decaying to $t\bar{t}$ and background jets are taken from QCD multijet production. Note that for this study reconstructed jets are matched to a generated parton, and the distance between the top quark and its decay products must be less than 0.6 (0.8) for a reconstructed $R = 0.8 (1.5)$ jet, to ensure that the top quark decay products are fully merged and reconstructed in a single jet. The best single variable in terms of efficiency versus background rejection is the discriminator $\log \chi$, calculated with Shower Deconstruction. The second best variables are the $N$-subjettiness ratio $\tau_{32}$ at low efficiency and the jet mass calculated with the HTTv2 at high efficiency values. The individual groomed jet masses show similar performance, and the CMS Collaboration moved to using the soft drop mass due to its beneficial theoretical properties (16). The default for CMS Run 2 analyses was chosen to be the soft drop jet mass combined with $\tau_{32}$ for top tagging at high $p_T$. Generally, at high boost, the combination of a groomed mass with $\tau_{32}$ leads to a large gain in background rejection.

The CMS study also investigated combining single variables with more complex taggers. Combining Shower Deconstruction with the soft drop mass, $\tau_{32}$, and subjet $b$ tagging can lead to improvements, as shown in figure 27; however, the efficiency and misidentification rate for this combination were found not to be stable as a function of jet $p_T$ (the combined algorithms were studied using working points corresponding to a background efficiency of 0.3). At low boosts, the dedicated HTTv2 shows the best performance. In this kinematic region, using groomed $\tau_{32}$, obtained by using the set of particles from the soft drop jet instead of the original jet, helps to improve the performance.

In the shutdown between Run 1 and Run 2, ATLAS commissioned a single top tagger for use by physics anal-
yses. The rationale behind this approach was the potential benefit of having an efficient top tagger with well-understood efficiency and associated systematic uncertainties validated in the Run 1 dataset. Similarly as for Run 1, the supported top-tagger makes use of anti-$k_T$, $R = 1.0$ trimmed jets, but with a parameter of $R_{\text{sub}} = 0.2$ instead of 0.3 as used in Run 1. Candidate top jets are required to satisfy a calibrated mass window requirement $122.5 < \Delta p_T < 222.5 \text{ GeV}$ and a $p_T$-dependent, one-sided cut on $\beta (z=0.1, \tau)$. The variable $\beta (z=0.1, \tau)$ has been chosen since it shows the best background rejection in combination with a small correlation with $M_{\text{jet}}$, a reduced $p_T$-dependence, and good performance across a large range in $p_T$.

A common problem of top-tagging algorithms is the rise of the misidentification rate with increasing $p_T$, which is due to the peak of the mass distribution for quark- and gluon-initiated background jets shifting to higher values. For some taggers, for example the C-\text{MSTT}, this shift also results in a decrease of the efficiency once a very high $p_T$ threshold is crossed (larger than 1 TeV) (176). A possible solution to this is offered by the variable-$R$ (VR) algorithm, introduced in section VI.B. The ATLAS Collaboration studied the performance of the VR algorithm for top-tagging and reported a stabilization of the position of the jet mass peak for a large range of $p_T$ (172). The VR jets are shown to improve the performance of the jet mass, $\sqrt{d_{12}}$ and $\tau_{32}$ for top tagging, when compared to trimmed jets. An interesting development using VR jets is the Heavy Object Tagger with variable-$R$ (HOTVR) (185), which combines the VR algorithm with a clustering veto, resulting in a single jet clustering sequence producing groomed jets with subjets.

Most top-taggers target either the region of low to intermediate boosts, or the highly boosted regime. However, in typical searches for new physics at the LHC non-vanishing efficiency for the full kinematic reach is crucial. Several attempts of combining different reconstruction and identification algorithms have been made. A search for resonances decaying to $t\bar{t}$ by the ATLAS Collaboration uses a cascading selection from boosted to resolved (186), where the resolved topology is reconstructed and identified using a $\chi^2$-sorting algorithm. To efficiently identify top quarks over a broad $p_T$ range in the search for top squark pair production, reclustered variable-$R$ jets are used with $R = 0.4$ jets as inputs to the jet reclustering algorithm (102; 187).

A search for supersymmetry in CMS (188) uses three distinct topologies: fully-merged top quark decays (Monojet), merged $W$ boson decays (Dijet) and resolved decays (Trijet). The efficiency of the three categories is shown in figure 28, where the turn-on of the combined efficiency starts at values as low as $p_T \approx 100 \text{ GeV}$. The resolved trijet category is identified using three anti-$k_T$ jets with a distance parameter of 0.4, where the large combinatorial background is suppressed through a multivariate analysis, which achieves a misidentification rate of approximately 20%. There exist other approaches to cover the transition from low to high Lorentz boosts, using a single algorithm. In the HTTv2 algorithm, the jet size is reduced until an optimal size $R_{\text{opt}}$ is found, defined by the fractional jet mass contained in the smaller jet. This results in better performance at high $p_T$, while keeping a low misidentification rate at low $p_T$.

An important step towards the commissioning of top taggers within an experiment are measurements of the efficiency and misidentification rate in real collision data. Generally, high-purity samples of top-jets in data are obtained using a tight signal selection (an electron or muon,
well-separated from a high-$p_T$ large-$R$ jet, and an additional $b$-tagged jet) to ensure that events contain a fully-merged top quark decay in a single large-$R$ jet. This can never be fully achieved, as no requirements on the substructure of the large-$R$ jet can be imposed without biasing the efficiency measurement. This results in an efficiency measurement that will be based on a sample also containing partially-merged or even non-merged top quark decays. These can be subtracted from the efficiency measurement by using simulated events, as done in a study by the ATLAS Collaboration (96), with the drawback of relying on a specific simulation and the ambiguous definition of a fully-merged top quark decay. By not correcting for non-merged top quark decays, efficiency values are obtained smaller than the ones suggested by ROC curve studies, see for example (107). Instead of subtracting the top-backgrounds, the CMS collaboration performs a simultaneous extraction of the efficiencies for fully- and partially-merged categories (121).

Measurements of the misidentification rate can be carried out by selecting a dijet sample, which is dominated by light-flavor jets. The disadvantage of this approach is the high $p_T$ threshold of unprescaled jet triggers, which results in measurements starting from $p_T > 400 \text{ GeV}$ or higher. A solution to this is the tag-and-probe method, in which the tagged jet can be required to fail top-tagging selection criteria, resulting in a sample with negligible contamination of $t\bar{t}$ production, even after requiring the probe jet to be top-tagged (107). Another approach is to use a non-isolated electron trigger, where the electron fails offline identification criteria. This yields events mainly from light-flavor multijet production, where a jet is misidentified as an electron at the trigger level. While the top-tag misidentification rate can be measured starting from smaller values of $p_T$ with this strategy, a non-negligible amount of $t\bar{t}$ contamination has to be subtracted after requiring a top-tagged jet (96).

As an example, the efficiency and misidentification rate of Shower Deconstruction with the requirement $\log(\chi) > 2.5$, as measured in ATLAS, are shown in figure 29. The efficiency of 30% with a misidentification rate of 1% for $350 < p_T < 400 \text{ GeV}$ agrees well with the values obtained from figure 25. Note that the largest uncertainty of the efficiency measurement stems from the choice of the Monte-Carlo (MC) event generator used to simulate $t\bar{t}$ production. The uncertainty of the misidentification rate measurement is dominated by the energy scales and resolutions of the subjets and large-$R$ jets.

### D. $H \rightarrow bb$ Tagging

The identification of jets originating from the fragmentation of $b$ quarks ($b$ tagging) is a crucial task in many areas of particle physics. Algorithms used for $b$ tagging usually rely on the distinct signature of $B$ hadron decays, for example the presence of a secondary vertex due to the long $B$ hadron lifetime of about 1.5 ps.

ATLAS and CMS both use dedicated $b$ tagging algorithms that have been developed and optimized over more than a decade. Both experiments use multivariate techniques with various input parameters related to the secondary vertex or charged particle tracks originating from the $B$ hadron decay. For Run 2 analyses, CMS uses the CSVv2 algorithm (189) and ATLAS uses the MV2c10 algorithm (190). Typically, efficiencies of around 70% with misidentification rates of 1% for light quark and gluon jets and 20% for charm jets are achieved with these algorithms.

While $b$ tagging in busy hadronic environments plays an important role for top tagging, it is the key challenge for tagging boosted $H \rightarrow bb$ signatures. Other jet substructure observables can improve performance, but are often less powerful once two $b$ tagged jets or subjets are required (as this necessarily forces the jet to have two-prongs). The lighter mass of the Higgs boson compared with the top quark also means that the $b$-jets from the $H$ decay become merged at a lower parent particle boost.

The boosted $H \rightarrow bb$ signature is present in many mod-
els of physics beyond the Standard Model: resonant $HH$ and $VH$ production, searches for boosted mono-$H$, or vector-like quark searches in the $tH$ and $bH$ final states. Because of the large predicted branching fraction for the $H \rightarrow b\bar{b}$ decay of about 58%, its coupling to $b$ quarks is one of the most interesting to study. For a large fraction of Higgs bosons with $p_T > 300$ GeV, the two $b$ quark jets merge into a single jet for a jet distance parameter of $R = 0.8$ or 1.0, as used in CMS and ATLAS, respectively. Several phenomenological studies have explored $H \rightarrow b\bar{b}$ tagging algorithms using jet substructure, though ultimately the optimal performance comes from using a combination of substructure information and the track and vertex information related to the $B$ hadron lifetime.

The approaches to identify boosted $H \rightarrow b\bar{b}$ candidates that have been explored (and used) at CMS and ATLAS include:

(a) Subjet $b$ tagging (174; 191; 192; 193; 194; 195), where ‘standard’ $b$ tagging is applied to each of the subjets (the standard for CMS is the CSVv2 algorithm (196), and for ATLAS is MV2c20 (190)). Tagging $b$-jets in dense environments is of particular importance here, and was studied by ATLAS in Ref. (197). In CMS subjets with $R = 0.4$ are clustered with the $k_T$ algorithm using the constituents of the large-$R$ jet, while for ATLAS track jets with a radius of 0.2 are matched to the large-$R$ jet using the ghost-association technique. At high $p_T$ the subjets start to overlap causing the standard $b$ tagging techniques to break down due to double-counting of tracks and secondary vertices when computing the subjet $b$ tag discriminants.

(b) Double-$b$ tagging (189; 195; 198), where in ATLAS, the term double-$b$ tagging means that the two leading $p_T$ track jets must pass the same $b$ tagging requirement. In CMS, the double-$b$ tagger (189; 198) uses the $N$-subjettiness axes and the pruned anti-$k_T$, $R = 0.8$ jet mass with a window of $50 < M < 200$ GeV to reduce the multijet background.

The Higgs-jet efficiency versus the inclusive multijet rejection are shown in figure 30 for ATLAS subjet $b$ tagging, where the performance curves are shown for double-$b$ tagging, leading subjet $b$ tagging, and asymmetric $b$ tagging11 requirements. None of the curves reach a Higgs-jet efficiency of 100% due to the imperfect efficiency to reconstruct the track jets needed for $b$ tagging and, in the case of asymmetric $b$ tagging, also due to the 70% $b$ tagging working point requirement on one of the track jets.

The CMS double-$b$ tagging algorithm (189; 198) attempts to fully exploit the strong correlations between the $b$ hadron flight directions and the energy flows of the two subjets, while adapting the variables used in the CSVv2 algorithm. The flexibility of the double-$b$ tagger is ensured by avoiding a strong performance dependence on the jet $p_T$ and mass.

With the double-$b$ tagger, at the same signal efficiency, the misidentification rate is uniformly lower by a factor of two compared to the subjet $b$ tagging approach. Given the different kinematic properties expected for a $b\bar{b}$ pair originating from the decay of a massive resonance compared to gluon splitting, the misidentification rate for the gluon splitting background reduces from 60% to 50% at 80% signal efficiency and from 20% to 10% at 35% signal efficiency. At high $p_T$, even larger performance improvements are observed, which is an important gain for searches for heavy resonances, where very high $p_T$ jets are expected. In figure 31 the signal efficiencies and misidentification rates for the double-$b$ tagger are shown as a function of jet $p_T$ for three operating points: loose, medium and tight, which correspond to 80%, 70% and 35% signal efficiency, respectively, for a jet $p_T$ of about 1000 GeV. The misidentification rate is mostly flat across the $p_T$ range considered while the signal efficiency decreases with increasing $p_T$, as expected from the degradation of the tracking performance inside high $p_T$ jets.

Due to the small cross section of producing events with boosted $H \rightarrow b\bar{b}$ or $Z \rightarrow b\bar{b}$ jets, the efficiency of the ATLAS and CMS Higgs identification algorithms is measured using QCD multijet events enriched in jets from gluon splitting, $g \rightarrow b\bar{b}$ with a topology similar to that of boosted $H \rightarrow b\bar{b}$ jets.

---

11 Asymmetric $b$ tagging means that among the two leading $p_T$ track jets, the track jet with the largest $b$ tagging weight must pass the fixed 70% $b$ tagging working point threshold, while the $b$ tagging requirement of the other jet is varied.
CMS selects topologies as similar as possible to a signal jet by requiring the jet \( p_T > 300 \text{ GeV} \) and pruned mass > 50 GeV (189; 198). Each jet has to contain at least two muons, each with \( p_T > 7 \text{ GeV} \) and \(|\eta| < 2.4\). Each pruned subjet is required to have at least one muon among its constituents and within \( \Delta R < 0.4 \) from the subjet axis (“double-muon tagged”). The double-muon tag enriches events with gluons splitting into \( b \bar{b} \) where both \( b \) quarks give rise to a semi-leptonic \( B \) hadron decay. Such \( g \to b \bar{b} \) events are proxies for the signal topology. An alternative selection that requires at least one muon is also examined as a cross-check for the measurement (“single-muon tagged”). While this single-muon selection allows for a larger dataset in which to perform the tagger efficiency measurement, the gluon splitting topology in this inclusive phase space is less signal-like relative to the double-muon selection. Thus, to maximize the similarity between the \( g \to b \bar{b} \) and the \( H \to b \bar{b} \) topologies, the measurement is performed requiring double-muon tagged jets. It is worth noting however that the jet mass depends on the number of muons and a large fraction of the signal will not contain two muons.

ATLAS performed a similar measurement selecting events with at least one anti-\( k_T \), \( R = 1.0 \) jet with \( p_T > 250 \text{ GeV} \) that has two ghost-associated \( R = 0.2 \) track jets (195). As opposed to the measurement from CMS, only one of the subjets is required to have a muon associated to it. Kinematic and substructure variables are compared in data and MC after correcting for flavor composition differences of the large-\( R \) jet observed between data and MC simulation and are found to be in good agreement.

One of the major backgrounds for analyses selecting boosted \( H \) or \( Z \) bosons decaying to \( b \bar{b} \) is \( t\bar{t} \) production. The misidentification rate for boosted top quark jets faking \( H \) jets was measured in data by CMS (189; 198) in enriched data samples of lepton+jets \( tt \) events.

As previously discussed, for high \( p_T \) of the Higgs boson, the two subjets from \( b \) quarks start overlapping and the performance of identifying the subjets as fixed-radius track jets decreases significantly. To improve the performance of the ATLAS standard \( H \to b \bar{b} \) identification algorithm for searches that require the presence of high \( p_T \) Higgs bosons, the ATLAS Collaboration studied alternative methods like the use of variable-radius track jets, exclusive \( k_T \) subjets, calorimeter subjets reconstructed in the center-of-mass frame of the Higgs jet candidate (199) and the combination of three jet shape and jet substructure variables into a multivariate discriminator (200). For highly boosted Higgs bosons, these reconstruction techniques significantly outperform the usage of fixed-radius track jets.

VII. STANDARD MODEL CROSS SECTION MEASUREMENTS

The measurement of jet properties is crucial to constrain the Standard Model in new energy regimes and constitutes an important test of perturbative calculations of jet structure over a wide region of phase space. Moreover jet cross section measurements provide constraints on the parton distribution functions and the strong coupling constant, \( \alpha_s \). The precise knowledge of jet properties also improves the precision of other measurements and searches by constraining the modeling of important background processes. Jet substructure observable measurements are challenging as they require a precise measurement of the radiation pattern within the jet and thus a detailed understanding of the jet constituent properties. Section VII.A describes measurements of various jet substructure properties, starting from the most widely used and well-understood: the jet mass.

Jet substructure properties can also be used to extend measurements of SM cross sections to higher energy, where access to the hadronic branching ratios of \( W/Z/H \) bosons and top quarks is important. Section VII.B introduces cross section measurements for SM objects at high \( p_T \). The use of jet substructure in these cases is similar to the application for the searches described in the next section (Section VIII).

A. Measurements of Jet Substructure

1. Jet mass

The first measurement of the normalized dijet differential cross section as a function of the jet mass was per-
formed by the ATLAS Collaboration with a dataset corresponding to 35 pb$^{-1}$ of 7 TeV $pp$ collisions (201). Both the cross section for groomed and ungroomed CA $R = 1.2$ jets was measured separately to gain sensitivity to both the hard and soft jet physics and to gain a deeper understanding of the various effects involved in QCD radiation. For the ungroomed jet mass, large discrepancies were observed in the tails of the mass distribution between the predictions from the MC event generators Pythia and Herwig++, and the data, whereas the core of the mass distribution agreed within approximately 20% over the considered $p_T$ range. The largest discrepancies occur at low jet masses which is sensitive to the underlying event description, hadronization model and pile-up effects. The normalized cross section after applying the split filtering algorithm (14) is shown in figure 32 with the mass drop parameters $\mu_{\text{frac}} = 0.67$ and $y_{\text{filt}} = 0.09$, and a filtering parameter of $R_{\text{filt}} = \min(0.3, \Delta R/2)$. After removing soft radiation from the jet which is difficult to model, the MC prediction is in excellent agreement with the data within statistical precision. The CMS Collaboration performed a similar measurement with anti-$k_T$ $R = 0.7$ jets using various grooming techniques in selected dijet events using 5 fb$^{-1}$ of $\sqrt{s} = 7$ TeV data and found as well that the agreement between data and the MC prediction improves significantly after grooming techniques are applied (108). Furthermore a measurement of the cross section was performed in $V+\text{jet}$ final states which overall show a slightly better data/MC agreement than that observed in dijet events suggesting that the simulation of quark jets is better than for gluon jets.

The CMS (ATLAS) Collaboration measured the double-differential jet cross section in balanced dijet events at $\sqrt{s} = 13$ TeV for groomed anti-$k_T$ $R = 0.8$ jets with the soft drop algorithm with $z_{\text{cut}} = 0.1$ and $\beta = 0$ ($\beta = 0, 1, 2$) (98; 109). The soft drop algorithm was chosen as it allows to compare the unfolded measurement directly to theoretical calculations which exceed the precision of parton shower MC simulations. The jet energy of the ungroomed jets used in the ATLAS measurement are corrected for pile-up effects and calibrated to the generator-level while no explicit mass calibration is applied to the groomed jets as the unfolding procedure accounts for differences between the reconstructed and generator-level mass. The CMS Collaboration applied calibration factors derived from simulation and using $\textit{in situ}$ techniques (from boosted $W$ bosons) to correct the jet energy and mass scale. Furthermore the jet energy and mass are smeared in MC simulation to match the resolution measurements in data. Various sources of systematic uncertainties, categorized as experimental and theoretical uncertainties, that impact the jet mass measurement are taken into account. While CMS evaluated the effect of the jet energy and mass scale uncertainties on the measurement by varying the energy and mass by their respective uncertainties, ATLAS evaluated the experimental uncertainties based on the accuracy of the modelling of the topological cluster energies and positions as well their reconstruction efficiency. Theoretical uncertainties on the physics model are taken into account by comparing the response matrix for various MC generators.

The comparison of the normalized cross section with two analytical calculations as measured by CMS is shown in figure 33. ATLAS measured instead the $\log_{10} \rho^2$ distribution, shown in figure 34, where $\rho$ is the ratio of the soft drop jet mass to the ungroomed jet $p_T$. Both measurements are compared to calculations at next-to-leading order with next-to-leading-logarithm and leading order with next-to-next-to-leading-logarithm accuracy. Good agreement between the data and the predictions is observed in resummation regime $-3.7 < \log_{10} \rho^2 < -1.7$. For higher jet masses, where fixed-order effects play an important role, the NLO+NLL calculation provides a better description than the LO+NLO calculation.

In addition to generic QCD jets, the jet mass has also been measured for boosted top quarks in lepton+jets $t\bar{t}$ events collected by the CMS Collaboration at 8 TeV (116). This measurement is the first jet mass distribution unfolded at the particle level probing three prong decays. Large-$R$ jets are reconstructed with the CA algorithm using a distance parameter of 1.2. The larger value of $R$ in this measurement compared to the default $R = 0.8$ applied for top tagging applications in CMS is due to an optimization of of statistical precision versus the width of the jet mass distribution at the particle level and the JMR. The number of fully-merged top quarks grows with increasing $R$, but so does the width of the jet mass distribution and the susceptibility to pile-up
and the underlying event. The leading jet $p_T$ is required to be above 400 GeV to ensure the hadronic top quark decay to be fully captured within the large-$R$ jet. No substructure selection is applied on the high-$p_T$ large-$R$ jet in order not to bias the jet mass measurement. A requirement of $p_T > 150$ GeV is imposed on the subleading jet to select the $b$ quark from the leptonically decaying top quark. A veto on additional jets with $p_T > 150$ GeV is applied, which results in a fraction of 65% of fully-merged top quark decays within the large-$R$ jet. The particle-level differential $t\bar{t}$ cross section as a function of the leading jet mass is shown in figure 35. The shown simulations predict a larger cross section than observed in the measurement, consistent with the $t\bar{t}$ cross section measurements from the ATLAS and CMS Collaborations at high $p_T$. The shape of the jet mass distribution is well described by the simulations. The experimental systematic uncertainties are dominated by the uncertainties on the jet mass and energy scale, but are smaller than the uncertainties due to the signal modeling, coming from the choice of the top quark mass, the parton showering and the choice of the factorization and renormalization scales.
The normalized mass distribution from boosted top quarks, shown in figure 36, can be used to extract the top quark mass. The normalized distribution is used since only the shape can be reliably calculated, and it has the additional benefit that systematic uncertainties partially cancel. The top quark mass is measured to be $m_t = 170.8 \pm 6.0$ (stat) $\pm 2.8$ (sys) $\pm 4.6$ (model) $\pm 4.0$ (theo) GeV in agreement with top quark mass measurement in resolved $t\bar{t}$ events (see e.g. Refs. (202; 203; 204; 205)), albeit with a much larger uncertainty. This constitutes a proof-of-principle, presenting the possibility to extract a fundamental SM parameter from a jet mass distribution. This is of particular interest, as ambiguities arise in a fundamental SM parameter from a jet mass distribution. The jet energy resolution at low $p_T$ and uncertainties on the unfolding procedure, the jet energy resolution at low $p_T$ and uncertainties on the tracking at high $p_T$ dominate the measurement of the ATLAS Collaboration. The unfolded jet charge distribution ($\kappa = 0.6$) of the leading jet in data is compared to the prediction from Powheg+Pythia8 (PH+P8) and Powheg+Herwig++ (PH+HPP) in figure 38. The different hadronization and fragmentation model used by Pythia8 and Herwig++ have the largest impact on the jet charge distribution. Variations of the jet charge can also be observed for different PDF sets however the effect of the relative flavor fraction in the dijet samples is significantly smaller than the choice of the showering and fragmentation model. It was further found that the predicted jet charge distribution has a significant dependence on the chosen value of $\alpha_s$ that describes final state radiation whereas it is insensitive to NLO QCD effect in the matrix element calculation, color-reconnection and multiple parton interactions. These findings are consistent between the ATLAS and CMS Collaboration.

In addition to studying the sensitivity to various non-perturbative aspects of hadronization and parton distribution functions, the jet charge measurement by ATLAS includes the first direct comparison of a jet substructure quantity with a perturbative calculation at the LHC. As it is not collinear safe, the average jet charge is not calculable. However, the $p_T$ dependence for a particular jet type has been calculated (212; 213). A new technique was introduced in Ref. (209) to separately extract the average up and down quark jet charge. For a fixed $p_T$, the more forward of the two dijets has a higher energy and is therefore more likely to be the scattering parton with a higher momentum fraction of the proton. In turn, the higher momentum fraction parton is most likely to be a valence quark. Therefore, the fraction of up quark jets is higher for the more forward dijet than the more central dijet. Assuming further that the jet charge is entirely determined by the jet $p_T$ and parton origin, one can then solve a system of equations to extract the average up and down quark jet charge in each bin of jet $p_T$:

$$
\langle Q_{f}^{j} \rangle = f_u \langle Q_{u}^{j} \rangle + f_d \langle Q_{d}^{j} \rangle
$$

$$
\langle Q_{f}^{d} \rangle = f_u \langle Q_{u}^{d} \rangle + f_d \langle Q_{d}^{d} \rangle
$$

where $f = \text{forward}$, $c = \text{central}$, $u = \text{up}$ and $d = \text{down}$. As expected (though not an input), the average up quark charge is positive and the average down quark charge is negative; furthermore, the latter is roughly half the former in absolute value. The $p_T$ dependence of $\langle Q_{f}^{u,d} \rangle$ are fit with a logarithmic scale violating term: $\langle Q \rangle_i = \langle Q \rangle_0 (1 + c_\kappa \ln(p_T,i/p_T,0))$, where $i$ represents the $p_T$ bin. Figure 39 shows the measured and predicted values of $c_\kappa$. The uncertainties are large, but there is an indication

2. Jet Charge

The jet charge (209; 210) is defined as the energy weighted sum of the electric charges of the jet constituents

$$
Q_\kappa = \sum_{i \in J} \left( \frac{p_{T,i}}{p_{T,j}} \right)^{\kappa} q_i,
$$

where $q_i$ is the electric charge of particle $i$ and the free parameter $\kappa$ that controls the sensitivity to soft particles within the jet. The ATLAS (CMS) Collaboration measured the jet charge for different values of $\kappa$ using anti-$k_T$ jets with a radius parameter of $R = 0.4$ ($R = 0.5$) in a sample of dijet events. The ATLAS Collaboration distinguishes between the two leading jets using the pseudorapidity instead of the $p_T$ to avoid cases where the leading particle-level jet is reconstructed as the sub-leading detector-level jet due to the jet energy resolution and to gain sensitivity to different jet flavors. The average jet charge at detector- and particle-level for the more forward of the leading jets and for $\kappa = 0.5$ is shown in figure 37. Due to the increasing fraction of scattering valence up quark jets (up quark charge $> 0$), the average jet charge increases with $p_T$. The difference of the average jet charge distribution at detector-level and particle-level in figure 37 shows that the unfolding corrections are large and growing at high $p_T$, due to the loss of charged-particle tracks inside jets as a result of track merging. The average jet charge as predicted by Pythia 8 (148) using the Perugia tunes (211) is smaller than that observed in data due to a well-known over-estimation of the multiplicity inside jets. The dominating systematic uncertainties are the track $p_T$ resolution and the choice of MC generator used to construct the response matrix (Pythia 6 versus Herwig++) for the CMS Collaboration whereas the uncertainties on the unfolding procedure, the jet energy resolution at low $p_T$ and uncertainties on the tracking at high $p_T$ dominate the measurement of the ATLAS Collaboration.
that $c < 0$ and $\partial c/\partial \kappa < 0$, as predicted.

3. Other Jet Substructure Observables

The ATLAS and CMS Collaborations have performed further precision measurements of hadronic jet substructure in $pp$ collisions, correcting for acceptance and resolution such as jet and event shapes (214; 215; 216; 217; 218; 219), charged particle multiplicities (217; 220; 221), the jet fragmentation functions (222; 223), color flow (224) and $\kappa_T$ splitting scales, $N$-subjettiness ratios as well as further substructure variables such as Planar Flow and angularity (201; 225).

B. Measurements with Jet Substructure

While measurements of jet substructure observables such as jet mass, jet charge and event shape variables have been discussed in section V, the following sections present measurements of other quantities through the exploitation of jet substructure techniques such as top tagging.

1. Differential $t\bar{t}$ Cross Section Measurements

The selection cuts applied in traditional $t\bar{t}$ cross section measurements (226; 227; 228; 229; 230; 231; 232) are chosen to maximize the acceptance and minimize the associated uncertainties on the fiducial and total cross section measurements. The fiducial region is such that events with top $p_T$ below 100 GeV and above 600 GeV are under-represented, with the former caused by trigger and reconstruction efficiencies and the latter by collimated decays from large Lorentz boosts. This is evident from figure 40, where a drop in selection efficiency below 100 GeV and above 600 GeV is apparent. This results in a small number of events being selected with high top quark $p_T$, as seen in the ATLAS Run 1 (7 TeV) measurement shown in figure 41. This means that a very interesting region in terms of new physics is the least well-measured. Despite often having similar signal efficiencies to resolved reconstructed techniques, boosted top tagging techniques allow for more precise measurements at high $p_T$ due to their higher background rejection.

FIG. 37 The detector- and particle-level average jet charge as a function of jet $p_T$. Reproduced from Ref. (209).

FIG. 38 Unfolded jet charge distribution for $\kappa = 0.6$ in data and MC prediction. Taken from Ref. (210).

FIG. 39 The measured and predicted value of the average jet charge scale violation parameter $c_\kappa$. Reproduced from Ref. (209).
The ATLAS Collaboration performed a measurement of the boosted $t\bar{t}$ differential cross section as a function of the top quark $p_T$ in the lepton+jets channel (233). A least one anti-$k_T$ jet, trimmed with $R_{\text{trim}} = 0.3$ and $f_{\text{cut}} = 0.05$ is required with $|\eta| < 2$ and $p_T > 300$ GeV. To select events with boosted top quarks, the large-$R$ jet is required to have a mass larger than 100 GeV and $\sqrt{d_{\text{12}}} > 40$ GeV (Tagger III, see section VILC). The reconstructed $p_T$ distribution of the anti-$k_T$ jet is unfolded to the parton and particle-level. The measured particle-level differential cross section is compared in figure 42 to the predictions of several MC generators normalized to the NNLO+NNLL inclusive cross section. Overall good agreement is observed, but a harder $p_T$ spectrum is predicted by the simulation than observed in data with larger discrepancies at high $p_T$. The differential cross section measurement is also compared to predictions from Powheg+Pythia using either the HERAPDF (234) or CT10 (235) PDF set and two different values for the resummation damping factor $h_{\text{damp}}$, $h_{\text{damp}} = m_{\text{top}}$ and $h_{\text{damp}} = \infty$. The best data/MC agreement is observed when using the HERAPDF set and $h_{\text{damp}} = m_{\text{top}}$. For each of the settings, the trend of a harder $p_T$ spectrum in simulation compared to data persists.

A similar measurement by the CMS Collaboration based on 8 TeV data (236) uses the CMSTT algorithm to reconstruct boosted top quarks. The unfolded results are in agreement with the ATLAS measurement and show a similar trend between data and simulation, as shown in figure 43.

These measurements extend up to a top quark $p_T$ of 1.2 TeV, allowing for higher precision thanks to the usage of jet substructure techniques. The largest uncertainties at the highest values of $p_T$ in ATLAS and CMS come from the large-$R$ jet energy scale and the extrapolation of the $b$-jet calibration to high $p_T$.

The parton-level differential cross section in top quark $p_T$ has also been measured in the all-hadronic final state by the CMS Collaboration using 8 TeV data (237). This measurement relies on pruned jets with an $N$-subjettiness and subjet-$b$ tagging requirement to suppress the huge
amount of background from QCD dijet production. The cross section is determined from a maximum likelihood fit to the jet mass distributions for signal-enriched and signal-depleted regions. This allows for a simultaneous extraction of the $tt'$ cross section and the QCD background. The measurement is in agreement with the results from the lepton+jets final states, but has somewhat larger statistical uncertainties of up to about 40% in the highest $p_T$ bin with $0.8 < p_T < 1.2$ TeV.

The increased $\sqrt{s}$ at Run 2 of the LHC offers the possibility for more precise differential $tt'$ cross section measurements in the highly-boosted regime. The $tt'$ production cross section increased by more than a factor of ten for top quark $p_T > 400$ GeV when going from $\sqrt{s} = 8$ TeV to 13 TeV.

A first measurement based on 3.2 fb$^{-1}$ of 13 TeV data in the lepton+jets channel has been performed by ATLAS (232). The measurement extends to $p_T$ of 1.5 TeV and a similar trend as at 8 TeV is observed between the data and the simulation at high $p_T$. A newer measurement of the $tt'$ differential cross section in the all-hadronic channel is performed by the ATLAS Collaboration with 36.1 fb$^{-1}$ of 13 TeV data (238). The measurement uses trimmed anti-$k_T$ $R = 1.0$ jets with $R_{\text{sub}} = 0.2$ and $f_{\text{cut}} = 0.05$. To obtain a flat signal efficiency of 50% and a quark/gluon rejection of approximately 17 (10) for $p_T = 500$ (1000) GeV, $p_T$ dependent criteria are applied on the jet mass and $\tau_{32}$. Furthermore, the two top-tagged large-$R$ jets are required to have a $b$ tagged small-$R$ jet within $\Delta R < 1.0$. The event selection results in a signal-to-background ratio of approximately 3:1. The measured fiducial phase-space cross section is $\sigma = 292 \pm 7$ (stat) $\pm 76$ (sys) fb compared to the Powheg+Pythia8 prediction of $384 \pm 36$ fb at NNLO+NNLL. The measured normalized differential cross section as a function of the top jet $p_T$ and rapidity is in good agreement with the different MC predictions. Larger discrepancies are observed for the $p_T$ of the $tt'$ system as shown in figure 44. The measurement is dominated by the systematic uncertainties on the jet energy, mass and substructure scale of the large-$R$ jets, alternative parton shower model and the uncertainties on the $b$ jet identification.

2. \textit{W/Z/H Cross Sections}

The cross section of boosted $W$ and $Z$ boson production was measured by ATLAS in 4.6 fb$^{-1}$ of 7 TeV pp collisions (99). The hadronically decaying $W$ and $Z$ bosons are reconstructed as one ungroomed anti-$k_T$ $R = 0.6$ jet with $p_T > 320$ GeV, $|\eta| < 1.9$ and masses ranging between 50 and 140 GeV. The $W$ and $Z$ signal is enhanced over the dominating QCD background by constructing a likelihood discriminant from three substructure variables; thrust minor (19, 20), sphericity (18) and aplanarity (18), resulting in a signal efficiency of 56% and a background rejection of 89%. The jet mass distribution after subtracting the expected background from $tt$ events is shown in figure 45. A binned maximum likelihood fit to the jet mass distribution is used to extract the $W/Z$ jet signal yield and to calculate the inclusive cross section. Only the combined $W + Z$ cross section measurement is performed in this analysis due to the limited jet mass resolution. The combined $W + Z$ cross section is measured to be $\sigma_{W + Z} = 8.5 \pm 0.8$ (stat.) $\pm 1.5$ (syst.) pb and is in agreement with the Standard Model prediction of $\sigma_{W + Z} = 5.1 \pm 0.5$ pb within 2 standard deviations.
The dominating systematic uncertainties are the jet mass resolution and the choice of the QCD background PDF. The signal significance was furthermore studied when using groomed jets instead of ungroomed jets. Without an optimization of the analysis for groomed jets, similar significances were observed for groomed and ungroomed jets as expected due to the low number of pile-up vertices in the 7 TeV dataset.

As discussed in section VI.D the SM Higgs boson decays with approximately 58% into $b\bar{b}$. However the $H \to b\bar{b}$ decay in the resolved channel can only be studied in associated production with either a vector boson ($W/Z$) \cite{239; 240}, top quarks, or via the vector-boson-fusion production mechanism due to the overwhelming multijet background. To search for $H \to b\bar{b}$ in the gluon-fusion production mode with an additional high-$p_T$ jet, jet substructure techniques can be employed to suppress the enormous multijet background. The CMS Collaboration performed a search for the SM Higgs boson using a dijet topology with 35.9 fb$^{-1}$ of 13 TeV $pp$ collisions \cite{241}. The analysis uses anti-$k_T$ $R = 0.8$ jets corrected with the PUPPI algorithm to reduce the effects from pile-up, and modified with the soft drop algorithm ($\beta = 0$, $z_{\text{cut}} = 0.1$) to mitigate the effects from the underlying event and soft/wide-angle radiation. At least one large-$R$ jet with $p_T > 450$ GeV and $|\eta| < 2.5$ is required. To distinguish the two prong structure of a jet containing the full $H \to b\bar{b}$ decay from quark- or gluon-initiated jets, the $N_3^2$ variable, calculated from the generalized energy correlation functions, is exploited. To ensure a flat QCD background rejection of 26% over the considered mass and $p_T$ range, a decorrelation procedure \cite{167} is applied to $N_3^2$. The multijet background is further suppressed by utilizing the double-$b$ tagger. The $W/Z$+jets background is estimated from MC simulation and the shape of the multijet background is determined in a validation region in data with lower values of the double-$b$ tagger discriminator. The soft drop mass distribution of the leading jet is shown in figure 46 with a clear resonant structure at the mass of the $W$ and $Z$ boson. The SM background processes and the potential signal from SM $H \to b\bar{b}$ production are estimated simultaneously. The observed (expected) significance for the $H \to b\bar{b}$ process is $1.5(0.7)\sigma$. The measured cross section for the $Z$+jets process is $0.85 \pm 0.16$ (stat.) $^{+1.0}_{-0.3}$ (syst.) pb which is in agreement with the SM prediction of 1.09$\pm$0.11 pb. This is the first observation of $Z \to b\bar{b}$ in the single jet topology.

The ATLAS Collaboration also measured the high $p_T$ $Z \to b\bar{b}$ cross section using two nearby $b$ tagged anti-$k_T$ $R = 0.4$ jets (instead of one large-radius jet) in 19.5 fb$^{-1}$ of 8 TeV $pp$ collisions \cite{242}. The measured fiducial cross section was determined to be $\sigma_{Z \to b\bar{b}} = 2.02 \pm 0.33$ pb which is in excellent agreement with the next-to-leading-order theoretical predictions.

**FIG. 45** Binned maximum likelihood fit to the jet mass distribution in data for selected $W/Z$ events reconstructed as one single ungroomed anti-$k_T$ $R = 0.6$ jet. Taken from ref. \cite{99}.

**FIG. 46** Soft drop jet mass $m_{3D}$ of anti-$k_T$ $R = 0.8$ jets in data and for the dominating background processes; multijet production and $W/Z$+jets events. Jets are required to pass criteria on $N_3^2$ and to be identified as double-$b$ jets by the double-$b$ tagger introduced in section VI.D. Taken from Ref. \cite{241}.

**VIII. SEARCHES FOR NEW PHYSICS**

Jet substructure methods have been successfully applied in a large variety of searches for physics beyond the SM. The respective exclusion limits are substantially improved through the application of these methods. In...
some cases the decay signature of heavy BSM particles would not be accessible without the application of jet substructure methods.

As the number of such BSM searches is very large, only a small subset of the published results can be discussed here. The following sections give an overview of a selection of searches for $t\bar{t}$ resonances (186; 243; 244; 245; 246; 247; 248), diboson resonances (115; 161; 162; 163; 164; 165; 249; 250; 251; 252; 253; 254; 255; 256; 257; 258; 259; 260; 261; 262; 263; 264), vector-like quarks (265; 266; 267; 268; 269; 270; 271; 272; 273; 274; 275; 276; 277; 278; 279; 280) and leptophobic $Z'$ (160; 281). Further searches using jet substructure techniques can be found in Refs. (102; 145; 182; 187; 282; 283; 284; 285; 286; 287; 288; 289; 290; 291; 292; 293; 294; 295; 296; 297; 298; 299; 300; 301; 302; 303; 304; 305; 306; 307).

A. Diboson Resonances

Several new physics models predict resonances coupling strongly to vector bosons to play a role in the cancellation of large corrections to the Higgs mass. These models include extensions of the SM Higgs doublet, where the simplest realizations are two-Higgs-doublet models (308) with heavy, neutral Higgs bosons, which can have large branching fractions to top quarks and $W/Z/H$ bosons. Alternatives are composite Higgs models (309; 310; 311; 312; 313; 314; 315; 316) or Randall-Sundrum Kaluza-Klein models (317; 318; 319; 320).

Searches for new resonances generally focus at high masses with $m > 1$ TeV such that the SM bosons receive high Lorentz boosts. In more than 60% of the cases, $W/Z/H$ bosons decay into a quark anti-quark pair, which makes the reconstruction of such decays with jet substructure techniques an essential ingredient for these searches. In the following, the analysis strategies and results from CMS and ATLAS using $pp$ collision data with $\sqrt{s} = 13$ TeV are discussed.

The searches for diboson resonances are performed in semi-leptonic (257; 262) and fully hadronic final states (115; 163; 164; 165). As the methods of jet substructure analyses exhibit their full strength in hadronic final states, the following discussion gives a summary and comparison of the ATLAS and CMS results in the search for $W/Z$ resonances in hadronic final states only.

In an analysis performed by the CMS Collaboration (115) events with two anti-$k_T$ jets with $R = 0.8$, corrected with the PUPPI algorithm, and $65 < n_{\text{had}} < 105$ GeV are selected. The jet is considered to be a $W$ boson candidate if the mass is in the range $65$–$85$ GeV, while it is a $Z$ boson candidate if the mass is in the range $85$–$105$ GeV. This leads to the three signal categories $W W$, $Z Z$ and $W Z$. The jets are further categorized according to $\tau_{21}$ into high purity (HP, $\tau_{21} < 0.35$) and low purity (LP, $0.35 < \tau_{21} < 0.75$). Events are always required to have one HP $V$ jet, and are divided into HP and LP events, depending on whether the other $V$ jet is of high or low purity. To further suppress the large QCD multijet background a requirement on the dijet kinematics $|\eta_1 - \eta_2| < 1.3$ is applied.

A similar analysis has been performed by the ATLAS Collaboration (165). In this analysis events are required to have at least two large-$R$ jets with $p_T > 200$ GeV in the pseudo-rapidity range $|\eta| < 2.0$. These jets are reconstructed with the anti-$k_T$ algorithm with a radius parameter $R = 1.0$. The trimming algorithm is applied using $k_T$ subjets with $R = 0.2$. The rapidity separation between the two leading jets has to satisfy $|\Delta y_{12}| < 1.2$.

The large-$R$ jet mass is computed from the Combined Mass (see section V.B), and is required to be within a window of the expected $W$ or $Z$ mass value. The window width varies from 22 to 40 GeV depending on the jet $p_T$. In addition, the $D_2^{\text{jet}}$ variable is used to select jets with a two-prong structure.

Similar as in the CMS analysis, the background is estimated by fitting the dijet invariant mass distribution with the parametric form $\frac{dN}{dx} = p_1 (1 - x)^{2 + 3G_1 x + 5G_2 x^2}$, where
The models of new physics mentioned in the previous section also predict resonances decaying to pairs of top quarks. An example for an alternative model is the topcolor model which contains a $Z'$ boson (321), with exclusive decays to top quarks.

In case of boosted $W$ bosons, different reconstruction methods have to be used to benefit from the presence of $b$ quarks in $H \to bb$ decays (see section VI.D). Results have been published on the search for $W\gamma$ diboson events (244; 248) as well as for $WH$ final states (259; 260; 264).

B. $t\bar{t}$ Resonances

The variable isolation cone that changes as a function of the transverse momentum ($p_T$). Interestingly, studies performed in CMS for $13$ TeV show that the CMS implementation of such a variable isolation criterion is not as powerful as the selection based on $\Delta R(\text{lepton}, \text{jet})$ and $p_T^{\text{rel}}$ (324).

To reconstruct the boosted hadronic top decay, the presence of a single high-momentum, large-$R$, top-tagged jet is required. In CMS, cuts are applied to reduce the contribution from semi-leptonic $W$ boson decays. The CMS Collaboration follows different strategies for this purpose. In CMS (244; 248), the lepton must have a large angular separation from the associated $b$ jet candidate of $\Delta R(\text{lepton}, \text{jet}) > 0.5$ or it must have a transverse momentum relative to the jet axis $p_T^{\text{rel}}$ above $25 \text{ GeV}$. This requirement removes background contributions from semi-leptonic $B$ hadron decays. In ATLAS (186; 322), the lepton isolation is achieved by a variable isolation cone that changes as a function of the transverse momentum ($p_T$). Interestingly, studies performed in CMS for $13$ TeV show that the CMS implementation of such a variable isolation criterion is not as powerful as the selection based on $\Delta R(\text{lepton}, \text{jet})$ and $p_T^{\text{rel}}$ (324).

To reconstruct the boosted hadronic top decay, the presence of a single high-momentum, large-$R$, top-tagged jet is required. In CMS (ATLAS) the large-$R$ jet is reconstructed with the CA (anti-$k_T$) algorithm with a size parameter of $R = 0.8$ (1.0). The selection requirement on the transverse momentum is $p_T > 400(300) \text{ GeV}$. ATLAS applies trimming to the large-$R$ jets with the parameters $f_{\text{cut}} = 0.05$ and $R_{\text{sub}} = 0.3$ and the jets are required to have a mass $m_{\text{jet}} > 100 \text{ GeV}$. The strategy followed by CMS is to apply the CMSBoost algorithm (as defined in section VI.C), where the mass of the jet has to satisfy $140 < m_{\text{jet}} < 250 \text{ GeV}$. In addition, the $N$-subjettiness ratio $\tau_3$ must be smaller than 0.7.

The variable of interest is the invariant mass $m_{t\bar{t}}$ of the $t\bar{t}$ system. It is reconstructed from the top-tagged large-$R$ jet, a $b$ tagged small-$R$ jet as well as the lepton and the missing energy. Once the top-pair system is reconstructed, events are further divided into categories based on the lepton flavor and the number of $b$-tagged and top-tagged jets. This gives several analysis categories with different background compositions: the top-tagged and $b$-tagged events are dominated by the SM $t\bar{t}$ background, while events without top tags and $b$ tags are mostly composed of $W$+jets events.

Similar methods are applied in case both $W$ bosons decay hadronically (244). To access the region with jets of lower momenta with $200 < p_T < 400 \text{ GeV}$ a dedicated algorithm with a larger jet size parameter of $R = 1.5$ (CA15 jets) is applied. The larger jet size extends the analysis coverage to the case of intermediate or smaller Lorentz boosts. These low-$p_T$ jets are required to be identified by the HEPTopTagger algorithm (as described in section VI.C). This approach improves the sensitivity for smaller masses of the hypothetical $t\bar{t}$ resonance.

Even with the requirement of two top-tagged jets, the event sample is dominated by QCD dijet events. This background is estimated using a data-driven technique, where an anti-tag and probe method is used. The $\tau_3$ requirement is reversed on one jet to select a sample dominated by QCD events. The opposite jet is then used to measure the misidentification rate for the top-tagging requirements. The measured misidentification rate ranges from 5 to 10%, depending on the jet momentum. $\tau_3$ and the $b$ tagging requirements applied. This differential rate is used in a sample of single top-tagged events to predict the double top-tagged event contribution from QCD processes in each individual event category. Closure tests performed in data and simulation are performed to validate the background estimation for each of the signal regions.
No significant excess above the predicted background is observed in the measured $t\bar{t}$ invariant mass spectrum. Figure 49 shows the $m_{t\bar{t}}$ spectrum in the analysis category with the highest $S/B$ fraction.

Depending on the model, narrow $t\bar{t}$ resonances are excluded for masses less than approximately 4 TeV. The exclusion limits are weaker for scenarios with large width of the resonance.

C. Vector-like Quarks

Vector-like quarks (VLQs) are predicted by a variety of theories introducing a mechanism that stabilizes the mass of the Higgs particle. Such theories include little Higgs models (325; 326), models with extra dimensions (327; 328), and composite Higgs models (327; 328; 329). As VLQs are expected to have large masses and have top quarks and vector-bosons as decay products, jet substructure analyses have been applied in many searches for VLQs.

The first search for VLQs in the all-hadronic final state (266) targeted the $T \rightarrow tH$ decay mode. The CA algorithm with a large size parameter of $R = 1.5$ was applied to cluster top quarks and Higgs bosons in single large jets. To identify the origin of the large CA jets a top tagging algorithm (HEPTopTagger) and a Higgs tagging algorithm based on subjet-$b$ tagging (see section VI.D) are used. This was the first time these two algorithms have been applied in a data analysis by the CMS Collaboration. Two subjets must be $b$ tagged and their invariant mass must be greater than 60 GeV to fulfill the Higgs tagging requirement. The multiplicity of these Higgs tags is shown in figure 50 which demonstrates that both the QCD multijet and the $t\bar{t}$ backgrounds can be suppressed by several orders of magnitudes.

The first search for VLQs using jet substructure methods was an inclusive search for pair-produced $T$ quarks (265). As VLQs may have many decay modes ($T \rightarrow bW$, $T \rightarrow tZ$, $T \rightarrow tH$, $B \rightarrow tW$, $B \rightarrow bZ$, $B \rightarrow bH$), a large variety of final states needs to be explored. For this reason, an inclusive search has been performed without the attempt to reconstruct a specific decay chain. The CA algorithm was used with a distance parameter $R = 0.8$ (CA8 jets). Boosted $W$ jets are identified based on the mass of the CA8 jet while boosted top jets are identified with the CMSTT, described in section VIII.B.
is investigated ($T/Y \rightarrow bW$). As the $W$ boson is assumed to decay leptonically, no boosted hadronic $W$ or top quark decays are present. Therefore, the analysis uses a veto on the presence of massive ($m > 70\text{ GeV}$), trimmed large-$R$ anti-$k_T$ jets with $R = 1.0$, to suppress the dominant $t\bar{t}$ background.

Today, jet substructure methods are widely employed in almost all VLQ searches published by the LHC Collaborations, see e.g. Refs. (269; 270; 271; 272; 273; 274; 279). The excluded VLQ masses are exceeding 1 TeV for all branching fractions, thanks to jet substructure techniques.

D. Leptophobic $Z'$

Besides resonances coupling to heavy SM particles, there exist predictions for resonances that couple to quarks and gluons (331; 332; 333; 334), including simplified Dark Matter (DM) models in which resonances couple only to quarks and DM particles (335; 336; 337). When the new particle (such as a $Z'$) is sufficiently light ($m_{Z'} \ll 1\text{ TeV}$), it can be boosted when produced in association with initial-state radiation and thus entirely captured by a single large-radius jet (160; 281). Searching in this mode can significantly extend the sensitivity of the existing search program, where resolved low-mass resonance searches typically degrade due to high trigger thresholds and the enormous QCD multijet background.

Both ATLAS and CMS have used this strategy to look for boosted $Z'$ jets. Jets in the CMS analysis are reconstructed with the anti-$k_T$ algorithm with $R = 0.8$ and corrected for effects from pile-up and the underlying event with PUPPI and the soft drop algorithm ($\beta = 0$, $z_{\text{cut}} = 0.1$) whereas anti-$k_T$ $R = 1.0$ jets, trimmed with $R_{\text{sub}} = 0.2$ and $f_{\text{cut}} = 5\%$ are used in ATLAS. To suppress the dominating QCD multijet background, CMS applies criteria on $N_2^1$ (120) and ATLAS chooses $\tau_{21}$ as discriminator. To avoid distortions of the jet mass spectrum due to large correlation between the jet mass and substructure variables, a decorrelation with the DDT method is applied. Data-driven techniques are used to determine the dominating background from QCD multijet production. Subdominant processes such as $W/Z + \text{jets}$ events are estimated from MC simulation. The jet mass distributions of the large-$R$ jet is shown in figure 51 and 52 for the CMS and ATLAS analyses, respectively. No evidence for a resonant structure on top of the SM background is observed.

IX. CONCLUSIONS

Jet substructure is the term used to describe the calculations, algorithms, and analysis techniques developed over the last decade and reviewed in this article. These methods are used to exploit the details of hadronic activity detectable by modern particle detectors such as ATLAS and CMS, and precision Standard Model measurements and searches for physics beyond the Standard Model at both these experiments increasingly rely on one or more of the tools developed by the jet substructure community. With increasingly sophisticated hardware and software capabilities, jet substructure techniques of
the future will grow in complexity and utility, further empowering the exploration of the subnuclear properties of nature.
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