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Abstract 
	  

X-ray Free-electron Lasers (X-ray FELs) give us for the first time the possibility to explore 
structures and dynamical processes of atomic and molecular systems at the Ångstrom-femtosecond 
space and time scales. They generate coherent photon pulses with time duration of a few to 100 
femtosecond, peak power of 10 to 100 GW, over a wavelength range extending from about 100 nm 
to less than 1 Å. Using these novel and unique capabilities new scientific results are being 
obtained in atomic and molecular sciences, in areas of physics, chemistry and biology. In this 
paper we review the physical principles, the theoretical models and the numerical codes on which 
X-ray FELs are based, starting from a single electron spontaneous undulator radiation to the FEL 
collective instability of a high density electron beam, strongly enhancing the electromagnetic 
radiation field intensity and its coherence properties. We present also a short review of the main 
experimental properties of X-ray FELs, and discuss the results of the most recent research to 
improve their longitudinal coherence properties, increase the peak power and generate multicolor 
spectra. 
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Introduction 
 

Following the initial development of lasers in the infrared and visible spectral region in the 
1960s (Bertolotti, 2005; Zinth, Laubereau and Kaiser, 2011), there has been a continued effort to 
extend the generation of coherent electromagnetic radiation to shorter and shorter wavelengths, 
with the ultimate goal of reaching the X-ray region. However the conventional atom-based 
population inversion approach cannot be easily extended to X-rays because of the very short 
lifetime of excited atom-core quantum energy levels. In addition a larger energy is required to 
excite electrons in the inner core levels. George Chapline and Lowell Wood (Chapline and Wood, 
1975), of the Lawrence Livermore National Laboratory, estimated that the radiative lifetime of an 

X-ray laser transition would be about 1 fs times the square of the wavelength in Ångstroms. 
Satisfying these conditions to obtain population inversion requires a very large amount of pumping 
power. 

Building low loss optical cavities for X-ray laser oscillators is also difficult, in fact beyond the 
present state of the art. This led Livermore scientists to propose the use of a nuclear weapon to 
drive an X-ray laser. They tried the scheme in the Dauphin experiment, apparently with success, in 
1980. The idea was part of the Star Wars Defense Initiative: generate an X-ray beam in space to 
kill incoming missiles by exploding an atomic bomb. When Star War was terminated this program 
ended (Hecht, 2008). 

The development of high peak power, short pulse, visible light lasers made possible another 
approach: pumping cylindrical plasmas, in some cases also confining the plasma with magnetic 
fields. These experiments led to X-ray lasing around 18 nm with gain of about 100 in 1985 at 
Livermore and Princeton (Matthews et al., 1985; Suckewer et al., 1985).  More work has been 
done from that time and lasing has been demonstrated at several wavelengths in the soft X-ray 
region, however with limited peak power and tunability. A review of the most recent work and 
developments with this approach is given in (Suckewer and Jaeglé, 2009).  

An alternative to atomic transition with population inversion X-ray lasers is the Self Amplified 
Spontaneous Emission (SASE) X-ray free-electron laser (X-ray FEL) (Kondradenko and Saldin, 
1980; Bonifacio, Pellegrini and Narducci, 1984; Murphy and Pellegrini, 1985; Pellegrini, 1988). 
Claudio Pellegrini proposed in 1992 to build a SASE X-ray FEL in the wavelength range 0.1 to 4 
nm (Pellegrini 1992; Pellegrini 2012) using one third of the 40 GeV, two miles long, linear 
accelerator of the SLAC National Accelerator Laboratory (Neal, et al., 1967). The proposal is 
based on the emission of radiation from relativistic electron beams in a periodically alternating 
magnetic field: an undulator magnet. It has been shown (Friedman et al., 1988) that an accelerated 
electron beam constitutes an inverted population medium. When the beam traverses a wiggler or a 
slow-wave structure it radiates electromagnetic waves and the radiative transitions in the FEL can 
be described in terms of conventional laser physics. However in the case of interest to us the SASE 
X-ray FEL operates in the classical regime where a large number of photons are emitted before the 
electron energy changes significantly.  

The proposal led to the design and construction, at the SLAC National Accelerator Laboratory, 
of LCLS, that successfully lased at a record short wavelength of l.5 Å in 2009 (Emma et al., 2010). 
Another X-ray FEL, SACLA, has been recently successfully commissioned in Japan (Ishikawa et 
al., 2012). Three more hard X-ray FELs are under construction in Korea (Kim and Yoon, 2009), 
Switzerland (Patterson et al., 2010) and the European Union (Altarelli, et al. eds., 2006). Two soft 
X-ray FELs, FLASH and Fermi (Ackermann et al., 2007; Allaria et al., 2012), are also in operation 
at DESY, in Germany, and Sincrotrone Trieste, in Italy. LCLS is being upgraded to LCLS-II, 
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covering both the soft and hard X-rays regions, from 10 nm to less than 1Å (Galayda, 2014). 
LCLS and SACLA X-ray pulses have very high intensity and brightness. The peak power is 

tens of GW and the pulse duration can vary between a few and about 100 femtosecond. The 
radiation is spatially coherent, nearly diffraction limited. The number of photons in a coherent 
volume of the six-dimensional radiation phase-space is 109 or larger, compared to less than one in 
a conventional synchrotron undulator radiation. The radiation pulse of a SASE FEL is not 
transform limited, the typical relative line width is about 1/1000, larger than the minimum line 
width corresponding to the pulse duration. Much work is being done to improve the longitudinal 
coherence. Recent experimental results demonstrate several schemes to obtain nearly transform 
limited radiation pulses in the hard and soft X-ray regions at LCLS (Amann et al., 2012; Ratner et 
al., 2015), Fermi (Allaria et al., 2012; Allaria et al., 2013a) and the SPARC FEL in Frascati 
(Labat, 2011) in the UV region. Other recent developments have shown how to obtain high power, 
near transform limited multicolor pulses (Allaria et al., 2013b; Marinelli et al., 2015).  

These combined characteristics make the X-ray FEL a unique tool to explore atomic and 
molecular science at the length and time scale, 1 Å and 1fs, characterizing these phenomena, 
obtaining information on structures and dynamical processes not accessible until now. A review of 
the scientific results obtained in the broad fields of application of LCLS -physics, chemistry, 
biology and material sciences- during its first 5 years of operations is published concurrently in 
this edition of Review of Modern Physics (Bostedt et al., 2015). 

 The continued development of X-ray FELs, now being pursued in many laboratories, is 
following lines analogous to those of conventional lasers. The resulting advances will make X-ray 
FELs even more “spectrally bright” and flexible, and will make it the X-ray source of choice, 
probably the only source, for use in even more challenging experiments on imaging of non-
periodic structures, non linear science, dynamical processes at femtosecond, and even attosecond, 
scale. 

Free-electron lasers combine the physics and technology of particle accelerators and lasers to 
generate electromagnetic radiation with very high brightness, larger than any other existing source. 
John Madey (Madey, 1971) introduced the initial FEL concept in 1971. An FEL consists basically 
of an electron accelerator and an undulator magnet, as shown in FIG. 1. Optical elements and input 
electromagnetic waves to be amplified may be added, as we will see later. Many types of 
accelerators have been and are used to produce the electron beams: microtrons, electron storage 
rings, electrostatic accelerators, room temperature and superconducting radio frequency linear 
accelerator. They cover an energy range from a few MeV to about 20 GeV. Electron linear 
accelerators (linacs), at room temperature or superconducting, with an energy from about 1 to 15 
GeV are being used for X-ray FELs. 

The undulators are mainly of two types (Elleaume, 1990). One is a helical undulator, with 
a periodic transverse helical magnetic field produced on the axis of a double-helix-
wound bifilar magnet with equal and opposite currents in each helix (Kincaid, 1997). 
The electron trajectory is also a helix around the system axis. The other is a planar 
undulator (Motz, 1951), produced by alternating dipole magnets, with the field changing in a plane 
like a sinusoid of period λU  -usually a few centimeters- and amplitude B0 , typically about 1 
Tesla.  In this field the electron moves along a sinusoidal, oscillating trajectory in a plane 
perpendicular to the magnetic field direction. In both cases the electron emits a wave train 
with a number of periods equal to the number of undulator periods, NU . The radiation 
wavelength is equal to the undulator period reduced by a relativistic contraction factor, 
proportional to the square of the electron energy. This quadratic dependence makes it easy to 
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change the wavelength from the centimeter or millimeter range for electrons with energy of a 
few MeV, to about 1Å   for energy of about 10 GeV or larger. 

 

 
FIG. 1. Schematic representation of a free-electron laser. 

 
Madey and coworkers successfully built in the 1970s the first two FELs, operating at infrared 

wavelengths. The first (Deacon et al., 1977), shown in FIG. 2, ampl i f ied  the  radia t ion  f rom a  
CO 2  laser  a t  a  wavelength  of  10 .6µm.  I t  used a 24 MeV electron beam from a 
superconducting linear accelerator at Stanford, with current of 5 to 70 mA.  The undulator was of 
the helical type obtained with a superconducting, right-hand double helix, a period of 3.2 cm and a 
length of 5.2 m. The single pass gain was as large as 7%. 

The second experiment (Elias et al., 1976) was an FEL oscillator, operating at a wavelength of 
3.4 µm , beam energy of 43 MeV, the same helical undulator and an optical cavity 12.7 m long, as 
shown in FIG. 3. The cavity length is chosen so that the back and forth travel time of the light 
pulse in the cavity is equal to the time separation between electron bunches from the linac. The 
oscillator starts from the spontaneous radiation generated initially by the electron beam. 

 
The theoretical framework for this work was Madey’s low gain theory (Madey, 1971), using 

quantum theory to describe the FEL process as stimulated bremsstrahlung in a periodic magnetic 
field. A remarkable result was that, even starting from quantum theory, the final gain did not 
depend on Planck’s constant. The FEL gain is a classical effect.  

The works of Motz (Motz 1953) on undulator radiation, Pantell, Soncini and Puthoff (Pantell, 
Soncini and Puthoff, 1968) on stimulated Compton scattering, Phillips on the Ubitron (Phillips, 
1960), are a precursor to that of Madey. Palmer (1972), Robinson (Robinson 1985), whose paper 
was published posthumous, and Csonka (Csonka 1978) explored similar ideas. 

 
FIG. 2. Madey’s amplifier experiment. The undulator is a bifilar superconducting 
coil. From Deacon et al., 1977.  
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The experiments by Madey and co-workers stimulated the interest of many scientists, and led 
to the construction of more FELs in the infrared and visible region. However the scaling with 
wavelength of the low signal gain was not favorable for extending the FEL operation to shorter 
wavelengths. 

The next important step was the development of the high gain theory (Kroll and McMullin, 
1978; Sprangle and Smith, 1980; Gover and Sprangle, 1981; Dattoli, Marino, Renieri and 
Romanelli, 1981; Bonifacio, Casagrande and Casati, 1982; Bonifacio, Pellegrini and Narducci, 
1984; Gea-Banacloche, Moore and Scully, 1984; Sprangle, Tang and Roberson, 1985; Jerby and 
Gover, 1985; Kim 1986a; Wang and Yu, 1986; Bonifacio, Casagrande and Pellegrini, 1987) and 
three-dimensional theory (Kondradenko and Saldin, 1980; Moore 1984; Moore 1985; 
Scharlemann, Sessler and Wurtele 1985; Kim1986b; Krinsky and Yu 1987; Yu, Krinsky and 
Gluckstern, 1990)  including diffraction effects.  

In the one-dimensional high gain theory the FEL process can be seen as a collective instability 
of the electron beam-electromagnetic wave system described by a single quantity summarizing the 
electron and undulator characteristics: the FEL parameter (Bonifacio, Pellegrini and Narducci, 
1984). The instability can start from noise at the radiation wavelength in the electron beam 
longitudinal density distribution, taking the beam from a disordered initial state to one with 
electrons organized in micro-bunches separated by one radiation wavelength, a kind of relativistic 
one dimensional electron crystal. This transition, starting from noise, characterizes a SASE FEL. 
While the radiation intensity from an electron beam with a random longitudinal distribution is 
proportional to the electron number, that from an ordered beam, with all electrons emitting in 
phase, can be proportional to the square of the electron number, a very large increase.  

The validity of the SASE FEL theory was initially demonstrated by an experiment in the 
microwave region, at a frequency of about 30 GHz, by a Livermore-Berkeley group (Orzechowski 
et al.1985), and later in two experiments, at infrared wavelength, by a UCLA-Kurchatov group 
(Hogan et al. 1998a) and a UCLA-Los Alamos-Kurchatov group (Hogan et al., 1998b). The last 
experiment, at a wavelength of 12 µm , gave a gain larger than 3×105 , as shown in FIG. 4. Since 
the Bonifacio, Pellegrini and Narducci, 1984, SASE theory of is independent of wavelength, this 
result gave confidence that an X-ray FEL based on this concept is feasible.  

 

 

FIG. 3. Madey’s FEL oscillator configuration. From Elias et al. 1976. 

The scaling laws with wavelength of a high gain SASE FEL are much more favorable that 
those derived from the small signal gain case (Pellegrini, 1988). Starting from noise and 
amplifying to saturation in a single undulator pass eliminates the need for low loss optical cavities 
needed for an oscillator configuration. These elements were the key to successfully design and 
construction of an X-ray FEL. A much more detailed discussion of how LCLS, the first Ångstrom 
wavelength X-ray FEL, successfully reached a fully operational status in 2009, from the first 
initial proposal (Pellegrini, 1992), is given in Pellegrini, 2012. 
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FIG. 4. Average FEL output energy, in nJ, as a function of electron beam peak current, 
compared with Ginger simulations for the UCLA-Los Alamos-Kurchatov FEL. The strong 
nonlinear dependence is in good agreement with SASE FEL theory. From Hogan et al., 1998b. 

 
In our discussion of FEL physical properties and theoretical models we proceed in a series of 

steps, each using some approximations. Some of these approximations are removed later in the 
paper or in the simulation codes, in other cases we maintain that they are justified and have a 
negligible effect on the final results. Most of our work is based on a classical description of the 
FEL. We will discuss the limits of this approximation, when it fails, and refer to other papers on 
this subject. 

The first step, in section I, is to evaluate the electron trajectories in undulator magnets and 
evaluate the spontaneous radiation emitted by one or many electrons traversing an undulator. In 
section II we derive the FEL equations describing the interaction between the electron beam and 
the electromagnetic radiation field. In section III we discuss a simple physical picture of the FEL 
interaction and write the FEL equations in a universally scaled form depending only on one 
quantity, the FEL parameter. In this model all FEL main characteristics, like gain length and 
saturation power, are described by a single parameter, a function of the electron beam energy, its 
density and of the undulator magnet period and magnetic field. This form of the theory is useful 
because its validity can be proved experimentally at any wavelength. In section IV we develop the 
1-dimensional theory of the FEL in the small gain and high gain regimes, and obtain the properties 
of a SASE FEL. In section V we consider three-dimensional and diffraction effects and discuss the 
radiation eigenmodes.  

In section VI we discuss high efficiency FELs using longitudinally varying undulator magnetic 
field strength, a tapered undulator.  In section VII we consider methods to seed the FELs, 
improving its longitudinal coherence properties respect to a SASE FEL. Numerical codes 
developed to simulate FELs, in a SASE, seeded or high efficiency configuration, are discussed in 
Section VIII. These codes have been very important to design X-ray FELs and to analyze 
experimental results, including a realistic description of the electron beam phase space distribution 
and system errors. 

In section IX we give a short review of the present status and main physical properties -
wavelength range, pulse intensity, duration, transverse and longitudinal coherence- of high gain, 
X-ray FELs, in operation and under construction. We also discuss some recent work to improve 
and control the temporal coherence and generate multicolor spectra. 
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I. Undulator magnets and spontaneous undulator radiation: Intensity, angular and 
frequency distributionEquation Section 1 

 
The fundamental FEL process is the generation of electromagnetic waves by a relativistic 

electron moving in a periodic magnetic field, called undulator radiation. We consider it here in the 
classical limit, neglecting quantum and recoil effects. After a general review of the spectral and 
angular properties of the radiation we evaluate the trajectories of electrons in undulator magnets. 
From these we derive the expressions for the intensity, angular and spectral properties for the 
radiation emitted by one electron and generalize the results to the case of many electrons. When 
discussing electron trajectories we also introduce some important quantities characterizing electron 
beams and their statistical phase space distribution function. 

1. Lienard-Wiechert fields, total radiated power, frequency and angular distribution 
 

In the classical limit our system is described by Maxwell equations for the electromagnetic 
field and Lorentz equation for the electron motion. In this section, we summarize the equations 
describing the electromagnetic field generated by a moving charge. Here and in rest of the paper 
we use Gaussian units. 

The electromagnetic field generated by one electron of charge e , position    
!re(t)  and velocity

   c
!
βe(t) , where c is the light velocity, in an inertial reference frame, is described by the Lienard-

Wiechert scalar and vector potentials, (Jackson, 1998a)  
 

 
   

Φ(!r ,t) = e / (R −
!
βe ⋅
!
R),

!
A(!r ,t) = e

!
βe / (R −

!
βe ⋅
!
R),

  (I.1) 

 
where the position and velocity vectors are evaluated at the retarded time  ′t  ,   is the vector from the 
electron position at time to that of the observer at time , as shown in FIG. 5. The observer and 
retarded times are related by  
 
    

!
R( ′t ) = !r − !re( ′t ) ,  (I.2) 

 
   ′t = t − R( ′t ) / c .  (I.3) 
 

The electric field at the observer position and time is obtained from the potentials and is given  
by (Jackson 1998b) 

 

 
   

!
E(!r ,t) =

e( !n −
!
βe )

γ 2R2(1− !n ⋅
!
βe )3 +

e!n × [( !n −
!
βe )×

!"βe]
cR(1− !n ⋅

!
βe )3   (I.4) 

 
where  

!n =
!
R / R  and the electron position, velocity and acceleration are evaluated again at the retarded 

time. 
 

  
!
R

′t t
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FIG. 5. The electron moves on the trajectory  P ′P , the observer is at point D and 
measures, at time t , the fields generated by the electron at time ′t . The point O is 
the origin of the reference frame. 

  
The magnetic field is given by 
 
    

!
B(!r ,t) = !n ×

!
E(!r ,t)   (I.5) 

 
The first term in (I.4) is the velocity field, giving the Coulomb field in the limit of velocities smaller than 
the light velocity, βe <<1. The second term is the radiation term, proportional to the acceleration, and 
orthogonal to  

!
R and 

!
B . 

The total power and the angular and frequency distributions of the electromagnetic fields 
generated by the moving charge are evaluated from (I.4), (I.5). The results are conveniently 
expressed using the velocity and acceleration evaluated at the particle time. The total energy loss 
is given by the Larmor-Lienard formula (Jackson, 1998c) 

 

 
   
P =

2re

3c
mc2γ 6[ !β 2 − (

"
β ×
"!β )2] ,  (I.6) 

 
where we eliminated the sub-script e from the electron velocity and acceleration,   re = 2.82×10−15 m  is the 

classical electron radius,   mc2 = 5.11×105eV  the electron rest energy, γ  the electron energy in rest 
energy units. 

The far field power radiated per unit solid angle, in terms of the observer time, is (Ellaume, 
1983; Jackson, 1998d) 

 

 
   

dP
dΩ

= e2

4πc

!n × [( !n −
!
β )×

!"β]
2

(1− !n ⋅
!
β )5

. (I.7) 
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For highly relativistic particles,  γ >>1 , the power angular distribution depends strongly on the emission 
direction respect to the particle velocity. When observing along the velocity direction the denominator is 
very small,  1− β = 1/ (1+ β )γ 2 . If θ  is the angle between the direction of observation and the particle 
velocity the denominator can be approximated, for small angles, as    1−

!n ⋅
!
β = 1− β cosθ ≈ (1+ γ 2θ 2 ) / 2γ 2  

and the radiation is mostly in a cone of aperture θ ≈1/γ . 
The intensity angular-frequency distribution is given by (Jackson, 1998e) 
 

 

   

dI
dωdΩ

= e2ω 2

4π 2c
!n × ( !n ×

!
β )eiω (t− !n⋅!r (t )/c) dt

−∞

∞

∫  
2

≡ e2ω 2

4π 2c
!

M (ω )
2
.

 (I.8) 

 
The vector  


M (ω )  depends on the observation direction and on the electron trajectory evaluated at the 

particle time. In the last formula the electron acceleration does not appear explicitly, and the integration is 
extended over all times. If the acceleration is non zero only over a finite interval of time, say from   t = 0  to 
 t = T , one has to add and subtract the integrals over the time when the velocity is constant, removing any 
ambiguity by inserting a convergence factor   exp(−ε t )  and taking the limit  ε → 0  after evaluating the 
integral. 
 

2. Magnetic fields in helical and planar undulators   
 

The two most common types of periodic undulator magnets are helical and planar undulators 
with constant period and peak magnetic field along the axis (Elleaume, 1990). Electrons moving in 
a helical undulator produce circularly polarized radiation, while for planar undulator the radiation 
is plane polarized in the plane of the electron oscillations. Undulators that can vary from a helical 
to a planar configuration have also been built (Sasaki, Miyata and Takada, 2002) and are used at 
synchrotron radiation sources and FELs. Other undulators that have been studied and used are 
tapered field undulators (Kroll, Morton and Rosenbluth, 1979), with variable field and/or period 
along the axis, magnetic field transverse gradient undulators (Smith et al., 1979), and a 
combination of undulators, as for instance in the case of the optical klystron (Vinokurov and 
Skrinsky, 1982).  In this section we discuss electron trajectories and radiation properties for the 
helical and planar cases. 

The simplest way to build a helical, constant period undulator is to use two helical coils with 
equal and opposite currents. Permanent magnets can also be used to generate a helical undulator. 
The helical undulator magnetic field, using cylindrical coordinates x = r cosθ , y = r sinθ , z along 
the undulator axis, is (Kincaid, 1997) 

 
   Br = B0[I0(kU r)+ I2(kU r)]sin(θ − KU z) ,  (I.9) 
 
   Bθ = B0[I0(kU r)− I2(kU r)]cos(θ − KU z) ,  (I.10) 
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   Bz = −2B0I1(kU r)cos(θ − KU z) ,  (I.11) 
 
where  λU  is the undulator period,   kU = 2π / λU  and B0 is the magnetic field on axis. The functions I0,  I2  
are modified Bessel functions. The value of the field on axis depends on the technology used to generate 
the field. For a double helix bifilar magnet with equal and opposite currents one has 
 

 
  
B0 =

4kU I
10

kU aK0(kU a)+ K1(kU a)⎡⎣ ⎤⎦   (I.12) 

 
with the field in Gauss, the current I in A, the radius of the helix a and the undulator period in cm, and 
K0,  K1  modified Bessel functions (Smythe, 1950). 

Near the axis the field can be approximated to lowest order with Io = 1 , I1 = kur / 2 , I2 = 0 , 
giving, in Cartesian coordinates, 

 
  

 

  

Bx = −B0 sin(kU z),

By = B0 cos(kU z),

Bz = −B0kU [xcos(kU z)+ ysin(kU z)].

,  (I.13) 

 
The planar undulator was the first built and used to produce radiation from high-energy electrons by Motz 
(1951), at Stanford University.  It is built with an array of electromagnets or permanent magnets 
alternating North and South poles. The field is given by 
 

 

  

Bx = 0,

By = B0 cosh(kU y)cos(kU z),

Bz = −B0 sinh(kU y)sin(kU z),

  (I.14) 

 
and can be approximated near the axis by 
 

 

  

Bx = 0,

By = B0 cos(kU z),

Bz = −B0kU ysin(kU z).

  (I.15) 

 
The strength of the undulator field increases as one moves off-axis. In the helical case this is true in both 
transverse directions. In the planar case, the field only increases along the main direction of the field, the 
y-direction with our choice of coordinates. As we discuss in the following section this change in field 
when moving off-axis gives a transverse focusing force on the electron beam. However at the high 
electron beam energy of X-ray FEL, a few to 10-20 GeV, this focusing is too weak and the undulator too 
long to transport the beam maintaining a small beam transverse area and avoid losses. For example the 
LCLS undulator is about 120m long. Such a long undulator is built in sections a few meters long, 3.4m 
for LCLS, separated by a section where vacuum pumps, beam and radiation diagnostics, and quadrupole 
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magnets are installed (LCLS Design Study Group, 1998), as shown in FIG. 6.  
 

FIG. 6. LCLS undulator schematic view, showing its various components: undulator sections, 
focusing, F, and defocusing, D, quadrupoles, vacuum pumps and beam position monitors. From 
LCLS Design Study Group, 1998. 

 
The external focusing field generated by the array of focusing, F, and defocusing, D, 

quadrupoles is used to focus the beam through a long undulator and optimize the FEL gain. The 
trajectory of an off axis electron through the quadrupole system is given by (Courant and Snyder, 
1958) 

 

 
x(z) = 2JxβB,x (z) cos(Φx (z)),

y(z) = 2JyβB,y(z) cos(Φy(z)),
  (I.16) 

 
where the two functions βB,x (z),  βB,y(z) , the betatron focusing functions, are periodic with the array 

periodicity,  
LQ  . The quantity 

  
Φx ,y (z) = d ′z / βB,x ,y ( ′z )+φx ,y

z

∫  is the betatron oscillation phase. Jx,y ,  φx,y  

are obtained from the initial displacement and angle respect to the axis and are constants of the motion. 
For equal strength in the D and F quadrupole the external focusing is the same in the horizontal and 
vertical directions.  

For applications to X-ray FELs the quadrupole array is designed to have a small change in the 
oscillation amplitude in the undulator and between the minimum and maximum values of the betatron 
focusing functions. This condition requires a small phase advance per period, and an average beta 
focusing function much larger than the distance separating the quadrupoles, 

  
βx ,y >> LQ . In this case we 

can use the smooth focusing approximation (Rosenzweig, 2003), using for the beta functions its average 
value, assuming constant focusing in both directions, and writing the phases in (I.16) as 

  
Φx ,y = z / βB,x ,y . 

 

3. Electron trajectories in a helical undulator 
 

The electron trajectories and the characteristics of the emitted radiation have been discussed in 
many papers in the 1970s and 1980s. See, for example, Alferov, Bashmakov and Bessonov, 
(1974), Colson (1977a), Murphy and Pellegrini (1990). Neglecting the energy loss due to the 
emission of radiation the energy of an electron moving in an undulator is constant. The effect of 
energy exchange between the electrons and an electromagnetic radiation field will be considered 
later. We consider only the motion near the axis.  
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A system of localized focusing and defocusing quadrupole doublets is added to the undulator 
magnetic field to provide focusing for the electron beam transport through the undulator, as shown 
in FIG. 6. To simplify the treatment we assume that the betatron focusing functions in (I.16) are 
much larger than the undulator period and larger than the separation between quadrupoles. The 
betatron focusing functions can then be considered to be constants, equal to their average value. 
With these assumptions the quadrupole array system is equivalent to a constant focusing channel 
in both transverse directions. Let E = mc2γ  be the electron energy and  

!
β  its velocity measured in 

units of the light velocity, c. The time independent Hamiltonian for a particle moving in the static 
magnetic undulator field is a constant of the motion, equal to the electron energy 

 

 
   
H = c

!
P − e

c
!
A

⎛
⎝⎜

⎞
⎠⎟

2

+ m2c2 = mc2γ ,  (I.17) 

 
where    

!
A,  
!
P  are the vector potential and the canonical momentum. The mechanical momentum is related 

to the canonical momentum and the vector potential by 
 

 
  

!
P − e

c
!
A = mc

!
βγ .  (I.18) 

 
The magnetic field is the sum of two terms, one describing the undulator magnetic field given in (I.13), 
and one describing the focusing force due to the quadrupole array. The undulator vector potential is 
 

  

AU ,x = (B0 / kU ) 1+ kU
2 (x2 + 3y2 ) / 8( )sin(kuz)+ kU

2 (xy / 4)cos(kuz)⎡
⎣

⎤
⎦ ,

AU ,y = −(B0 / kU ) 1+ kU
2 (3x2 + y2 ) / 8( )cos(kuz)+ kU

2 (xy / 4)sin(kuz)⎡
⎣

⎤
⎦ ,

AU ,z = 0.

  (I.19) 

 
Using the approximation of constant focusing, the external force is described by an effective potential  
 
 

  
 AF ,x = 0,  AF ,y = 0,  AF ,z = −GF (x2 − y2 ) / 2,   (I.20) 

 
where the term  GF is the strength of the focusing channel in the transverse direction. 

Neglecting second order terms the transverse equations of motion are 
 

 mγ !!x = −eB0βzcos(kUz)− eβzGFx − eB0kUβy{xcos(kUz)+ ysin(kUz)},   (I.21) 
 

 mγ !!y = −eB0βz sin(kUz)+ eβzGFy + eB0kUβx{xcos(kUz)+ ysin(kUz)}.   (I.22) 
  

To solve these equations we consider highly relativistic particles, moving near the undulator 
axis, with longitudinal velocity near the light velocity, small transverse velocity 
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βz ! 1,  βx ,y <<1  (I.23) 

 
and use a perturbation technique. The zero order solution is obtained neglecting the terms proportional to 
the transverse displacements and velocities. We then have 
 
    βx0(z) = !x0 / c = −(K / γ )sin(kU z)+ βx0(0) ,  (I.24) 
 
  βy0 (z) = !y / c = (K /γ )(cos(kUz)−1)+ βy0 (0) , (I.25) 
 
   z0 = βzct + z0(0) , (I.26) 
 
with 
 
   K = eB0 / mc2kU .  (I.27) 
 

The quantity  K , called the undulator parameter, is the normalized undulator vector potential 
amplitude and has an important role in FEL theory. In most case the undulator period is a few 
centimeters, the field can be as large as a Tesla and the undulator parameter is of the order of one. 
We assume that the initial velocities are βx0 = 0,  βy0 = K /γ , and use this solution to evaluate the 
last terms in the equation of motion, describing the focusing effect of the external focusing system 
and of the undulator magnetic field. 

Using our initial conditions we have 
 

 
  
βx0

2 + β y0
2 = K 2 / γ 2 .  (I.28) 

 
The transverse velocity has constant magnitude. The longitudinal velocity 
 
    βz0 = 1− (1+ K 2 ) / γ 2 ! 1− (!+ K 2 ) / 2γ 2   (I.29) 
 
is also constant. Integrating (I.24), (I.25) we obtain the zero order electron trajectories 
 
   x0 = acos(kU z),  y0 = asin(kU z)   (I.30) 
 
with the z-coordinate given by (I.26). These are the equations of a helix with period  λU  and radius 
 
   ahelix = K / kUβz0γ .  (I.31) 
 
The acceleration is 
 
 

  
ax0 = −(cK / ahelixγ )2 x0 ,  ay0 = −(cK / ahelixγ )2 y0 ,  az0 = 0 . (I.32) 
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The electrons will oscillate around this trajectory if the initial conditions are different from our previous 
assumption, βx0 = 0,  βy0 = K /γ . Using equations (I.21), (I.22), averaging over the undulator period -
approximation valid because of the smallness of these terms- we obtain for the displacements 

  ξ = x − x0 ,  ζ = y − y0  from the zero order solutions the equations 
 

 
  

d 2ξ
c2dt2 = −(Ωext

2 +Ωund
2 )ξ ,  (I.33) 

 
  

d 2ς
c2dt2 = −(Ωext

2 −Ωund
2 )ς .  (I.34) 

 
The focusing strengths are 
 
   Ωext

2 == eGFβz / mc2γ ,   (I.35) 
 
   Ωund

2 = eB0KkU / 2mγ 2c2 .  (I.36) 
 
The undulator focusing strength can be rewritten as 
 
   Ωund = KkU / 2βz0γ .  (I.37) 
 
and is a periodic function as discussed before. For multi-GeV X-ray FELs the undulator focusing 
term is weak and to a good approximation the external focusing dominates. The solutions for the 
betatron equations can then be written in the form (I.16). 

The oscillations described by (I.33), (I.34) are called betatron oscillations. Their wave number, 
 

 
  
βB,F = 1/ Ωext

2 +Ωund
2 , (I.38) 

 
is used to measure the strength of the beam focusing in the undulator. 

For an ensemble of particles executing betatron oscillations, and neglecting effects like 
particle-particle scattering and dissipative forces, the volume in the 6-dimensional phase-space of 
coordinates (x, y, px , py , z, pz )  is conserved. In our approximation of small transverse momenta we 

can write, using the angle of the momentum respect to the undulator axis, 
  
px ,y = mcγθ x ,y .  For 

uncoupled motion in the three coordinates and constant beam energy, there are three separate 
invariants, proportional to the areas in the planes (x,γθ x )or (y,γθ y ) , for the transverse coordinates 
and (z, pz ) . These invariants are called the transverse and longitudinal normalized beam emittance, 
εN ,x,y ,  εN ,L , defined as 

 
 εN ,x,y =σ x,yσθx ,θy

, (I.39) 
 εN ,L =σ zσ p ,  (I.40) 
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where the σ s characterize the beam transverse size, angular spread, bunch length and longitudinal 
momentum spread. 

Other quantities used to characterize the electron beam are the geometric emittances, usually 
simply called the emittance, equal to the normalized emittance divided by the relativistic factor γ  
for the transverse case, and by the momentum for the longitudinal case. For a complete and recent 
discussion of electron beam transport, focusing, collective effects, phase space properties and 
characterization, see the recent review by Di Mitri and Cornacchia (2014).  

 

4. Electron trajectories in a planar undulator 
 

The motion in a planar undulator can be discussed in the same way we used for a helical one. 
In this case the magnetic field is given by (I.15). Expanding to second order terms and with the 
addition of a focusing term we obtain 

 
 

  
Bx = −GF y,  By = B0 cos(kU z)+GF x,  Bz = −B0kU ysin(kU z)  (I.41) 

 
The equations of motion are 
 
    mγ !!x = −eB0βz cos(kU z)− eβzGF x − eB0kU yβx sin(kU z)   (I.42) 
    mγ !!y = eβzGF y + eB0kU yβx sin(kU z)   (I.43) 
 
Following the same procedure and with the same approximations used before we obtain, to lowest order 
 
 βx0 = −(K /γ )sin(kUz) , (I.44) 
 βy0 = 0 ,  (I.45) 
 βz0 = 1− {1+ (K

2 / 2)[1− cos(2kUz)]} / 2γ
2 . (I.46) 

 
The main difference between the helical and the planar undulator case appears in the 

longitudinal velocity, a constant in the first case, and modulated at twice the undulator periodicity 
in the second case. This modulation introduces in the radiation spectrum on axis all odd harmonics 
of the fundamental frequency, absent in the helical case, as we will see in Sections I-6, I-8. 

To obtain the position along the undulator as a function of time we integrate (I.46) and obtain 
an approximate solution, to order  1/ γ 4 , 

 
 

  
z = βoct − Sp sin(2kUβoct) ,  (I.47) 

 
where 
 
   βo = 1− (1+ K 2 / 2) / 2γ 2   (I.48) 
 
is the average longitudinal velocity over an undulator period and 

  
Sp = K 2 / (8kUβoγ

2 ) . 
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The oscillations around the zero order trajectory due to a mismatch in the initial conditions are 
described by equations similar to (I.33), (I.34) with the elastic force coefficients now given again 
by (I.35) for the external focusing case and by 
   

Ωund ,x = 0,  Ωund ,y = KkU / 2γ   (I.49) 
 
for the undulator focusing. There is no undulator focusing in the x-direction and in the y-direction there is 
the same focusing as in the helical case.  By shaping the magnetic poles some of the undulator focusing 
can be shifted between the horizontal and vertical planes (Scharlemann, 1985). For X-ray FELs, operating 
at electron beam energies of a few to 20 GeV, the undulator focusing is not large enough to provide a 
good transport thorough the undulator, external focusing is used and is dominant.  

The phase space distribution for the electron beam can be represented as in the helical case 
using the beam transverse and longitudinal emittances. 

5. Spontaneous emission and retardation effects 
 

The electromagnetic field generated by a charged particle moving in an undulator magnet is 
obtained from the Lienard-Wiechert field (I.4). The electron trajectory consists of three parts. The 
first and last, the motion outside the undulator, have constant velocity directed along the undulator 
axis. The second is a periodic, helical or sinusoidal, motion around the same axis. 

For an observer, near the undulator axis, at a distance larger than the undulator length, the far 
field term is generated in the undulator region, where the particle acceleration is different from 
zero. If the motion in this region is periodic, so is the electromagnetic field.  

The most important characteristics of the radiation field can be obtained in a simple way from 
retardation effects. As an example we consider a helical undulator, but the same results apply to 
the planar case.  

Let   z = 0,  z = LU  be the entrance and exit points of the undulator, with its axis along the z 
coordinate. Let   z = R0 ,  x = R0θ  be the detector position, assumed to be at a small angle θ <<1  
respect to the undulator axis. We also assume the electron transverse displacement from the z-axis, 
the radius of the helix, to be small and neglect it to first order. The electron motion along z in the 
undulator is given by  

 
   z = βzc ′t .    (I.50) 
 
Solving (I.3) we have 
 

 
  
c ′t =

ct − βz R0 − (ct − βz R0 )2 − (1− βz
2 )(c2t2 − R0

2 − R0
2θ 2 )

(1− βz
2 )

. (I.51) 

 
When the detector is on axis the result is    c ′t ! (ct − R0 ) / (1− βz ) . 

The difference in arrival time at the observer position of two wave fronts emitted at the 
undulator entrance and exit is given, using (I.51), by 
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cΔT = NUλU

1− βz

βz

+ θ
2

2
R0

R0 − NUλU

⎛
⎝⎜

⎞
⎠⎟

  (I.52) 

 
In the far field limit,   R0 >> LU , the difference is simply 
 

 
  
cΔT = NUλU

1− βz

βz

+ θ
2

2
⎛
⎝⎜

⎞
⎠⎟

  (I.53) 

 
For relativistic particles and small angles the delay is much shorter than the time,   NUλU / βzc  to traverse 
the undulator. When the condition  cΔT = NUλ  is satisfied the waves emitted along the undulator have 
positive interference, giving a peak in the radiation intensity, at the wavelength 
 

 
  
λ = λU

1− βz

βz

+ θ
2

2
⎛
⎝⎜

⎞
⎠⎟

  (I.54) 

 
For this wavelength we can see from (I.53) that the photon moves ahead of the electron 

emitting it by one wavelength per period. For the full undulator a phton emitted at the undulator 
entrance moves ahead by  S = NUλ , a quantity called the slippage.  

The radiation term in (I.4), proportional to the electron acceleration, oscillates at the undulator 
period evaluated at the retarded time. The field executes  NU  oscillations during the time an 
electron traverses the undulator. For the observer, the time needed for the oscillations is given by  
(I.53), and the oscillation wavelength is the same as in (I.54). 

The light signal duration is related to its frequency spread by the condition (Goodman, 1985) 
  ΔωΔT ≥ 2π , giving for the undulator radiation line width 

 
   Δω /ω ≈1/ NU .  (I.55) 
 
We can see from the retardation effects that the light emitted by one electron is a wave train of  NU  cycles 
at the wavelength (I.54), with the line width (I.55). 
 

6. Spontaneous radiation by an electron moving in a helical undulator 
  

The characteristics of the radiation emitted by an electron traversing an undulator are important 
because a spontaneous emission process can become a stimulated process and generate lasing. In 
this section we review the spectral and angular properties of the undulator radiation, including 
harmonics, for the two cases of helical and planar undulators. 

The transverse electric far field at the detector position, point D in FIG. 5, evaluated from (I.4) 
is shown in FIG. 7. Only the first 10 waves of a total of 100 are shown. The velocity field is about 
103 to 104 times smaller than the radiation field, as shown in FIG. 8, and can be neglected, even 
near to the undulator entrance, when we evaluate the radiation outside the undulator. 
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FIG. 7. Radiation electric field x, solid line, and y, dashed line, components evaluated 
at a detector on axis at . The undulator has a 3 cm period, 100 periods and 

. 
 

 

FIG. 8.  Ratio of the energy density of the velocity and acceleration fields, for a 
detector on axis, as a function of the distance R0 , in m, from the undulator entrance, for 
a 3 cm period, 100 periods,  undulator. The velocity field intensity is about 10   -
8 times smaller and can be neglected even a a few meters from the undulator exit. 

 
The frequency angular spectrum is evaluated from (I.8). Neglecting the wide band undulator 

transition radiation that appears because of the sudden change in velocity at the undulator entrance 
and exit (Kim, 1996), we obtain (Kincaid, 1997) 

 

  

d 2I
dωdΩ

=
e2ω 2K 2NU

2

cωU
2γ 2 ′Jn

2(s)+ γθ
K

− n
s

⎛
⎝⎜

⎞
⎠⎟

2

Jn
2(s)

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥n=−∞

∞

∑ sinΔn(θ )
Δn(θ )

⎛
⎝⎜

⎞
⎠⎟

2

 , (I.56) 

 
where  

 
  
ω R(θ ) =

2γ 2kU c
1+ K 2 + γ 2θ 2 ,  Δn(θ ) = πNU

ω
ω R(θ )

− n
⎛
⎝⎜

⎞
⎠⎟

 , (I.57) 

 
   s = Kωθ / γ kU c = ahelixθβzω / c , (I.58) 
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and  ahelix   is the radius of the helix given by (I.31).  
The spectrum is a sum of harmonics of the fundamental.  However on axis,  θ = 0 , only the 

fundamental is present and is given by 
 

 
  

d 2I
dωdΩ

=
2remc2

c
NU

2γ 2 K 2

(1+ K 2 )2

sinΔ
Δ

⎛
⎝⎜

⎞
⎠⎟

2

,  (I.59) 

 
 
where 
 

 
  
Δ = πNU ( ω

ω R

−1) .  (I.60) 

 
A factor   ω

2 /ω R
2  in (I.59) has assumed to be equal to 1, a very good approximation. The FWHM width of 

the radiation line on axis is 
 

 
   

Δω
ω
!

2.8
πNU

.  (I.61) 

 
In FIG. 9 we show the spectrum of the radiation intensity as a function of the relative 

frequency change respect to the resonant frequency. 
 

 

 
FIG. 9. Spectrum on axis from a 100 periods helical undulator, normalized to the value at the 
resonant frequency. The intensity is large only near the resonant frequency in a band    ! 1/ NU   

The intensity of the off-axis harmonics depends on the angle θ  and on the helix radius. It is 
zero if either of them are zero. For high energy, multi-GeV electrons, as is typically the case for 
X-ray FELs, the helix radius, (I.31), is of the order of 1 µm, usually small compared to the electron 
beam radius. 

7. Radiation intensity and coherent photon number in the fundamental line 
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We estimate the number of photons emitted in the fundamental line and near the axis, within the line 
width 1/ 2NU . Since the frequency depends on the emission angle according to (I.57), to remain within 
this line width the emission angle must be limited to 

 
 θc = (1+ K 2 ) / 2γ 2NU = λ / λUNU , (I.62) 
 
corresponding to a solid angle  
 
   ΔΩ = πθc

2 = πλ / λU NU .  (I.63) 
 

If we consider the transversely coherent photons the effective source radius is  
 
 σ r = λλUNU / 4π , (I.64) 
 
so that σ rθc = λ / 4π , the minimum possible phase space area. Multiplying (I.59) by the solid angle and 
by the line width we obtain 
 

 
  
Ic = 2π 2mc2 re

λ
K 2

1+ K 2 .  (I.65) 

 
The corresponding number of photons of energy 

  
Eph = !ω  is 

 

 
  
N ph,c = πα

K 2

1+ K 2 ,  (I.66) 

 
where α  is the fine structure constant. The number of photons emitted within the fundamental line width 
and the corresponding solid angle is a few times 10-2. As we will see later, the FEL collective instability 
can raise this number to about 103 at a wavelength of about 1Å, a rather large gain.  

8. Spontaneous radiation by an electron moving in a planar undulator 
 

The spectrum for a planar undulator is more complicated than that of a helical undulator 
because the axial electron velocity, (I.46), and the longitudinal position, (I.47), have a term 
oscillating at twice the undulator period. The intensity distribution is not azimuthally symmetric 
and depends on the angle θ  respect to the z-axis and the angle ψ  in the   x, y  plane respect to the 
x-axis. The radiation is polarized in the electron oscillation plane,   x, z .  

The spectrum is evaluated again using (I.8), neglecting the undulator transition radiation and 

using the Jacobi-Anger expansion 
  
exp(iα sinβ ) = Jm(α )exp(imβ )

m=−∞

∞∑ . The spectrum on axis is a 
sum of odd harmonics of the fundamental (Alferov, Bashmakov and Bessonov, 1974; Coisson 
1981), with a frequency distribution for the n-th harmonic 
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 d 2In
dωdΩ

= remcNU
2γ 2 K 2n2

(1+ K 2 / 2)2
Fn (K )

sinΔn

Δn

⎛
⎝⎜

⎞
⎠⎟

2

,  (I.67) 

 
where Δn = πNU (ω /ω n −1) , ω n = 2nckUγ

2 / (1+ K 2 / 2) = nω R ,  
  
 

  
Fn(K ) = [J(n+1)/2 (ξn )− J(n−1)/2 (ξn )]2   (I.68) 

  
and   ξn = nK 2 / (4+ 2K 2 ) . Contrary to the helical case all the odd harmonics are present on axis and the 
radiation angular distribution is peaked on axis.  

The relative harmonic line-width decreases with the harmonic number, 
 

 
 

Δω n

ω n

!
1
nNU

,   (I.69) 

 
while the absolute one remains the same. The amplitude of the harmonics depends on the undulator 
parameter, and for K >1  the harmonic intensity can be larger than that of the fundamental as shown in 
FIG. 10. 
 
 

 
FIG. 10. Intensity at the resonant frequency  ω = nω R  normalized to that of the first harmonic, as a 
function of n. The intensity is evaluated on axis, per unit solid angle and frequency, as given by 
(I.67). We assume a planar undulator with 100 periods and undulator parameter equal to   K = 3 .  

 
The spectrum off axis is not symmetric around the z-axis, as it is for the helical case. Using 

polar coordinate around the z-axis, calling  θ ,Ψ  the angles respect to the z-axis and in the x-y 
plane, taking the limit of large electron energy, γ >>1 , and small emission angle θ , we have 
(Colson, 1981; Ellaume, 1990) 
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d 2I
dωdΩ

= 8remcγ 2NU
2 ×

nξ sinνn

Kνn

⎛
⎝⎜

⎞
⎠⎟

2

∑ γ 2θ 2

2K 2 A0,n
2 + 2γθ

K
A0,n A1,n cosΨ + A1,n

2
⎛

⎝
⎜

⎞

⎠
⎟ ,

 (I.70) 

 
where K = K / 2  and 
 

 
  
Am,n = (−1)m+n (−1)l Jl (nξ )[Jn−m−2l (nZ )+∑ Jn+m−2l (nZ )] ,   (I.71) 

 

  νn = πNU [n−ω (1+ K 2 + γ 2θ 2 ) / 2γ 2ωU ] ,  Z = 2χ cosΨ ,  χ = 2K / (1+ K 2 + γ 2θ 2 ) ,

  2ξ = K 2 / (1+ K 2 + γ 2θ 2 ) .  
As in the helical case the intensity of the off-axis harmonic depends on the angle θ  and on the 

trajectory amplitude. 
 

9. Radiation from many electrons: effect of position, angular and energy electron distribution 
 

In the previous sections we have discussed the characteristics of the electromagnetic radiation 
emitted by one electron. We consider now the characteristics of the radiation emitted by many 
electrons following similar but not exactly equal trajectories. 

The electric field generated by an ensemble of electrons is the sum of the fields generated by 
each one. We assume that the electrons follow similar trajectories and occupy a small volume in 
the 3-dimensional space, the electron “bunch” volume. We approximate the distance  R


k = R

0 − r

k

with R

0 , the common distance from the bunch to the observation point. This means that the unit 

vector defining the observation direction,  n

= R

0 / R0 , does not depend on the particle. The only 

particle dependence left is that on the velocity and acceleration. 
The double differential spectrum is given by 
 

 
   

d 2I
dωdΩ

= e2ω 2

4π 2c
!n × ( !n ×

!
βn )eiω (t− !n⋅!rn /c) dt

−∞

∞

∫
n=1

Ne

∑ , (I.72) 

 
where  Ne  is the number of electrons. For a helical undulator and considering only the radiation on axis 
we have 
 

 
 

!
M (ω ) = dt

!
βT ,ke

iω (t− !n⋅!rk /c)

−∞

∞

∫
k=1

Ne

∑ . (I.73) 

 
The subscript T indicates perpendicular to the undulator axis. We assume that the electrons have different 
longitudinal positions and a small variation in energy 
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zn = βz ,nct + z0,n ,  γ n = γ 0(1+ηn ) , (I.74) 

 
where γ 0  is the average electron beam energy.  

What is the effect on the spontaneous radiation characteristics of the electron spread in 
longitudinal position and energy? The change in energy gives a variation in the transverse velocity 
and in the longitudinal velocity 

 
 

  
βz ,n = 1− (1− 2ηn )(1+K 2 ) / 2γ 0

2  , (I.75) 
 
 

   
!
βT ,n =

!
βT ,0 (1−ηn ) . (I.76) 

  
Introducing 

  
M̂ = iMx + M y  and using (I.73) we have 

 

 M̂ (ω ) = K
γ 0

e− iω z0 k /c(1−ηn ) dteikUct{(ω /ωR−1)(1−2ηn )−2ηn}

−∞

∞

∫
n=1

Ne

∑ , (I.77) 

 
where the resonant energy is defined using the average beam energy and zero angle in (I.57).   

For a mono-energetic electron beam,   ηn = 0 , the dependence on the longitudinal particle 
distribution function is given only by the bunching factor 

 

 
  
B(ω ) = 1

Ne

e− iω z0 n /c

n=1

Ne

∑ , (I.78) 

 
where  Ne  is the number of electrons in the bunch. The electrons charge per bunch in an X-ray FEL is 
typically varying from about ten to a few hundred pC and the corresponding number of electrons is of the 
order of 108 to a few times 109. If all particles have the same position the bunching factor is simply 
 
   B(ω ) = 1 .  (I.79) 
 
The same is approximately true if they are all grouped together in a distance small compared to the 
radiation wavelength. 

On the contrary   B(ω ) = 0  if the particles are equally distributed in space between 0 and λ . The 
spectral intensity, proportional to the square of the Fourier harmonics of the electric field, is 
proportional to Ne

2  in the first case, and is zero in the second case. In the first case all particles 
emit radiation in phase as a single super-particle. In the second case for each electron emitting a 
wave there is another one emitting a wave shifted in phase by π , so they cancel out. 

For a mono-energetic beam, on axis, the double differential spectrum becomes 
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d 2I
dωdΩ

=
2remc2

c
NU

2γ 2Ne
2 B(ω )

2 K 2

(1+ K 2 )2

sinΔ
Δ

⎛
⎝⎜

⎞
⎠⎟

2

, (I.80) 

 
the product of the single electron intensity on axis per unit frequency and solid angle, given by (I.59), 

multiplied by the square of the number of electrons and the bunching factor. The quantity   Ne
2 B(ω )

2
 

describes how the radiation from all electrons is added. 
The bunching factor plays a critical role for the intensity of undulator radiation and, as we will 

see later, in the FEL gain. At the nanometer or sub-nanometer wavelength being considered in this 
paper there is no simple way to control, in the electron source, the longitudinal electron position to 
obtain directly a large bunching factor.  In fact the generation of electrons at the cathode is itself a 
random process and the initial electron distribution is dominated by Schottky noise in the emission 
time of the electron.  

Assuming a random uniform distribution of the electron position at the undulator entrance, the 
bunching factor is a sum of random phasors, well studied in statistical optics (Goodman, 1985), 
with zero average value 
   B(ω ) = 0 ,  (I.81) 

 
and mean square value 
 

 
  

B(ω )
2

= 1/ Ne .  (I.82) 

 
The average value brackets in the last two equations are average over many different electron ensembles.  

For large value of  Ne  the joint density function of the real and imaginary part of the bunching 
factor is a Gaussian and the distribution of the module of the bunching factor is  

 
  
p( B ) =

B
σ 2 e

−
B 2

2σ 2 , (I.83) 

the Rayleigh density function. The average value of the bunching factor modulus is   
B = π / 2σ , with 

  σ = 1/ 2Ne . These statistical properties are the same of polarized thermal sources (Goodman, 1985).  
Consider now the effect of energy spread. We assume that the distribution of the longitudinal 

position and energy are independent, and that the energy distribution around its average value is 
given by the function g(η) . The double differential spectrum on axis is then 

 

  

d 2I
dωdΩ

= e2ω 2K 2

4π 2ckU
2γ 0

2 Ne
2 B(ω )

2
dηg(η) dτeiτ [(ω /ω R−1)(1−2η )−2η]

0

2πNU

∫
−∞

∞

∫
2

. (I.84) 

 
If the width of the energy distribution is small compared to the radiation line-width we expect a small 
difference respect to the mono-energetic beam case. In the opposite case we expect a strong reduction of 
the intensity per unit frequency. This result is shown in FIG. 11 for the case of a Gaussian energy 
distribution. 
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FIG. 11. Relative intensity on axis, near the resonant frequency, as a function of 

  Δ = (ω −ω R ) /ω R , for an undulator with 100 periods, a Gaussian energy 
distribution with an rms energy spread of 0.001, 0.003, dashed line, 0.01, dotted 
line. 
 

10. Qualitative estimate of emittance and energy spread effects 
 

Let us consider an electron moving in a helical undulator and emitting radiation at a central 
wavelength 
 

  
λ = λU 1+ K 2( ) / 2γ 2   (I.85) 

 
Another electron with different energy, or traversing the undulator at an angle θe respect to the axis will 
have a different central wavelength 

 

  
′λ =

λU

2 γ + Δγ( )2 1+ K + ΔK( )2
+ γ 2θe

2⎡
⎣⎢

⎤
⎦⎥

  (I.86) 

 
The first term in this expression is due to the energy spread. The second term is the change in the 
undulator parameter, and the last is due to the electron trajectory angle respect to the direction of 
observation. The change in the undulator parameter can be due to magnetic field errors or to the fact that a 
particle off axis, executing betatron oscillations, is subject to larger magnetic fields. In fact equation (I.9) 
shows that the magnetic field in a static undulator is proportional, keeping only the two lowest order 
terms in the expansion, to . 

The relative change in wavelength is 
 

 
  

Δλ
λ

= −2 Δγ
γ

+ 2K 2

1+ K 2

ΔK
K

+
γ 2θe

2

1+ K 2   (I.87) 

 
The condition for the line width and peak intensity to be changed by a small amount is 

 I0 (kUr)  1+ (kUr)
2 / 2
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Δλ
λ

< 1
NU

   (I.88) 

 
The last two terms in (I.87) can be considered equivalent to an energy spread due to the beam 

distribution in transverse position and angle. Let us consider them in more detail. As in any optical 
system we can focus the beam to reduce the transverse size, or to decrease the angles. However we 
cannot reduce the two together because of the conservation of the transverse phase space area. Let 
the focusing for the electron beam oscillations around the zero order trajectory, (I.33), (I.34), be 
characterized by the betatron wavelength λB , or the inverse betatron wave number βB = λB / 2π . 
The beam transverse phase space area is given by the beam transverse emittance (I.39). 

Since the emittance is invariant the transverse beam size and angular spread are related. If the 
beam is focused to a smaller spot size the angular spread increases or vice versa. The relation 
between the oscillation amplitude and angle, is given by the inverse betatron wave number, 
σ x,y
2 = ε x,yβB,x,y , σθx ,θy

2 = ε x,y / βB,x,y (Di Mitri and Cornacchia, 2014). Using this relationship, and 
assuming for simplicity the same emittance and focusing in the two transverse directions, we can 
rewrite the last two terms in the expression for the wavelength spread as an effective energy spread 
(Luccio and Pellegrini, 1980) 

 

 
  

Δγ
γ eff

= ε
1+ K 2 (K 2kU

2βB,F + γ 2

βB,F

) . (I.89) 

 
The minimum value of the effective energy spread as a function of the focusing is obtained when 

 βB,F =
γ
kUK

   (I.90) 

 
The previous discussion is only valid in the approximation of a constant external focusing 

channel, but it can be generalized to the case of a periodic focusing transport channel, as discussed 
in section V. However (I.89) gives a good first order estimate of the effect.  

The effect of beam emittance on the radiation wavelength spread can also be reduced by beam 
“conditioning” (Sessler, Whittum and Yu, 1992), introducing a correlation between the betatron 
amplitude and energy to cancel the first two terms in (I.87). One way to introduce the correlation 
is to change the particle energy using a transverse radio frequency field. 
 

11. Photon brightness 
 

In the previous section we discussed the intensity, spectral and angular properties of the 
radiation generated by one or many electrons. We introduce now a convenient quantity to 
characterize the photon beam, the brightness, defined using its six dimensional phase-space 
volume. Since the phase space volume is invariant under optical transformation (Kim, 1986c) the 
brightness is a good way to characterize a radiation source. It is also possible to describe the 
brightness as the Fourier transform of a mutual coherence function of the radiation electric field, 
describing its transverse coherence properties (Kim, 1986c; Geloni, Kocharyan and Saldin, 2014). 
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Here we follow the phase-space approach to define the brightness.  
The minimum transverse phase space volume for a diffraction limited photon beam is defined, 

for photons of wavelength λ  , by 
  
ΔxΔθ x ≥ λ / 4π ,  ΔyΔθ y ≥ λ / 4π  (Siegman, 1986). Considering a 

Gaussian photon beam and defining the transverse phase space as 2πσ x,yσ x ' ,y' = λ / 2 , the expression 
for brightness for a spatially coherent radiation source is 

 

 Bph =
Nph

(λ / 2)22πσ tσω /ω
 , (I.91) 

 
where 

 
N ph  is the number of photons in the pulse, with an rms duration and frequency spread σ t ,  σω .  

If the photon beam is transform limited we also have σ tσω = 1/ 2 . However in most practical 
cases where incoherent light is generated by an electron beam in an undulator, the photon beam is 
not transform limited and the time-frequency volume is larger than this value. For this reason the 
minimum value is not used in (I.91). 

Consider now the case of many electrons. In the ideal case when the electron beam generating 
the radiation has a small transverse emittance, smaller than photon beam transverse phase space 
area 

 
 ε x,y ≤ λ / 4π ,  (I.92) 
 
the transverse and angular distribution of the photons are still subject to the diffraction limit. Similarly if 
the electron energy spread is smaller then that of the radiation we can use this quantity to evaluate the 
brightness. However if the electron beam does not satisfy these conditions we must fold the electron 
transverse position and angle and the electron energy spread in the definition of brightness. Assuming a 
Gaussian electron distribution and treating the undulator radiation as a Gaussian mode, the formula for the 
brightness is 
 

 Bph =
Nph

4π 2Σ2πσ tσωω
 , (I.93) 

 
where the transverse phase space area is 
  
 Σ = σ x

2 +σ r
2 σ ′x

2 +σ ′r
2 σ y

2 +σ r
2 σ ′y

2 +σ ′r
2  , (I.94) 

 
σ x,y ,  σ ′x , ′y  are the rms position and angular spread of the electron beam and the radiation beam radius and 
angular spread are given by (I.62), (I.64). Following the most used convention the brightness is measured 
in units of number of photons/s/mm2mrad2. The relative photon frequency spread is normalized to a 
“standard” monochromator bandwidth of 0.001 and a factor of 1000 is applied to (I.93). The case of 
spontaneous planar undulator radiation, which has an azimuthal variation, as opposed to the Gaussian 
radiation mode considered before, is discussed in (Kim, 1986c). The main effect is to reduce the 
brightness by a factor of two. 
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FIG. 12. Peak brightness for undulators in storage rings and operating FELs. From Fletcher et al. 
(2015).  
 

FIG. 12 shows the peak brightness of storage ring based synchrotron radiation sources and 
operational X-ray FELs, evaluated using the number of photons and time duration of a single X-
ray pulse. The large jump in the peak values, a factor of nine to ten order of magnitudes at about 
10 keV photon energy, is due, as we will see later in this paper, to the FEL collective instability 
increasing the number of coherent photons per electron by a factor of 105, a reduction in the pulse 
time duration by a factor of 103 or more, and to a smaller energy spread. The very high brightness 
point, indicated as HXRSS, is obtained operating LCLS in self-seeding mode, with a smaller line 
width. This mode of operation will be discussed in Section VII. 
 

Equation Section 2II. The FEL equations 
 

In the previous section we evaluated the spontaneous radiation emitted by a relativistic electron 
traversing an undulator magnet. Radiation is emitted because the electron is accelerated. In the 
calculation we assumed that the radiation emitted by the electron does not affect its trajectory, 
determined only by the undulator magnetic field. In this section we calculate the radiation emitted 
when the electron moves through an undulator magnet in the presence of a co-propagating 
electromagnetic wave and consider the energy exchange between the electron beam and the wave. 
In this process the kinetic energy of the electron is changed and, by conservation of energy, the 
wave intensity also changes. 

To calculate the energy exchange we use a classical approach, using the Lorentz equations to 
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evaluate the electron trajectories in the combined presence of the undulator magnetic field and the 
radiation field, and Maxwell equations to evaluate the change in the radiation field driven by the 
electron beam current. 

1. Electron FEL equation in a helical undulator 
 

For simplicity we consider initially the case of a helical undulator and generalize the results to 
the planar case later. We first consider a one dimensional theory and make some other 
approximations: the beam transverse size is assumed much larger than the radiation wavelength; 
the electromagnetic field is described as a plane wave and the beam transverse density distribution 
is assumed constant; the amplitude and phase of the field, oscillating at the frequency ω r = 2πc / λr  
are slowly changing, and Maxwell equations are simplified accordingly; betatron oscillations and 
beam emittance effects are neglected. Many of these restrictions will be removed later: a fully 3-
dimensional theory is discussed in section V; numerical codes to solve the Lorenz-Maxwell system 
of equations under realistic conditions, including all known effects, in section VIII. 

The E-M Field is described with the vector potential of the undulator and the radiation field 
 

  
!
A =
!
AU +

!
Ar .   (II.1) 

 
We consider circularly polarized plane waves with wave number kr = 2π / λr  and a helical undulator with 
wave number kU = 2π / λU . The undulator vector potential on axis is the same as in (I.19), using only the 
lowest order terms 

 
   

!
AU =

B0

kU

[sin(kU z)!x − cos(kU z) !y] .  

 
The wave vector potential is assumed to be 
 

 
   

!
Ar = −

Er (z,t)
kr

[sinφr

!x + cosφr

!y] ,  (II.2) 

 
where 
 
   φr = kr (z − ct)+ψ (z.t)   (II.3) 

 

and   Er (z.t),  ψ (z,t)   are the slowly varying amplitude and phase of the wave, satisfying the conditions 
(1 / krEr )∂Er / ∂z <<1,  (1 / krEr )∂Er / c∂t <<1 , and  (1 / krψ )∂ψ / ∂z <<1,  (1 / krψ )∂ψ / c∂t <<1  .  

The electron Hamiltonian is 
 

 
   
H = c [(

!
Pn −

e
c
!
A)2 + m2c2]1/2∑   (II.4) 

 
and does not depend on x and y. Hence the corresponding canonical momenta are constants of the motion. 
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From these constants we obtain the electron transverse velocity. For a generic electron this is (we omit 
when not necessary the label n) 
 

 
  
βx = − e

mc2γ
( AU ,x + Ar ,x )+

Px ,0

mcγ
, (II.5) 

 

 
  
β y = − e

mc2γ
( AU ,y + Ar ,y )+

Py ,0

mcγ
. (II.6) 

  
Introducing, in addition to the undulator parameter K , the normalized vector potential of the radiation 

field 

 Kr =
eEr (z,t)
mc2kr

 ,  (II.7) 

 
we have  

 
  
βx = − K

γ
sin(kU z)+

Kr

γ
sinφr +

Px ,0

mcγ
,  (II.8) 

 
  
β y =

K
γ

cos(kU z)+
Kr

γ
cosφr +

Py ,0

mcγ
. (II.9) 

 
The quantityKr  is the work done by the radiation electric field in one radiation wavelength divided by 

the electron rest mass and in all cases of interest is much smaller than one. It would be equal to one for a 
field value eEr = 2πmc

2 / λr , about 3×1015V /m  at a wavelength of 1 nm and larger at shorter 
wavelength. For this reason from now on, whenever possible, we neglect all terms proportional to this 
quantity in the equations for the electron motion. 

Using the approximation of neglecting emittance effects, we assume for the time being that the 
two initial values of the canonical momenta, Px,0 ,  Py,0  are zero. The equations of motion for the 
longitudinal coordinate and momentum can also be obtained from the Hamiltonian, but it is 
simpler to use instead the equivalent equations for the change in electron energy and FEL phase,   

 
   Φ = kU z + kr (z − ct) , (II.10) 
 
the sum of the phases of the electromagnetic field and of the electron oscillation in the undulator. From 
the radiation vector potential we obtain the electric field and use it to evaluate the electron energy change. 
Neglecting terms proportional to the derivatives of the slowly varying amplitude and phase of the 
radiation field   we obtain the equations for the energy and phase change 
 

 
dγ
dt

= ckrKKr

γ
sin(Φ +ψ ) ,  (II.11) 

 
 

dΦ
dt

= (kr + kU )!z − krc .  (II.12) 
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Using (I.26), (I.29) for the longitudinal position and velocity we rewrite the equation for the 

FEL phase change as 
 

 
  

dΦ
dt

= kUβz0c 1−
kr

kU

1+ K 2

2γ 2

⎛
⎝⎜

⎞
⎠⎟

.  (II.13) 

 
We define the resonant energy, corresponding to a stationary phase, as 

 

 
  
γ R

2 =
kr (1+ K 2 )

2kU

,  (II.14) 

 
for a given radiation wave number and undulator period and magnetic field. Notice that, here and in the 
rest of the paper, we use a subscript R to indicate a resonant value of a quantity and r for a quantity 
referring to the electromagnetic wave. Using this quantity we can rewrite the equation for the phase 
change as 
 

 
  

dΦ
cdt

= kUβz0 1−
γ R

2

γ 2

⎛

⎝⎜
⎞

⎠⎟
.  (II.15) 

 
This equation for the FEL phase change and equation (II.11) for the energy change, describe the 
longitudinal dynamics of the electrons in the FEL process. 

The transverse electron betatron motion introduces an extra term in the expression (I.29) of the 
longitudinal electron velocity and an additional phase change. Following the discussion at the end 
of Section I-3, we assume that the betatron oscillation wavelength is the same in the two planes 
and write the betatron oscillation amplitude, the solution of (I.33), (I.34), in the form (I.16) as 

 

 

  

ξ = 2JxβB,F sin(Φx (z)),

ς = 2J yβB,F sin(Φ y (z))
 . (II.16) 

  
To evaluate the longitudinal velocity and phase change introduced by the betatron oscillations 

we calculate the square of the transverse velocity, assuming that the betatron oscillation 
wavelength is much larger than the undulator period and the gain length. Under this conditions we 
can average the square of the velocity over a number of periods of the order of the gain length and 
obtain (Reiche, 2000; Huang and Kim, 2007) for the phase change the equation 
 

                     
  

dΦ
cdt ε

= −
kr

2
Jx + J y

βB,F

−
kr K 2kU

2

2γ 2 (ξ 2 +ς 2 ) .  (II.17) 

 
In the last equation the first term comes from the transverse betatron velocity and the second 

from the change of the undulator field when moving off-axis. The last term is small at high enough 
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electron energy. We assume that the condition   
KkU / γ <<1/ βB,F  is satisfied and neglect this term. 

Including this term in (II.15), the equation for the phase change becomes [Huang and Kim, 2007]  
 

 
  

dΦ
cdt

= kU 1−
γ R

2

γ 2 −
kr

kUβB,F

(Jx + J y )
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

. (II.18) 

 
The effect of the betatron oscillation related term is equivalent to an energy spread, as we saw 

before in section I-9. From this discussion we can see that a theory of high-gain FELs applicable to 
the X-ray regime, for very large values of the beam energy γ  and an external quadrupole focusing 
system, must in many cases take into account the effect of betatron oscillations on the longitudinal 
motion and the phase change. 

2. Electron FEL equations in a planar undulator 
 

The equation for energy and phase change for a planar undulator can be obtained following a 
similar procedure. For simplicity we consider only the terms proportional to the undulator 
magnetic field in the expression for the electron trajectory, neglecting terms proportional to the 
wave vector potentialKr . 

We assume an electric field vector in the same plane of the electron velocity, 
 

    
!
Er (z,t) = Er cos[kr (z − ct)+ψ ]!x .  (II.19) 

 
With the velocity and longitudinal position given by (I.46), (I.47) we obtain for the electron energy 
change 
 

  

dγ
dt

=
ecKEr

2mc2γ
{sin[(kr + kU )z − krct +ψ ]− sin[(kr − kU )z − krct +ψ ]}.  (II.20) 

 
This equation can also be written, using the Jacobi-Anger expansion, as  

 

  

dγ
dt

=
ecKEr

2mc2γ
×

Jm(ξ )
m=−∞

∞

∑ [sin{[kr + kU (1− 2m)]β0ct − krct +ψ}− sin{[kr − kU (1− 2m)]β0ct − krct +ψ ]}]
 ,(II.21) 

 
where   ξ = (kr + kU )K 2 / 8kUβ0γ

2 .  Contrary to the case of a helical undulator, the modulation of the 
longitudinal position at twice the undulator period allows an energy exchange on axis at all odd 
harmonics of the fundamental.  

The phase equation is 

 
  

dΦ
dt

= kUβ0c ±(1− 2m)−
kr

kU

1− β0

β0

⎛

⎝⎜
⎞

⎠⎟
. (II.22) 



 34 

 
For m > 0  only the negative sign gives a slowly varying solution at the frequency 
kU (2m −1) = kr (1− β0 ) / β0,  m > 0 . For m < 0  the positive sign gives a slowly varying solution at the 
frequency kU (2 m +1) = kr (1− β0 ) / β0,  m < 0 .    

Keeping only the terms with a slowly varying phase we obtain for the energy and phase change 
at harmonic  n  

 

 
  

dγ
dt

=
ecKEr

2mc2γ
Fn(K )sin(Φn +ψ )   (II.23) 

 

 
  

dΦn

cdt
= kU n−

γ R
2

γ 2 −
kr

2kUβB,F

(Jx + J y )
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

, (II.24) 

 
where the coefficient   Fn(K )  is given by (I.68).  In the last equation we have also included the emittance 
term, as we did previously for the helical undulator case, equation (II.18). To obtain the last equation we 
approximated  βo  with 1 when possible.  

We can compare the energy and phase change equations for a helical undulator, equations 
(II.11), (II.18), with the corresponding equations for the first harmonic planar case, (II.23), (II.24). 
These equations are similar and we can unify their discussion if we make the substitutions 
K → KF1(K ) / 2  in the energy equations and K → K / 2  in the equation defining the resonant 
energy. Notice that the coupling between the electron velocity and the radiation electric field in the 
energy change equations in the planar case is smaller than that of the helical case.  A plot of the 
coefficient   F1(K ) / 2  versus the undulator parameter is shown in FIG. 13, showing a reduction in 
energy change in the planar case by a factor between 2 and 3. In the rest of the paper we consider 
for simplicity the helical case and will use the substitutions just mentioned to use the results for 
the planar case. 

 
FIG. 13. The first harmonic coefficient   F1(K ) / 2  in the energy exchange equation (II.23). 
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3. Maxwell equations 
 
Next we need the equations for the field. We write Maxwell equations in the form 
 

 
 
∇2 − 1

c2
∂2

∂t 2
⎛
⎝⎜

⎞
⎠⎟
!
A = − 4π

c
!
J ,  (II.25) 

 ∇2 − 1
c2

∂2

∂t 2
⎛
⎝⎜

⎞
⎠⎟
V = −4πρ .  (II.26) 

 
The current and charge density are 
 

 
 

!
Je(
!r ,t) = ec

!
βnδ (
!r − !rn (t))∑ ,  (II.27) 

 
 
ρe(
!r ,t) = e δ (!r − !rn (t))

n=1

Ne

∑ .  (II.28) 

We consider first the transverse fields, and introduce the quantities 
 

 
   
Ĵe = Je,y − iJe,x = ec δ (!r − !rn ) 1

γ n

[
n=1

Ne

∑ Ke− ikU z + Kre
iφr ] ,  (II.29) 

 
  
Â = Ar ,y − iAr ,x = i

α
kr

eikr ( z−ct ) ,  (II.30) 

where 
 α (z,t) = −iE(z,t)eiψ (z,t ) . (II.31) 

 
With these definitions, and using the slowly varying amplitude and phase approximation, 
  

 1
krα

∂α
∂z

<<1,  1
krα

∂α
c∂t

<<1 .  (II.32) 

 
Maxwell equations for the complex field amplitude become 
 

                                   

∂
∂z

+ 1
c
∂
∂t

⎛
⎝⎜

⎞
⎠⎟
α − ∂2

∂x2 +
∂2

∂y2

⎛
⎝⎜

⎞
⎠⎟

iα
2kr

=

2πe δ (!r − !rn(t))
n=1

Ne

∑ 1
γ n

Ke− iΦn + ieα
mc2kr

⎡

⎣
⎢

⎤

⎦
⎥ . 

(II.33)
 

 
This equation, together with the   2Ne  equations (II.11), (II.18) for the electron energy and 

phase, are the complete set of FEL equations. This is a rather complicated system of equations and 
to better understand its physical meaning we discuss initially its solutions in some simplified 
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cases. The approximations will be removed later to obtain a full description of the system, 
including the use of numerical simulations methods. 

The sum over particles in (II.33) is simplified considering that the problem has two length 
scales, the bunch length and the radiation wavelength, σ B ,  λr . In the limit in which all electrons 
are in a distance smaller than the wavelengthσ B << λr  all electrons act as a single super particle 
and the radiation generated is simply that of a single particle tines Ne

2 .  
This condition can satisfied at long wavelengths, in the millimeter or longer wavelengths, but 

cannot be satisfied in the X-ray region of the electromagnetic spectrum. In the last case, that of 
interest to us, we are in a regime where σ B >> λr . In this case we separate the electron density 
distribution into two components, a macroscopic distribution that does not change during the time 
the electrons traverse the undulator, and a microscopic distribution, on the scale of the radiation 
wavelength, which does change. The term in the current distribution that changes at the 
microscopic level is the phase Φn . 

In other words, to evaluate the electron current we take a local average over a length 
corresponding to one wavelength and we give it a weight factor corresponding to the local 
macroscopic density,  ne(x, y, z − β0ct) . With these considerations in mind we can rewrite the 
electron current density in equation (II.33) for the field as 

 

  

∂
∂z

+ 1
c
∂
∂t

⎛
⎝⎜

⎞
⎠⎟
α −∇T

2 iα
2kr

= 2πene(x, y, z − β0ct) K
e− iΦ

γ
− ieα

mc2kr

1
γ

⎡

⎣
⎢

⎤

⎦
⎥ , (II.34) 

 
where the symbol  indicates an average over the microscopic level distribution and 
 

 
  
∇T

2 = ∂2

∂x2 +
∂2

∂y2 . (II.35) 

 
The two averages are functions of   z,t , the position along the undulator and time. The macroscopic 
electron density distribution is in general a function of the transverse and longitudinal coordinates and 
propagates along the undulator with the average electron longitudinal velocity   βz0 . 

In the case of a mono-energetic beam,   γ n = γ 0 , the term 
  

e− iΦ / γ  in (II.34), is equal to the 
bunching factor introduced before in the discussion of the radiation from many electrons. As we 
will see the evolution of the bunching factor from the initial value, usually very small, to a value 
near one is a key effect in the FEL dynamics.  

We use now the vectors   
!xB ,   
!pB with components  (ξ ,ς ) ,   (βBdξ / cdt,βBdς / cdt)  and (I.33), (I.34)

to write the betatron oscillation equations. Using also(II.11), (II.18), (II.34) we have the complete 
set of FEL equations 

 

 
   

d
cdt
!xB,n =

!pB,n

βB,F

,  (II.36) 
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d
cdt
!pB,n = −

!xB,n

βB,F

,  (II.37) 

 
   

dΦn

cdt
= kUβz0 1−

γ R
2

γ n
2 −

kr

2kUβB,F

(
!
xB,n

2

βB,F

+ βB,F
!pB,n

2 )
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

,  (II.38) 

 
  

dγ n

cdt
= eK

2mc2γ n

(αeiΦn + c.c.) ,  (II.39) 

  

∂
∂z

+ 1
c
∂
∂t

⎛
⎝⎜

⎞
⎠⎟
α −∇T

2 iα
2kr

= 2πene(x, y, z − β0ct) K
e− iΦ

γ
− ieα

mc2kr

1
γ

⎡

⎣
⎢

⎤

⎦
⎥ ,  (II.40) 

 
for   n = 1,..., Ne   . 

This is a system of   6Ne +1 nonlinear equations with no simple analytical solution. It includes: 
radiation diffraction; longitudinal and transverse electron dynamics; betatron oscillations for equal 
and constant focusing in the horizontal and vertical planes; electron beam distribution in its 6-
dimensional phase space. It does not include quantum effects and the effect of the radiation field 
on the electron velocities. In the following sections we will solve these equations in a number of 
simplified cases and will later discuss their numerical solutions. 

 

Equation Section 3III. A physical picture of the FEL interaction and scaled 
FEL equations 

 
In this section we give a physical picture of the FEL interaction and use this insight to write the FEL 

equations using scaled variables. As we will see the scaled equations greatly simplify the description of 
the system and, in the one-dimensional case, can be written in a universal form, valid for all wavelengths, 
using a single parameter.  
 

1 A physical picture of the FEL interaction 
 

Even if the FEL equations are rather complicated we can us a physical pictures to understand 
the FEL gain mechanism. We will later arrive at the same conclusions by studying their properties 
analytically. 

To increase the peak brightness of undulator radiation we can either increase the electron 
current or increase the number of photons produced per electrons. An FEL achieves the second 
goal, increasing the number of coherent photons per electron by about five to seven orders of 
magnitude.  

How do we increase the number of photons emitted per electron? If we have many electrons, 
say  Ne , and they are all grouped within a small fraction of a wavelength, the total intensity at this 

wavelength would be the single particle intensity times   Ne
2 , and the number of photons per 

electron would be increased by the same factor. In practical cases, certainly at X-ray wavelength, 
the electrons are in a bunch much longer than the radiation wavelength, and their position 
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distribution on the wavelength scale is completely random. As a result, the radiation fields emitted 
by different electrons have a random relative phase, and the total intensity is proportional to  Ne . 

We can, however, increase the number of photons emitted per electron if we take advantage of 
a collective instability of the electron beam-electromagnetic radiation field-undulator system 
(Bonifacio, Pellegrini and Narducci, 1984). This instability works as follows:  

 
1. The electron beam interacts with the electric field of the radiation; the electric field is 

perpendicular to the direction of propagation of the beam (the undulator axis), and is 
parallel to the wiggling (transverse) velocity of the electrons produced by the undulator 
magnet, of amplitudeK /γ ; the interaction produces an electron energy modulation, on the 
scale  λr : 

 
  
mc2 dγ

dt
= eEVT cos[kr (z − ct)+ kU z] ; (III.1) 

 
2. The electron energy modulation changes the electron trajectory in the undulator magnetic field:  

high energy electrons have a shorter path than low energy electrons, as shown in FIG. 14, 

generating bunching of the electrons at the scale  λr ;  
 

 
FIG. 14. Electrons trajectories in the undulator, showing a longer path for lower energy electrons 
respect to higher energy electrons. 

 
3. Electrons bunched within a wavelength emit radiation in phase, thus producing a larger intensity; 

the larger intensity leads to more energy modulation and more bunching, leading to exponential 
growth of the radiation; the intensity can reach the limit I ~ Ne

2  for the case of extreme bunching.  
 
As we will see later in detail by studying the FEL equations, in the one dimensional limit, 

neglecting diffraction effects, the process is characterized by two lengths, the gain length, LG , the 
radiation intensity exponential growth rate of the instability, and the cooperation length, Lc , the 
distance over which the radiation emitted by one electron can interact with another electron 
considering the difference in velocity between electrons and photons. As we have seen in Section 
I-5 a photon emitted by an electron moves ahead of it, slips ahead, by one wavelength per 
undulator period. The cooperation length is the slippage in one gain length. The two lengths are 
proportional to each other   Lc = (λr / λU )LG . This implies that both gain and coherence length can be 

γ1">"γ2"

λU"
K/γ#

z"

x"



 39 

expressed by one parameter only (Bonifacio, Pellegrini and Narducci, 1984). We call this quantity 
the FEL parameter given, for a helical undulator, by 

 

 
  
ρ =

KΩP

4kU c
⎛
⎝⎜

⎞
⎠⎟

2/3

,  (III.2) 

 
where   
 

 
  
ΩP =

4πrec
2ne

γ 3

⎛

⎝⎜
⎞

⎠⎟
 (III.3) 

  
is the beam plasma frequency, ne  the electron density,  re  the classical electron radius. The 
electromagnetic field instability growth rate, or gain length, is given approximately, as will be shown later 
in the paper, by 
 

 
   
LG !

λU

4πρ
.   (III.4) 

 
The typical value of the FEL parameter for X-ray FELs is about 0.001. The expression of the FEL 
parameter for a planar undulator will be given later. 

The amplitude of the radiation field grows exponentially along the undulator axis, z , as 
E = E0 exp(z / LG )  if the following conditions are satisfied (Pellegrini1988):  

 
a. Beam emittance smaller than the radiation wavelength: 
 

   ε < λr / 4π ;  (III.5) 
 
b. Beam relative energy spread, including the effective term (I.89) depending on the emittance and the 

focusing beta function, smaller than the FEL parameter ρ  : 
 

 σ E / E < ρ ;  (III.6) 
  
c. Undulator length larger than the gain length: 
 

 NUλU > LG ;  (III.7) 
 

d. Gain length shorter than the radiation Rayleigh range: 
 

   LG / ZR <1 ;  (III.8) 
 
where the Rayleigh range is defined using the minimum waist of a Gaussian radiation beam

  πwo
2 = λrZR . 
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e. The quantum-recoil parameter: 
 

    q = !ω r / mc2γρ <<1 .  (III.9) 
 
Condition a says that for the instability to occur the electron beam must match the angular and 

transverse space characteristics of the radiation emitted by one electron in traversing the undulator. 
This is also the condition to obtain diffraction limited spontaneous radiation. Notice that for 
nanometer wavelength or shorter this condition cannot be met at present by storage ring based 
synchrotron radiation sources, but it can be satisfied by electron beams produced by a radio 
frequency, laser driven electron gun (photo-injectors) (Fraser and Sheffield, 1987), as we will 
discuss in the following sections. Condition b limits the beam energy spread to a value such that 
the width of the FEL radiation spectrum remains smaller than that of the spontaneous radiation 
line. Condition c introduces a requirement on the minimum undulator length for this process to 
become significant. Condition d requires that the radiation generated by the FEL be greater than 
that lost by diffraction. Conditions a, b, d are a function of beam emittance, electron beam 
focusing and radiation wavelength, and are not independent. If they are satisfied diffraction and 3-
dimensional effects are not important, and we can use with good approximation the 1-dimensional 
FEL model. The case when diffraction is important will be discussed in Section V. 

Condition e is similar to b, but in this case what matter is the energy change of one electron in 
a single photon emission. When this condition is violated quantum effects become important 
(Bosco, Colson and Freeman, 1983; Becker and Zubairy, 1982; Becker and McIver, 1983; Dattoli 
et al., 1985; Bonifacio and Casagrande, 1985; Bonifacio 1997; Preiss et al., 2012). These papers 
discuss the quantum theory in the limit of small recoil. The case of large recoil and large FEL gain 
is discussed in Schroeder, Pellegrini and Chen, 2001; Bonifacio,  Piovella, Robb, 2005; Geloni, 
Kocharyan, Saldin, 2012. The quantum-recoil parameter of condition e can be interpreted as the 
ratio of the axial displacement due to the emission or absorption of a discrete photon to the 
radiation wavelength. In classical FEL theory    1/ q = ρmc2γ / !ω r  is approximately the number of 
resonant photons emitted per electron at saturation. This is an important consideration because it 
shows that in the classical regime one electron can emit many photons, giving the FEL a large gain 
over spontaneous radiation. In the quantum case number of photons is about one, the efficiency 
remains low. This condition puts a lower limit on the electron energy to operate the FEL. Reducing 
the beam energy for a given X-ray photon energy by reducing the undulator period, leads to the 
quantum regime and low efficiency. The condition of quantum-recoil much smaller than one was 
satisfied in Madey’s theory (Madey, 1971), giving for the gain a classical result. In the rest of this 
paper we will consider only the classical case of small quantum recoil. 

When conditions a to e are satisfied the radiation field emitted by the electron beam grows 
exponentially along the undulator length, with a growth rate given by (III.4). At saturation the 
radiation power is given by 

 
   Psat ≈ ρ(Ibeam / e)Ebeam ,   (III.10) 

  
(Bonifacio, Pellegrini and Narducci, 1984), where Ibeam  and Ebeam  are the beam current and energy, and 
the number of photons per electron is 
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N ph ≈ ρEbeam / Eph   (III.11) 

  
In a case of interest, a Soft X-ray FEL with Eph = 250eV ,  E = 3GeV ,  ρ = 10−3 , we obtain 

   
N ph ! 104 , i.e. an increase of almost 6 orders of magnitude in the number of coherent photons 
produced per electron. At higher beam energy and 8 keV photon energy the increase is five orders 
of magnitudes. This increase is reflected in a much larger brightness for FELs compared to 
synchrotron radiation sources, as shown in FIG. 12. 

When the FEL starts from noise, the SASE case, the power saturates after an undulator length, 
called the saturation length, about ten electric field gain lengths, or, using (III.4), approximately 

 
 Lsat ≈ λU / ρ .   (III.12) 

  

2. FEL equations with universal scaling 
 

We now analyze the FEL equations to justify our physical picture. They are rather complicated and 
are a large number,   6Ne +1. To better understand their meaning and obtain results valid at any 
wavelength we rewrite them using different variables, scaling according to two characteristics length of 
the system, proportional to the gain and cooperation lengths in the 1-dimensional limit.  

Due to the difference in velocity between the electrons and the radiation field, the field advances in 
front of the electrons by one wavelength per undulator period, as discussed in Section I-5. The quantity 

 
  S = NUλr ,   (III.13) 

  
with  NU  the number of undulator periods, is the slippage, telling us how much one photon advances over 
the full undulator length with respect to the electron that generated it at the undulator entrance. To 
characterize different FEL regimes we use the ratio of the slippage to the electron bunch length  LB , and 
consider cases when this ratio is larger or smaller than one. 

We write the electromagnetic field amplitude using the new variables 
 

 
  

zu = z,
zb = λU (z − βz0ct) / λrβz0 ,

  (III.14) 

 
where βz0 is the electron average velocity, corresponding to an average energy γ 0 . The second variable 
gives the position of an electron along the bunch, normalized to the ratio of the undulator period to the 
radiation wavelength. 

With this coordinate transformation, and using the approximation    d / cdt = βz0 ∂/ ∂zu ! ∂/ ∂zu , the 
field and particle equations, (II.36) to (II.40), become 

 

 
   

∂
∂zu

!xB,n =
!pB,n

βB,F

,  (III.15) 
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∂
∂zu

!pB,n = −
!xB,n

βB,F

, (III.16) 

 
   

∂Φn

∂zu

= kU 1−
γ R

2

γ n
2 −

kr

2kUβB,F

(
!
xB,n

2

βB,F

+ βB,F
!pB,n

2 )
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

, (III.17) 

 
  

∂γ n

∂zu

= eK
2βz0mc2γ n

(αeiΦn + c.c.) , (III.18) 

  

∂
∂zu

+ ∂
∂zb

⎛
⎝⎜

⎞
⎠⎟
α −∇T

2 iα
2kr

= 2πene(x, y, zb ) K
e− iΦ

γ
− ieα

mc2kr

1
γ

⎡

⎣
⎢

⎤

⎦
⎥ . (III.19) 

 
The dependence on zb

 describes the shape of the wave packet, including the slippage. In deriving 
equation (III.19) we have used the relationship  (kr / kU )(1− βzo ) / βz0 = 1. In the field equation, the term in 
the electron beam current proportional to the electromagnetic field is quite small and will be neglected in 
the next sections. 

To facilitate the analysis of the problem we rewrite the FEL equations scaling the longitudinal 
variables zb , zu  as in Bonifacio et al. (1994), and the transverse variables to an effective beam radius, r0 , 
as in Krinsky and Yu (1987): 
 
 z = zu / Lsc ,  z1 = zb / Lsc , (III.20) 
 
 x = x / r0,  y = y / r0 , (III.21) 
where the scaling length, 
 Lsc = λU / 4πρ ,  (III.22) 
 
 is the same quantity given in (III.4) and is an approximate value of the gain length in the 1-dimensional 
case. 

Introducing the cooperation length Lc , defined as the slippage in the length Lsc  (Bonifacio et al., 
1994)  

 
 Lc = λr / 4πρ ,   (III.23) 
 
and using (III.14) (III.20), (III.22), we can rewrite the variable   z1  as 

  

 
  
z1 =

z − βz0ct
βz0LC

,  (III.24) 

 
the position along the bunch measured in units of the cooperation length.  

We also make the assumption that the electron energy changes only by a small value respect to 
the average beam energy and resonant energy, γ 0,γ R  and introduce the relative energy deviation 

 
   ηn = (γ n −γ R ) / ργ R . (III.25) 
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Condition b discussed before, equation (III.6), is satisfied if this quantity is smaller than one. 

The field variable is scaled introducing the quantity 
 

 α̂ = eKLsc
2βz0mc

2γ 0
2ρ

α . (III.26) 

 
We also approximate, whenever possible without having an effect on the physics of the system, the beam 
longitudinal velocity with the light velocity and expand to first order in η . We simplify the field equation 
neglecting the current term proportional to the field in (III.19). Using these notations and approximations 
the FEL equation can be written as (Bonifacio et al.,1988; Bonifacio et al., 1994): 
 

 
   

∂
!
x

∂z
=
!
p

βB,F

,  (III.27) 

 
   

∂
!
p

∂z
= −

!
x

βB,F

,   (III.28) 

 
   

∂Φn

∂z
=ηn −

kr Lsc

2βB,F

(
!
xB,n

2

βB,F

+ βB,F

!
pB,n

2 ) ,  (III.29) 

 
  

∂ηn

∂z
= α̂eiΦn + c.c. ,  (III.30) 

 
  

∂
∂z

+ ∂
∂z1

⎛
⎝⎜

⎞
⎠⎟
α̂ − i

FD

∇T
2α̂ = e− iΦ (1− ρη) ,  (III.31) 

 
where the Fresnel diffraction coefficient is defined as 
 
 FD = 2r0

2kr / Lsc   (III.32) 
 
and the betatron wave number is measured in scaled units βB,F = βB,F / Lsc . In the current term of the field 
equation we have also assumed  ηρ <<1  and approximated it to first order in this quantity. 

The set of these   6Ne +1 nonlinear equations are our FEL model. As we have been discussing 
they contain many approximation and assumption, like for instance constant electron beam density, 
which allows us to consider the FEL parameter as a well-defined number. However also under 
these conditions they are a quite complicated set of 108-1010 equations, and cannot be solved 
analytically. In the two following sections we will study them in some particular cases to establish 
our understanding of the FEL physics. A more complete solution, removing the assumption and 
approximation made, require a numerical solution, as will be discussed in section VIII. 

 In the 1-dimensional limit and neglecting emittance effects the equations assume a very simple 
form, with no explicit dependence on the radiation wavelength. In this limit the results are valid 
for any FEL, and they can be compared to experiments at any wavelength to determine their 
validity, in the 1-dimensional case, for all wavelengths. 
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Equation Section 4IV.  1-D theory, FEL small gain and collective instability 
 

To further simplify our model and study the basic FEL physics we consider initially the 1-
dimensional case: the electromagnetic field is represented by plane waves, the beam by charged 
planes with infinite transverse extension and betatron oscillations are neglected. Only the 
longitudinal variables remain in the problem and the transverse part of the wave equation does not 
appear,   ∇T

2α̂ = 0 . Considering the electron current, we assume that the transverse and longitudinal 
distributions can be separated. In the X-ray FEL case the FEL parameter is small, 10-3 or less, and 
we neglect also the term proportional to it on the right hand side of the field equation (III.31) 

In this case the field and particle equations, (III.29), (III.30), (III.31), become 
 

 
 

∂Φn

∂z
=ηn ,   (IV.1) 

 
  

∂ηn

∂z
= α̂eiΦn + c.c. , (IV.2) 

 
  

∂
∂z

+ ∂
∂z1

⎛
⎝⎜

⎞
⎠⎟
α̂ = e− iΦ .  (IV.3) 

 
In this section we first consider the FEL 1-dimensional equations in the simplest possible case 

when we assume that the radiation electric field remains nearly constant during the interaction 
with the electron beam, the small gain theory. Madey’s FEL theory (Madey, 1971) was done for 
this case and was based on a quantum approach, evaluating the stimulated bremsstrahlung in the 
undulator magnetic field. The final gain formula is classical and does not contain Planck’s 
constant. Colson (1977a, 1977b) and Hopf et al. (1977) developed a classical small gain theory 
and we will follow this model. 

Later we consider the case when the electric field can change by a large amount and show that, 
under certain conditions, the electron-radiation interaction can lead to an exponential growth of the 
radiation power, the FEL collective instability or high gain theory.  

1. Electron dynamics in a constant radiation electric field 
 
The constant electric field approximation can be used if the change in the field amplitude in 

crossing the undulator is small. In this case Maxwell equations are not needed and the FEL 
description uses only the phase and energy equations, (IV.1), (IV.2), with a constant field. The 
equations can be obtained from the Hamiltonian 

 

 
  
H = η2

2
+ 2 α̂ cosΦ . (IV.4) 

 
The electron motion is like that of particles in a pendulum-like potential, often called the ponderomotive 
potential, formed by the combined undulator and electromagnetic fields. A phase space plot is shown in 
FIG. 15. 
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The quantity 
 

2 α̂  is the small oscillation frequency around the stable point  Φ = π ,η = 0  and 

the small oscillation period is 
  
Tsync = π 2 / α̂ . For analogy with the theory of particle accelerators 

these oscillations are called synchrotron oscillations and the area within the separatrix is called the 
bucket. 

 
 
 
 
 

 
FIG. 15. Phase-space for the FEL pendulum equation, for particle with different initial conditions. 
The stable oscillation point is  Φ = π ,  η = 0 . The two unstable equilibrium points are 

 Φ = 0,2π ,  η = 0 . The curve dividing the close and open trajectories is the separatrix. The maximum 

possible value of the normalized relative energy change is 
  
ηMax = ±2 2 α̂ .   

The motion of the electrons inside the bucket can be evaluated from (IV.1), (IV.2) for given initial 
conditions. The results, starting from a monochromatic distribution in energy and a uniform distribution 
in phase are shown in FIG. 16. The four curves give the electron distribution at times corresponding to 

  
0,  Tsync / 12,  Tsync / 8,  Tsync / 4  for an initial condition  η0 = 0.1 .  
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FIG. 16. Evolution along the undulator of the electron distribution in phase space, starting with a 
monoenergetic beam,  η0 = 0.1 , uniform in phase,. The maximum bunching is obtained after a 
quarter of the synchrotron period. 

We can also evaluate the change in the average electron energy, the energy spread and the 
bunching factor as the electrons move along the undulator. Both the energy spread and the 
bunching factor grow to reach a maximum value for an undulator length corresponding to 

  
Tsync / 4 .  

The results are shown in FIG. 17. The electron change in energy would change sign for an initial 
condition  η0 < 0 . For positive values of this quantity the decrease in the average electron energy 
corresponds to an increase of the radiation intensity, what we want to achieve in an FEL. For 
negative values of  η0  the radiation intensity would decrease and electron energy increase. This 
case is the Inverse FEL that can be used as a particle accelerator (Palmer, 1981; Courant, 
Pellegrini and Zakowicz, 1985; Van Steenbergen et al., 1996; Musumeci et al. 2005). 

 

 
FIG. 17. Average energy change, solid line, beam energy spread, dashed line, and bunching factor, 
dotted line, along the undulator. We assume an undulator length corresponding to a quarter of the 
synchrotron oscillation period  T  .  
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The average energy change, the bunching and the energy spread can be evaluated solving 
Vlasov equation, 

 

 
  

∂ f
∂z

+ ∂η
∂z

∂ f
∂η

+ ∂Φ
∂z

∂ f
∂Φ

= 0   (IV.5) 

  
for the Hamiltonian system (IV.4). We assume  α̂ <<1  and write the solution as a power series in this 
quantity, the square of the small oscillation frequency,  
 

   f (Φ,η, z ) = f0(Φ,η)+ α̂ f1(Φ,η, z )+ α̂
2

f2(Φ,η, z ) .  (IV.6) 
 
To lowest order we assume 
 

 
  
f0(Φ,η) = 1

2π
g(η) ,  (IV.7) 

 
a distribution uniform in phase and monoenergetic. The first order solution is 

 
  
f1(Φ,η, z ) = 2

η
∂ f0

∂η
[cosΦ− cos(Φ−ηz )] .  (IV.8) 

 
To this order the average electron energy change is zero, but the energy spread and bunching are not. To 
evaluate the second order solution we expand it in a Fourier series 
 
 

  
f2(Φ,η, z ) = f2n(η, z )einΦ

n∑   (IV.9) 
 
Only the term independent from the phase, 
 

 
  
f20(η, z ) = 2

∂
∂η

1
η2

∂ f0

∂η
(1− cosηz )

⎡

⎣
⎢

⎤

⎦
⎥   (IV.10) 

 
is needed to evaluate the average energy change. The result for the change in the beam energy density is 
 

 
  
η − η

0
= 4 α̂

2
z 3 dηg(η)F(zη)∫ , (IV.11) 

 
where the function   F(zη) , the small signal gain function, is 
 
   F(zη) = 1− cos(zη)− (zη / 2)sin(zη)⎡⎣ ⎤⎦ / z 3η3   (IV.12) 
 
and is plotted in FIG. 18. At the undulator exit we have   zη = 4πNU (γ −γ R ) / γ R .  Using (II.14) and 
(I.59), (I.60), the small signal gain function can be written as 
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F(Δ) = − 1

8
d

dΔ
sinΔ
Δ

⎛
⎝⎜

⎞
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2

, (IV.13) 

  
where   Δ =ηz / 2 = πNU (ω −ω R ) /ω R . Comparing this result with the spontaneous radiation double 
differential spectrum, equation (I.59), we see that the small signal wave function is proportional to the 
derivative of the spontaneous radiation spectrum. It is also possible to establish a connection between the 
average energy change and the derivative of the energy spread 

γ −γ 0 = (1/ 2)∂ (γ −γ 0 )2 / ∂γ 0  where 

 γ ,γ 0  are the energy values at the undulator exit and entrance (Madey, 1979; Krinsky et al., 1982). These 
two relations are known as Madey’s theorems. 

Notice that the average energy variation is proportional to the square of the radiation electric 
field.  If we assume that the change in the beam electron energy is equal to the increase of the 
radiation energy we can use (IV.11) to evaluate the gain, the ratio of the change in radiation 
intensity to the initial intensity.  

FIG. 18 shows that the gain is an anti-symmetric function of   η = (γ −γ R ) / γ R  and is zero for 

  η = 0,  γ =γ R . The gain of an FEL operating with an initially mono-energetic beam and  η =η0 , is 
zero if  η0 = 0 , positive if  η > 0  as shown in FIG. 17, and negative in the opposite case. The same 
figure shows also the increase in energy spread and bunching factor along the undulator. 
 

 
FIG. 18. The small signal gain function. The function is anti-symmetric. The width of the positive 
peak between zero and  is about . 

 

2. The FEL instability: long bunch case 
 

We remove now the approximation that the electric field remains constant while the electron 
beam traverses the undulator. We notice that the FEL, described by the set of 6N+1 equations 
(IV.1), (IV.2), (IV.3), is in equilibrium if: 
  

 2π   Δγ / γ ≈1/ 2NU
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a. ηn =0 for all electrons, the beam is monochromatic and its energy is the resonant energy; 
b. The electrons are uniformly distributed in phase, exp(−iΦ) = 0 ;  
c. No field is present, α̂ = 0 .  
 

Small deviations from equilibrium can be described in terms of collective variables: bunching factor  

  
B = (1/ Ne ) exp(−iΦ l )

l=1

Ne

∑ ; energy modulation
  
P = (1/ Ne ) ηl exp(−iΦ l )

l=1

Ne

∑ ; field variable α̂ . Using these 

variables we study the stability of the FEL near the equilibrium state, to determine if it is stable or 
unstable (Bonifacio et al., 1984; Kim, 1986b). For our discussion we consider two cases: bunch length 
much larger than or of the order of the slippage distance. 

We start by considering a long electron bunch, LB >> NUλr , with a constant electric field along the 
bunch. Under this conditions the derivative of the field respect to the bunch coordinate can be neglected in 
(IV.3) and the equation of motion can be obtained from the Hamiltonian 

 

 
  
H =

ηn
2

2
− i(α̂eiΦn − c.c.)

⎡

⎣
⎢

⎤

⎦
⎥

n=1

Ne

∑   (IV.14) 

 
where the conjugate variables are   Φn ,ηn  and   Neα̂ ,i Neα̂

* . 
We characterize the beam by a distribution function of the electron variables, f (Φ,η, z )  and 

use Vlasov equation,  
 

 
  

∂ f
∂z

+ ∂η
∂z

∂ f
∂η

+ ∂Φ
∂z

∂ f
∂Φ

= 0 ,  (IV.15) 

 
to study its evolution from the initial equilibrium state 
 
   f0(Φ,η) = g(η) / 2π ,  (IV.16) 
 
an electron beam with uniform phase and energy distribution   g(η) , to a final state .  

We expand the distribution function near the equilibrium state as 
 

   f (Φ,η, z ) = f0(Φ,η)+ f1(η)eiΦ−i(µ+δγ )z ,  (IV.17) 
 
where 
 

 
  
δγ =

γ 0
2 −γ R

2

2ργ 0
2    (IV.18) 

 
is the detuning, the relative difference between the average initial energy and the resonant energy defined 
by the radiation field frequency. In fact, using the relationship (II.14) between energy and wave number 
we can also write this equation as 
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δγ =

kR − k0

2ρkR

.   (IV.19) 

 
Scanning the system in frequency is equivalent to scanning in initial beam energy. 

We use Vlasov equation to evaluate the first order term and, from it, the bunching factor and 
the field. We obtain 

 

 
  
f1(η)eiΦ−i(µ+δγ )z = α̂eiΦ + c.c.

2π i(µ +δγ −η)
∂g(η)
∂η

  (IV.20) 

 
and 
 

 
  

e− iΦ = i dη α̂
η − µ −δγ

∂g(η)
∂η−∞

∞

∫ .  (IV.21) 

 
Substituting in the equation for the field, assumed to change as 

  
exp[−i(µ +δγ )z ] , we obtain the 

dispersion relation 
 

 
  
µ +δγ + dη ∂g(η)

∂η
1

µ +δγ −η−∞

∞

∫ = 0 .  (IV.22) 

 
In the simple case of a monochromatic beam with average value γ 0 , g(η) = δ f (η −δ ) , the 
dispersion relation becomes 

 
 

 
µ2(µ +δγ )−1= 0 .  (IV.23) 

 
In the simple case 

 
δγ = 0  the cubic equation has three solutions, one real two complex 

conjugates 
 
 µ1,2 = (−1± i 3) / 2,  µ3 = 1   (IV.24) 
 
The first root has a positive imaginary part, generating an exponential growth of the radiation field, 

  α̂ = exp( 3z / 2) = exp( 3z / 2Lsc ) . In the more general case the imaginary part is a function of the 
detuning as shown in FIG. 19. One can see that there is an exponential growth only if the detuning is less 
than 1.889. 
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FIG. 19. The imaginary part of the two complex roots of the dispersion relation. 

 
The evaluation of the growth rate from (IV.22) when the beam is not monochromatic in most 

cases must be done numerically, including the case of a Gaussian energy spread. We can obtain a 
simple analytic result if we assume a Lorentzian energy distribution 

 

 
  
g(η) = Δ

π[(η −δγ )2 + Δ2]
  (IV.25) 

 
Substituting in (IV.22) and integrating we obtain the dispersion relation (Murphy and Pellegrini, 1990), 
for the case Imµ > 0 , 
 
 

  
(µ +δγ )(Δ − iµ)2 +1+ Δ2 = 0   (IV.26) 

 

 
FIG. 20. Dependence of the imaginary part on the beam initial energy spread.  

When the energy spread is zero (IV.26) reduces to the monoenergetic case (IV.23). A plot of 
the growth rate for various values of the energy spread is given in FIG. 20. When the value of the 
spread, measured in units of the FEL parameter ρ , becomes near one there is considerable growth 
rate and gain bandwidth reduction.  

To a good approximation and for values of the energy spread of the order or smaller than the 
FEL parameter the dependence of the gain length on the energy spread can be approximated as 
(Xie, 1996) 
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  LG ! LG0 (1+ (σγ / ρ)

2 )   (IV.27) 
 

3. The FEL instability, analysis in bunch frequency space 
  

We can study again the FEL near the equilibrium point without the long bunch approximation. 
In this case the collective variables, bunching factor, energy modulation and field, can vary along 
the bunch, and are defined locally as a function of z ,  z1 . The bunching factor and energy deviation 
collective variables are 

 

 
  
B = 1

Ne

e− iΦl ,  
l=1

Ne

∑ P = 1
Ne

ηle
− iΦl

l=1

Ne

∑ , (IV.28) 

 
 where  Ne  is the number of electrons in one radiation wavelength. 

We obtain a simple set of equations describing the FEL near the equilibrium point if we 
multiply the particle equations (IV.1), (IV.2), by  and sum over all particles within one 
wavelength,  Ne . Neglecting second order terms the linearized FEL equations are then given by 
(Bonifacio et al., 1994) 
 

 ∂
∂z

+ ∂
∂z1

⎛
⎝⎜

⎞
⎠⎟
α̂ = −B ,  (IV.29) 

 ∂
∂z

B = −iP ,   (IV.30) 

 ∂
∂z

P = α̂ .  (IV.31) 

 
We assume the dependence of the three variables respect to the bunch coordinate z1  to be of 

the form 
  α̂ (z , z1) = !α (z ,δ )e

− iδ z1 ,  (IV.32) 
 
with similar equations for the bunching and energy deviation. The quantity δ  is a measure the frequency 
deviation from the resonant frequency 
 
   δ = (kr − k) / 2ρkr = Lc(kr − k) .  (IV.33) 
 
 
Notice the different meaning of δ  respect to the similar quantity δγ , defined in (IV.18),  of the previous 
discussion. 

The linearized FEL equations are now, 
 

exp(−iΦl )
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∂
∂z

− iδ⎛
⎝⎜

⎞
⎠⎟
!α (z ,δ ) = − !B(z ,δ )   (IV.34) 

 
 

∂
∂z
!B = −i !P    (IV.35) 

 
 

∂
∂z
!P = !α    (IV.36) 

 
The functions  !α ,  !B,  !P  are functions of z ,δ . We look for a solution of the form  !α ,

!B, !P ∝ exp(−iµz ) . The 
FEL equations are then satisfied if and only if  
 
 µ2 (µ +δ )−1= 0 . (IV.37) 
 
This is similar to (IV.23). As discussed before, in the simple case δ = 0  the cubic equation has three 
solutions 
 
 µ1,2 = (−1± i 3) / 2,  µ3 = 1 . (IV.38) 
 
The imaginary part ofµ as function of δ  is the same as shown in FIG. 19.  

It is important to consider that in the long bunch case, discussed in the previous section, we 
assumed a constant bunching and radiation field profile, with δγ  proportional to the difference 
between the average beam energy and the resonant energy. In the case discussed now, short bunch 
case, the quantity δ  gives the frequency spectrum corresponding to the bunching, energy 
deviation and field profile along the electron bunch. 

The growth rate for the instability at zero detuning, when using the distance z  along the 
undulator, is LG = 2Lsc / 3 . There is a small difference between the scaling length given in (III.22) 
and the one-dimensional gain length. Other differences will be due to effects like diffraction, 
emittance, energy spread and beam focusing, as we will discuss later.  

The instability is typically triggered by a non-vanishing initial value of the electric field or of 
the collective variables B and P. As the exponential growth progresses, the linear approximation is 
eventually broken and the amplification reaches saturation. While the behavior of the FEL around 
saturation is strongly non-linear, we can estimate the order of magnitude of the radiation power as 
well as the energy modulation with a simple argument based on the linear equations. 

Note that by definition B <1. Saturation occurs when the bunching factor is close to its 
maximum value, i.e. when B ≈1. From the energy deviation equation we have that, during the 
exponential growth, P = ρ B , which means that around saturation we have 

 
 P ≈ ρ .  (IV.39) 
 

Similarly, from the field equation, the radiation power density during the exponential 
amplification is given by ρneγ mc

2 B 2 , the electron beam energy density times the square of the 
bunching factor. It follows that, close to saturation, the electromagnetic radiation power is 
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  PL ! ρPbeam ,  (IV.40) 
 
where   Pbeam = mc2γ Ibeam / e  is the electron beam peak power,  Ibeam  is the beam peak current. The FEL 
parameter gives the power extraction efficiency of the FEL amplifier, the efficiency of energy transfer 
from the electron beam to the radiation. These arguments will be confirmed later on with non-linear 
numerical simulations. 
 

4. Initial Value Problem 
 

We have seen that the bunching factor and the energy deviation are such that   0 < B <1 , 

  0 < P <1 .  The radiation field, instead, scales with the beam power as  Prad ≤ ρPbeam . We solve 
the linear FEL system, (IV.34), (IV.35), (IV.36), with the Laplace transform method. We 
define the transform as 

 

 
   
!al (µ,δ ) = !a

0

∞

∫ (z ,δ )eiµz dz .  (IV.41) 

 
The linear FEL equations (IV.34), (IV.35), (IV.36) become 
 

 

   

−i(µ +δ ) !α l − !α0 = − !Bl ,
−iµ !Bl − !B0 = −i !Pl ,
−iµ !Pl − !P0 = !α l ,

  (IV.42) 

 

where the subscript 0 stands for the initial value of the variable. The field variable in the Laplace 
space is given by 
 

 
   
!α l =

1
D(µ,δ )

(iµ2 !α0 + µ !B0 + !P0 ) ,  (IV.43) 

 
where 
 
   D(µ,δ ) = µ2(µ +δ )−1   (IV.44) 
 
 
is the FEL dispersion function. The Laplace transform can be inverted using the residue theorem 
 

 

   

α̂ (z ) = −i
dD / dµ

µ=µ j

j=1

3∑ (iµ2 !α0 + µ !B0 + !P0 )e− iµ jz ,  (IV.45) 
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where µ j  are the zeroes of the dispersion equation D(µ,δ ) = 0  . 
The FEL instability can be triggered by a non-zero value of any of the three variables describing 

the system. However the FEL typically starts by either an initial radiation field, as is the case of 
seeded FELs, or an initial micro bunching. In the first case we have an FEL amplifier. How to 
generate a signal to amplify at nanometer or sub-nanometer wavelengths will be discussed in 
Section VII on seeding. In the latter case, if the initial micro bunching is given by shot-noise, the 
system is termed self-amplified spontaneous emission (SASE). 

The dispersion equation has an unstable root for    δ < δ th ! 1.9 . To understand the spectral 
properties of the FEL amplifier, it is useful to study the unstable root µ1  around 
resonance, δ = 0 . Taking the derivative of the dispersion equation we find 

 

 
  

dµ
dδ

= µ
3µ + 2δ

,   (IV.46) 

 
  

d 2µ
dδ 2 = dµ / dδ

3µ + 2δ
− µ(3dµ / dδ − 2)

(3µ + 2δ )2 , 

 
which yields for the growth rate expansion around resonance 

 
  
µ1 = − 1

2
− δ

3
− δ 2

18
+ i 3

2
(1−δ 2 / 9) .  (IV.47) 

 
The power gain is proportional to 

  
exp 3z (1−δ 2 / 9)( ) , giving a power amplification 

bandwidth   σδ = 3/ 2 3z . In physical units, the relative amplification bandwidth is 

  σω /ω = 6ρ / 2 3z . Typically an FEL starting from a very low initial field or bunching saturates 
in about 20 power gain lengths, giving a relative amplification bandwidth σω /ω ≈ ρ .   

In the absence of an external seed the FEL instability can be triggered by the beam shot-
noise in the longitudinal particle distribution.  As discussed in Section I-9 for an  ensemble  
of particles with a random longitudinal distribution, the intrinsic discreteness of the particle 
distribution gives a non-vanishing bunching factor. The statistical average of the shot-noise 

bunching factor is zero but the average power is given by 
  

B
2

= 1/ Ne . In the high-gain 

approximation and s t a r t i ng  from an initial bunching factor   B0 , the normalized radiation field 
is given by 

 
    !α (z ,δ ) = G(z ,δ ) !B0 ,  (IV.48) 
 
where 
 
   G(z ,δ ) = −ieiµz / (3µ −δ )   (IV.49) 
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is the gain-function.  Since the shot-noise microbunching,  
!B0 , is a stochastic variable, the radiation 

field must be treated statistically. In the time domain, the field is given by the sum over the 
whole frequency spectrum of the spectral components from shot-noise 
 
    α̂ (z , z1) = !B0(δ n )∑ G(z ,δ n )eiδ nz1   (IV.50) 
 
where   δ n = πn / krρLB  and  LB  is the electron bunch length. For a long bunch we can 
approximate the summation with an integral and obtain 
 

 
   
α̂ (z , z1) =

kr LBρ
π

!B0(δ )G(z ,δ )eiδ z1∫ .  (IV.51) 

 
 

The normalized radiation power is computed by the following integral in the frequency 
domain: 

 
 

 
  
α̂ (z , z1)

2
=

kr LBρ
πNe

G(z ,δ )
2
dδ

−∞

∞

∫ .  (IV.52) 

 
A good approximation for the SASE power can be obtained by neglecting the dependence on 
δ  of the residue  1/ (3µ − 2δ ) . With this approximation the gain function has a Gaussian 
dependence on the detuning 

 

 
  
G(z ,δ )

2
= 1

9
e 3z (1−δ 2 /9)   (IV.53) 

 
 and the resulting shot-noise power is 
 

 
  
α̂ (z , z1)

2
= 2ρ

3Ne

π
3z

e 3z . (IV.54) 

 
In physical units, the SASE power is given by 
 
   PSASE = Psne

2kUρ 3z ,  (IV.55) 
 
where 
 

 
  
Psn = Pbeam

2ρ 2

3Ne

π
3z

 (IV.56) 
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is the equivalent shot-noise power. 
In the SASE mode, due to the intrinsic randomness of the shot-noise microbunching, the radiation 

field is composed of several uncorrelated spikes (Bonifacio et al., 1994). The temporal profile of 
the radiation pulse starting from shot-noise, obtained by performing an inverse Fourier transform of 
(IV.45) and using shot-noise as the initial trigger is shown in FIG. 21. The temporal structure of 
the radiation spikes can only be described in the framework of statistical optics.  In particular, 
we are interested in estimating the typical temporal width of a SASE spike. To do so, we 
compute the autocorrelation function of the radiation field, defined as 

 
 

  
Q(z , z1, ′z1) = α̂ (z , z1)α̂ *(z , z1 + ′z1)   (IV.57) 

 

 
FIG. 21 Temporal profiles of a SASE pulse for different values of z . As the FEL pulse propagates 
on the electrons, a longitudinal correlation is developed and the width of the temporal spikes grows.  

The physical meaning of the autocorrelation function can be understood as follows: the 
radiation spikes have no phase relation, i.e., the product of the field of one spike times the 
field of an independent spike averages to zero. On the other hand, the phase within one 
spike is well defined, which means that the product   α̂ (z , z1)α̂ *(z , z1 + ′z1)  averages to a number 
larger than zero if z̄  is smaller than the width of a spike. In practice, the autocorrelation 
function yields the characteristic shape of a SASE spike. Using the same line of reasoning as 
in the average power calculation, we have 
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Q(z , z1, ′z1) =

kr LBρ
πNe

⎛
⎝⎜

⎞
⎠⎟

2

G(z , ′δ )
2
e− iδ ′z1d∫ δ ,  (IV.58) 

 
which can be reduced to a Gaussian integral by neglecting the δ  dependence of the residue.  The 
frequency integral yields 
 

 
   
Q(z , z1, ′z1) = !α (z , z1)

2
e− ′z1

2 /2σ ′z ,c
2

,  (IV.59) 

 
where the normalized rms correlation length is 
 

 
  
σ z1,c = 2 3z / 3 . (IV.60) 

 
There are two facts worth noticing in (IV.60).  First of all, the correlation length grows as the 

square root of z , the normalized undulator distance. This is because the physical mechanism that 
introduces temporal correlation along the radiation pulse is propagation: the electrons are 
totally uncorrelated in phase at the beginning of the FEL interaction, but as the 
amplification process goes on, the radiation slippage transports the phase information in 
the forward direction. This introduces a phase correlation between regions of the electron 
bunch that are within the slippage length. In physical units, the autocorrelation function 
scale length is the cooperation length, Lc = λ / 4πρ , the slippage length accumulated in a 
gain-length, defining the typical temporal scale of SASE. For the typical saturation length 
of an X-ray SASE FEL,  zsat ! 20 / 3 , we have σζ ,c =στ ,c / kr = 2Lc , which means that 
close to saturation the typical full width of a spike is roughly 6Lc . 

For a SASE FEL, starting from noise in the initial phase distribution, the total intensity, and 
that of each spike, fluctuate. The probability distribution of the FEL pulse energy,  E , is given by a 
Gamma  distribution function (Saldin, Schneidmiller and Yurkov, 1998) 

 

 
  
p(E) = M M

Γ( M )
E
E

⎛

⎝
⎜

⎞

⎠
⎟

M−1

1
E

exp −M E
E

⎛

⎝
⎜

⎞

⎠
⎟ , (IV.61) 

 
where   Γ( M ) is the Gamma-function,  E  is the pulse energy average value and  M  is the number of 
degrees of freedom, or modes in the radiation pulse. For a transversely coherent pulse, in a single 
Gaussian mode, the number of degrees of freedom is reduced to that of the longitudinal modes and is 
given by the number of spikes in the pulse. For   M = 1, single spike, the probability distribution is a 
negative exponential and for large values of  M  it tends to a Gaussian.  

The first measurements of the fluctuations (Hogan et al., 1998a; Hogan et al., 1998b) where in 
good agreement with theory and were also used to find the number of spikes and from this the X-
ray pulse length. More recently the same method has been used to measure few femtosecond long 
pulses at LCLS (Wu et al. 2010). 
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5. Time dependent FEL theory 
 

In this section, we discuss the one-dimensional time-dependent theory of the FEL instability. 
We assume an arbitrary dependence of the radiation field and study the evolution of the FEL from 
an initial arbitrary signal directly in the time domain with a Green's function approach (Bonifacio 
et al., 1994). 

The problem we want to solve is the following: given the initial temporal distribution of the 
radiation field a0 (z1) = a(0, z1) , how does the radiation field evolve as a function of z ,  z1 ? It is 
convenient to solve the FEL equations by taking a Laplace transform in z  

 
 α (µ, z1) = α̂ (z , z1)∫ eiµz dz .  (IV.62) 

 
We assume that the initial bunching factor and energy modulation vanish, 

B(0, z1) = 0,  P(0, z1) = 0 . The resulting self-consistent equation in the Laplace domain is 
 

 ∂α
∂z1

− i(µ −1/ µ2 )α =α 0 (z1) .  (IV.63) 

 
This equation can be solved writing it in the equivalent form 
 

 ∂
∂z1

αe− i(µ−1/µ
2 )z1⎡⎣ ⎤⎦ =α 0 (z1)e

− i(µ−1/µ2 )z1 ,  (IV.64) 

 
with the solution 
 
 α (µ, z1) = α̂ 0 ( ′z1)−∞

z1∫ e− i(µ−1/µ
2 )(z1− ′z1 )d ′z1 .  (IV.65) 

 
As a check, we assume an initial periodic distribution α 0 =α 0 exp(iδ z1) . The integral can be 

solved and the Laplace transform of the field is 
 

 α (µ, z1) =
iα 0

µ −1/ µ2 +δ
e− iδ z1 = iα 0µ

2

D(µ,δ )
e− iδ z1   (IV.66) 

  
where D(µ,δ ) = µ3 +δµ2 −1  is the FEL dispersion function.  Note that, up to the oscillatory term 

  exp(−iδ z1) the same solution was obtained before (see (IV.43)) and the inverse Laplace transform of  
(IV.66) gives the usual three FEL modes: an unstable mode, a decaying mode and an oscillatory mode. 

The general solution for the time-dependent 1-D FEL theory is given by the inverse Laplace 
transform of (IV.66). With the chosen definition for the Laplace variable, the inverse transform is 
given by 

 

 α̂ (z , z1) =
1
2π

α (µ, z1)−∞+iΓ

∞+iΓ

∫ e− iµz dµ ,  (IV.67) 
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where Γ  is a real number smaller than the imaginary part of any pole of  α . The last equations represent 
the most general description for the 1-D FEL dynamics. To develop some intuition on the physics at play 
we derive the Green's function solution to the time-dependent equations. The Laplace transform of the 
Green's function, for a0 (z1) = δ f (z1) , is given by 
 

 
 

!G = 0 for z1 < 0,
!G = ei(µ−1/µ2 )z1  for z1 > 0.

  (IV.68) 

 
We also note that for an initial pulse localized at z1 = 0 , the region z1 > z  falls outside of the 

radiation slippage length. Since the FEL pulse cannot propagate faster than the speed of light, the 
Green's function must be localized within the slippage length, i.e. 

 
  

!G = 0 for z1 > z .  (IV.69) 
 
In the region 0 < z1 < z  the Green's function is given by 
 

 
 
!G(z , z1) =

1
2π

e− iµ(z−z1 )−iz1/µ
2

dµ
−∞+iΓ

∞+iΓ

∫ .  (IV.70) 

 
The integral in the last equation can be solved exactly in terms of a power series, using the 

residue theorem. However, it is more instructive to derive a closed form expression for the Green's 
function using the stationary phase approximation. For large values of z − z1, z1  the exponential in 
the integral has a strongly oscillatory behavior except for regions close to the extrema of its 
argument. We can then approximate the exponential as 

 
  e− ig(µ ) ! e− ig(µ0 )−i ′′g (µ0 )(µ−µ0 )

2 /2   (IV.71) 
 
which can be integrated as 
 

e− ig(µ ) dµ =
−∞

∞

∫ e− ig(µ0 )−i ′′g (µ0 )(µ−µ0 )
2 /2 dµ =

−∞

∞

∫ e− ig(µ0 ) 2π / i ′′g (µ0 ) .  (IV.72) 

 
The stationary points for the integrand in (IV.72) are given by 
 

 z − z1 − 2z1 / µ
3 = 0 ,  (IV.73) 

 
with three solutions, 
 µst ,n = µn 2z1 / (z − z1)( )1/3 ,  (IV.74) 
 
where the µn  are the three roots of the dispersion relation on resonance, µ3 −1= 0 . In the high-gain 
regime we only keep the term associated to the unstable root µ1 = −(1− i 3) / 2 . The asymptotic 
expansion of the Green's function is then given by 
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 G(z , z1) = −12πiµ1
22/3 z1

( z1 (z − z1))
2/3 e

−3iµ1( z1 (z−z1 )/2)
2/3

.  (IV.75) 

 
The maximum of the Green's function as a function of z1  is realized for the maximum of 

y = z1 (z − z1) / 2 , i.e. z1 = z / 3 . The peak of the Green's function grows as G(z , z / 3)∝ exp(−iµ1z ) ,  
meaning that, close to its maximum, the Green's function has the same growth rate as a resonant 
pulse. Furthermore, the condition z1 = z / 3  can be rewritten as (z −Vbeamt) / Lc = z / 3LG , or 

 
  z / t =Vgroup −Vbeam / (1− λr / 3λU ) !Vbeam (1+ λr / 3λU ) . (IV.76) 
 
 

The Green's function travels at a group velocity smaller than the speed of light but larger than 
the beam velocity. More quantitatively, the FEL pulse travels faster than the electrons by one third 
of the slippage rate, Vgroup −Vbeam = cλr / 3λU , and slower than the speed of light by two thirds of the 
slippage rate, c −Vgroup = 2cλr / 3λU .  

Performing a second order expansion of the exponent around its maximum, dz1 = z1 − z / 3<<1 , 
we obtain 

 

 z1 (z − z1) / 2 = (z / 3)
3/2 − 33/2

8 z
dz1 .  (IV.77) 

 
Close to the peak, the Green's function can be approximated with a Gaussian shape 
 
 G ∝ e−3

3dz1
2 /24 z ,   (IV.78) 

 
with an RMS width σ z1

= (2 / 3)3/2 z . Note that the temporal width of the Green function grows like z . 
This can be intuitively understood considering the effect of slippage: the initial distribution of 

the radiation field slips over the electron bunch at the rate of one wavelength per undulator period. 
As the radiation slips ahead of the electrons, the electrons develop a micro-bunching structure that 
is longer than the initial field distribution. Since microbunched electrons emit the FEL radiation, 
the initial short pulse (modeled here as a delta function) is lengthened to a few cooperation 
lengths. The same behavior was found for the correlation length in the steady-state SASE theory. 
This is not surprising considering that the SASE signal is given by the convolution of the Green's 
function with the initial shot-noise. Since the initial noise is totally uncorrelated, the SASE 
correlation length is essentially the correlation length of the Green's function itself. In the 
Gaussian approximation, this is given by 2σ z1

∝ z , in agreement with the results obtained in the 
previous section. 
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FIG. 22. Green’s function for z = 10 / 3 , left, z = 15 / 3 , center, z = 20 / 3 , right. Notice the 
difference in the vertical scale. 

 

6. Non linear FEL dynamics and saturation 
 

In the previous sections we have discussed the one-dimensional theory of the FEL in the linear 
regime. In this regime, the radiation field grows exponentially starting from an initial perturbation 
in the electron distribution or from an initial value of the radiation field itself. As discussed in 
sections IV-1 and IV-2 , the linear FEL equations are valid when the collective variables and the 
normalized field amplitude are much smaller than unity, B <<1,  â <<1,  P <<1. As the FEL 
instability progresses the system reaches a point where the linear approximation is no longer valid 
and the amplification stops. This is the saturation effect, and it happens when the bunching factor 
approaches unity. In this section we discuss the one-dimensional FEL dynamics in the non-linear 
regime and the physics of saturation. Since the non-linear FEL equations cannot be solved 
analytically we rely on numerical integrations. However, since the FEL equations are written in a 
universally scaled form, the results that we find are general and apply to any FEL in the one-
dimensional limit. 

The non-linear electromagnetic field equation, (IV.3), is the same as in the linear case, since no 
assumption on the bunching factor has been made to derive it. To this we add the phase and energy 
equations for all electrons, (IV.1), (IV.2), now coupled through the electromagnetic field. For 
simplicity we assume a monochromatic FEL pulse, and discuss non-linear effects for a fixed value 
of δ , as defined in (IV.33). 

This is a system of 2Ne +1  equations, where the number of electrons is usually as large as 108-
1010. Several numerical codes have been developed to integrate this system of equation, including 
also transverse electron density distribution and diffraction effects. A detailed discussion is 
presented in a later section of this paper. Here we use a Runge-Kutta integration method to obtain 
information about the FEL dynamics near and after saturation. FIG. 23 shows the growth along the 
undulator of the normalized radiation field, in units of interaction time, starting from an initial 
bunching factor of 0.001. The radiation grows exponentially up to the saturation point, which is at 
about  z ! 10 . The saturation value is about 1.2, in good agreement with our previous estimates of 
the saturation power based on the linear regime,  Psat ! ρPbeam .   

0 10 200

500

1000

1500

2000

z1

|G
f|

 

 Asymptotic
Exact

0 5 100

50

100

150

200

z1
|G

f|

 

 Asymptotic
Exact

0 2 4 60

5

10

15

20

z1

|G
f|

 

 Asymptotic
Exact



 63 

 
FIG. 23. Normalized radiation field amplitude as a function of interaction time, starting from an 
initial bunching factor of 0.001. 

After the saturation point, the power oscillates in time. FIG. 24 shows the longitudinal phase-
space over one radiation wavelength for the same conditions for different values of time. Before 
saturation, at z = 4,  z = 7 , the behavior of the phase-space distribution can be understood in terms 
of the linear FEL dynamics: the beam develops an energy modulation, which, in turn, generates 
micro-bunching. The amplitude of the energy modulation grows exponentially in time as a result 
of the FEL instability. Close to saturation and after saturation, z = 10,  z = 12 , the longitudinal 
phase space folds on itself and the micro-bunching stops growing (a process known as wave-
breaking in the context of non-linear plasma waves). The oscillating behavior of the FEL after 
saturation can be understood in terms of the longitudinal oscillations of the electrons in the 
potential well generated by the radiation and undulator field. The motion of the electrons, for a 
given value of the radiation field, follows the pendulum equation. If we neglect the time-variation 
of the FEL field, the electrons oscillate longitudinally with a period  z ! 2π a . Conversely, the 
radiation field follows the electron micro-bunching periodic oscillations of the, which, in turn is 
caused by the non-linear oscillation of the electrons themselves. Since after saturation the 
normalized radiation field is always of order of one, we can roughly estimate the periodicity of the 
non-linear oscillations to be on the order of  z ! 2π . 
 

 
FIG. 24. Longitudinal phase-space trajectories for different values of the interaction time z  starting from  
a0 = 0.001  . 

Finally, we study the behavior of the saturation power as a function of detuning. Figure 25 
shows the normalized radiation field at saturation as a function of δ . The saturation power is 
higher for negative values of the frequency detuning and has a decreasing dependence on δ . This 
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has a simple intuitive explanation: the FEL saturates when the electron bunch energy falls out of 
resonance. For negative frequency detuning, the electron energy is above the resonant energy 
γ R = [(1+ K

2 )λU / 2λr ]
1/2 , which means that the electrons can transfer more energy to the radiation 

field before they fall out of the amplification bandwidth. 
 

 
Figure 25 Normalized radiation field amplitude at saturation as a function of detuning 

7. Harmonic Gain and non-linear Harmonic Generation 
 
Since, for a planar undulator, spontaneous radiation is emitted on all the odd higher order 

harmonics, it means that coupling between the energy of the electrons and the radiation field 
happens on these harmonics too. 

The same physical principles used to describe exponential growth on the first harmonic apply 
to the higher order harmonics, where the electron-radiation interaction generates an energy 
modulation turned into microbunching by the undulator dispersion and, finally, leads to the 
emission of more coherent radiation. The theory of the collective instability of harmonics 
(Murphy, Pellegrini and Bonifacio, 1985) follows that already discussed for the fundamental. The 
FEL equations for the n-th harmonic, in normalized units, are: 
 

 dη
dz

= Fn (K )sinΦn , (IV.79) 

 
where Φn = nΦ is the ponderomotive phase at the n-th harmonic, described by the equation 

 d
dz

Φn = nη    (IV.80) 

 
and the harmonic coupling coefficient is given by (I.68). 

The field equation is similarly normalized as 
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FIG. 26. Normalized growth rate as a function of detuning for the first, third and fifth harmonics for a 
planar undulator with   K = 3 . 
  

 
 

∂
∂z

− iδ n
⎛
⎝⎜

⎞
⎠⎟
!α n (z ,δ ) = −Fn (K ) !Bn (z ,δ ) , (IV.81) 

where Bn = exp(−iΦn ) is the n-th harmonic bunching factor. 
The dispersion equation for the n-th harmonic can be derived from these equations following 

the same method used for the fundamental harmonic. The growth rate is then given by 

 µ2 (µ +δ n )−
n
2
Fn

2 (K ) = 0 , (IV.82) 

where δ n = (k − nkr ) / 2ρkr   is the frequency detuning from the n-th harmonic. 
Note that for   n = 1 , this equation implies that, by re-defining the FEL parameter as 

  ρ = ρ(F1(K ) / 2)2/3 , the one-dimensional theory developed so far applies to a planar undulator.  
FIG. 26 shows the detuning curve for the first, third and fifth harmonic for a planar undulator 

with a parameter   K = 3  while FIG. 27 shows the maximum growth rate as a function of the 
undulator parameter for the same harmonics. The growth rate can be quite large even for high 
harmonics. During the exponential growth process, however, the first harmonic dominates the 
radiation field since it has the strongest gain. However, harmonic lasing can be achieved by 
suppressing the first harmonic with the use of phase shifters along the undulator line. By inducing 
a phase difference between electrons and radiation of 2π/n or 4π/n, the lasing process on the n-th 
harmonic is not affected by the phase shift and can dominate over the first harmonic (McNeil et al. 
2006; Schneidmiller and Yurkov 2012). The advantage of this concept is to reduce the electron 
beam energy needed for the given wavelength respect to the operation at the fundamental. 

 

 
FIG. 27. Maximum normalized growth rate for the first, third and fifth harmonics as a function of the 
undulator parameter. 

 
Harmonic lasing is interesting for a number of applications. For example, one could drive gain 

on the third harmonic to increase the energy range of an x-ray free-electron laser (Schneidmiller 
and Yurkov, 2012). Furthermore, since the slippage length is still determined by the first 
harmonic, lasing on the n-th harmonic increases the coherence length by a factor n  (Xiang, Ding, 
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Huang and Deng, 2013), thus improving the spectral brightness of the radiation. 
In addition to linear harmonic gain, harmonic radiation is generated in a high-gain FEL through 

a non-linear process close to saturation (De Martini, 1990). The process is similar to that of 
harmonic generation in a medium, due to the nonlinear dependence of the polarization on the fields 
driving the emission process and generating a frequency multiplication (Bloembergen, 1965). In 
this case the nonlinear medium is the electron beam. The bunching process on the fundamental in 
the nonlinear FEL potential well creates a density distribution composed of microbunches much 
narrower than the fundamental wavelength, as one can see for instance in FIG. 24, which can be 
Fourier analyzed as the sum of a large number of harmonics. In a planar undulator, the harmonic 
microbunching content leads to the emission of coherent radiation on all odd harmonics of the 
resonant wavelength on axis. The theory of non-linear harmonic generation was developed in 
(Bonifacio et al. 1990; Huang and Kim, 2000) and the first measurements of non-linear harmonic 
radiation in an FEL were reported in (Biedron et al., 2001; Tremaine et al., 2002). During the 
exponential growth regime, it can be demonstrated that the harmonic power growth, driven by the 
gain on the fundamental frequency, of the n-th harmonic power scales proportionally to P1

n, where 
P1 is the radiation power on the fundamental frequency.  Many experiments on a wide range of 
photon energies (ranging from infrared to x-rays) have reported a saturation level for the third 
harmonic non-linear radiation on the order of 1% of the fundamental wavelength saturation power. 

The second and third harmonics have been measured at LCLS (Ratner et al., 2011). The results 
depend on the beam quality, peak current, emittance and phase space distribution of the electron 
beam. In the best conditions, in the soft X-ray region, near 1 keV, the second harmonic is as large 
as 0.1% of the fundamental and the third harmonic 2.5%. At hard X-rays, 6-8 keV, the third 
harmonic is 2%. 

Equation Section 5V. Three-dimensional FEL theory 
 

The core process of Free-electron lasers occurs in the longitudinal direction of the electron 
beam motion, interacting with a co-propagating field. This remains valid even in the complete 
three-dimensional description of the problem (Moore, 1985; Scharlemann, Sessler, and Wurtele, 
1985; Sprangle, Ting and Tang, 1987). For the electron model the betatron motion couples to the 
longitudinal velocity, slowing down the longitudinal motion for larger betatron amplitudes. This 
and other effects will be discussed later in this section.  

A large impact arises from the finite beam size of the electron beam and the localized emission 
of the radiation field. In a very simple model the electron beam can be regarded as an aperture and 
the emitted field diffracts depending on the size of the electron bunch. However, unlike an 
aperture, which has sharp edges, the diffraction pattern depends on the transverse electron 
distribution. A Gaussian distribution exhibits the least amount of diffraction and it is fruitful to 
compare the transverse equivalent to the “time-bandwidth” limit. For a Gaussian beam the product 
of rms beam size and rms divergence angle is given by  λ / 4π   (Siegman, 1986). The electron beam 
equivalent is the geometric emittance (I.39). Note that the geometric emittance is inversely 
proportional to the beam energy while the resonant wavelength drops as 1/γ 2 . For a given 
normalized emittance, which is for linear beam optics a constant of motion, there is a wavelength, 
where the emittance becomes larger than that of a diffraction-limited beam. At this point the whole 
electron beam cannot radiate any longer into the fundamental mode and the overall efficiency is 
reduced. It is not a hard limit though and it depends on many factors, including the electron beam 
transverse distribution and the FEL interaction itself. In the following a 3D model is derived under 
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some assumption, which allows for analytical calculation of the FEL process. 
 

1. Three-dimensional FEL equations neglecting emittance effects 
 

We assume for simplicity a cylindrically symmetric electron beam and assume that the beam 
emittance is very small, neglecting the corresponding term in the phase equation. In contrast to the 
1-dimensional theory the 3-dimensional theory has one additional independent parameter, the 
beam transverse size r0 . We assume it to be the effective source size for the radiation, like the 
waist of a Gaussian beam, and define a Rayleigh length as 

 
   ZR = krr0

2 / 2 .   (V.1) 
 

The field equation (III.31) is simplified neglecting the dependence on the bunch coordinate, 
assuming a uniform longitudinal field profile, and operating at the resonant frequency, as we did in 
section IV-2 for the 1-dimensional case. This approximation is valid for a long bunch, as discussed 
before. With these approximation we have 

 

 
  

∂
∂z

− i
Fd

∇T
2⎛

⎝⎜
⎞
⎠⎟
α̂ = e− iΦ ,  (V.2) 

 
where the Fresnel diffraction parameter is given by (III.32) and is proportional to the ratio of the Rayleigh 
length to the 1-dimensional gain length. If   Fd >>1 diffraction is negligible over one gain length and the 1-
D model becomes a good approximation. Apart form a factor this condition is similar to condition (III.8) 
introduced before.  

To solve the coupled set of equations (IV.1), (IV.2), (V.2) we follow a procedure similar to that 
used for the long bunch case in section IV-2, and used by several authors for the 3-dimensional 
case (Krinsky and Yu, 1987; Kim,1986b; Chin, Kim, Xie, 1992).  We assume that the system is 
Hamiltonian and that the electron phase space distribution fulfills Liouville’s equation, so that the 
phase space density is a constant of motion. To simplify the problem the electron beam is rigid 
with no transverse betatron motion. As a result all equations of motion in the transverse direction 
are zero and the derivatives respect to the transverse canonical variables are dropped. We use 
again Vlasov equation (IV.15), assume that the distribution function can be factorized into the 
transverse and longitudinal coordinates and introduce a function   g(x , y)  to describe the transverse 
distribution. 

As in the long bunch 1-D model discussed in section IV-2, the phase space distribution is 
expanded into a Fourier series starting with a term with a uniform phase distribution, giving a 
bunching factor equal to zero. This time, however we solve the problem as an initial value 
problem. We assume 

 
   f (Φ,η,x , y , z ) = g(x , y)[ f0(η)+ f1(η, z )eiΦ−iδγ z ] .  (V.3) 
 
As we did before the exponential term 

  
exp(−iδγ z )  takes into account the energy detuning from the 
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resonant energy. As in section IV-2 we also assume that the field, like the first order distribution function, 
is of the form 

   
α̂ = !α (z )exp(−iδγ z ) . 

Selecting the first harmonic terms of the Fourier series in Vlasov’s equation we obtain 
 

 
   

∂ f1

∂z
+ i(η −δγ ) f1 + !α

∂ f0

∂η
= 0 ,  (V.4) 

 
with δγ  given by (IV.19). To solve this equation we apply a Laplace transform 
 

 
  
f1(η, p) = f1(η, z )e− pz dz

0

∞

∫ .  (V.5) 

 
Since f1(η,0) = 0  the solution of (V.4) is 
 

 
   
f1(η, p) = −

!α ( p)
p + i(η −δγ )

∂ f0

∂η
.  (V.6) 

  
Using this solution we evaluate the bunching factor 
 
 

  
B(z ) = e− iΦ = dx dyg(x , y) dΦdη f (Φ,η,x , y , z )∫∫ e− iΦ . (V.7) 

 
Note that   g(x , y)  is a distribution normalized to one. Using the expression (V.3) of the distribution 
function we obtain 
 

 
  
B(z ) = f1(η, z )dη∫ .  (V.8) 

 
The solution connects the derivative of the initial energy distribution f0  with the current modulation f1  of 
the electron beam.  

Inserting the solution (V.7) into (V.2) and using the field Laplace transform we obtain 
 
 

   
[∇T

2 − ig(x, y)D − iFd ( p − iδγ )] !α (x, y, p) = iFdα̂ (x, y,0) ,  (V.9) 
 
with the dispersion term given by 
 

 
  
D = 1

p + i(η −δγ )
∂ f0

∂η
dη

−∞

∞

∫ .  (V.10) 

 
The right hand side of the field equation (V.9) is the initial field distribution at the entrance of 

the FEL and defines the initial value problem for the 3-dimensional FEL model. This term doesn’t 
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change the different solutions – the FEL eigenmodes – of the homogenous partial differential 
equation but defines only the different coupling of these eigenmodes to the initial field. Without 
loss of generality we have to find the solution for the homogeneous partial differential equation. 

The overall form is similar to a two dimensional Schrödinger equations of the form

  [∇
2 +V (x, y)]A(x, y) = 0  and the role of the Laplace parameter p is very similar to that of an 

eigenvalue in quantum mechanics with the significant difference that the effective potential, and 
therefore the “eigenvalues”, have complex values. We discuss the solution of this problem in 
section V-3 where we will discuss the radiation modes and the corresponding growth rates. 

The 1-dimensional limit, with   ∇T
2α̂ = 0  and   g(x, y) = 1/ πr0

2 , requires the explicit solution 

  
D = Fd ( p − iδγ )  to satisfy the field equation. This is identical to the 1D dispersion equation (IV.22) 
if we use the relationship 

 
   µ = ipFd

1/3 .  (V.11) 
 
This equation establishes a relationship between the 1-D and 3-D FEL parameters 
 
 ρ3D = Fd

1/3ρ    (V.12). 
 
with a corresponding change in gain length. Notice the weak dependence of the 3-D FEL parameter on the 
Fresnel diffraction parameter. 

2. FEL Eigenmodes  
 

The simplest model to study 3D effects is a round beam with constant electron density and 
radius r0 . The transverse density has the constant value 1/πr0

2  for any radius smaller than r0  and 
zero everywhere else. Even if the electron beam is cylindrically symmetric, the electromagnetic 
waves might not have the same property. Therefore we expand the general solution for the field in 
a series of radial and azimuthal modes 

 
 

   
!α (r,φ) = cn,mRn,m(r)eimφ

n,m
∑ . (V.13) 

 
The differential equation for the radial modes is 
 

 

  

d 2

dr 2 +
1
r

d
dr

+υ 2 − m2

r 2

⎡

⎣
⎢

⎤

⎦
⎥Rn,m(r) = 0,

with υ = ν = 2iD − 2ipFd ,  for r <1,

υ = ig = i 2ipFd  for r >1.

  (V.14) 

 
Within the electron beam the only valid solution is a Bessel function   Jm(nr) , yielding a finite value at the 
origin. Outside the beam the solution is a modified Bessel function   Km(gr) , dropping in amplitude faster 
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than   1/ r  for large values of  r , giving a finite value for the total radiation power. 
At the electron boundary the amplitude and derivative of the radiation field must be 

continuous. These requirements can be combined into one continuity condition (Watson, 1987) 
 

   ν Jm+1(ν )Km(g)− gJm(ν )Km+1(g) = 0 ,  (V.15) 
 
where we used the same notation as in (V.14). For a given azimuthal mode m there are an infinite set of 
solutions for the “general” dispersion equation, which are marked with the index n. In the following we 
label the different modes as TEMmn , indicating that the mode is primarily a transverse electrical and 
magnetic field even if, due to the curvature of the finite size mode, there are also longitudinal field 
components. 
 

 
FIG. 28. Lowest order dispersion equation solutions for the FEL eigenmodes. 

The lowest order solutions of the dispersion equation for a step beam profile are shown in FIG. 
28. The general behavior is very similar to problems in quantum mechanics. In general each mode 
has n +m  roots within the electron beam, though the complex value of the Bessel function 
argument shifts the value away from zero in field amplitude. The complex argument produces also 
a phase front curvature, increasing the instantaneous diffraction of the FEL modes. Even the 
fundamental TEM00 mode is not diffraction limited at λ / 4π . In addition, higher modes have a 
larger transverse extension. Unlike the propagation of a Gaussian radiation field in free space, the 
FEL eigenmodes are constant in shape and size, but grow in amplitude. The effect, called gain 
guiding, appears like a guiding effect in an optical fiber (Scharlemann, Sessler and Wurtele, 1985). 
However, unlike a truly guided mode, such as optical modes in fibers, this guiding exists only 
because the energy flowing in the transverse direction by diffraction is compensated by the field 
amplification at the electron beam location.  
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FIG. 29. Growth rate of the lowest TEMn,m modes as function of detuning. 

The detuning is an important parameter and has different impact on FEL modes. Similarly to 
the 1D model, there is one optimum value for the eigenvalue, yielding the largest growth rate. 
There is still some exponential growth for detuning values smaller than the optimum detuning 
while there is a hard limit for larger values, where no gain is possible. The difference with the 1-D 
model is that each mode has a different optimum detuning value as seen in FIG. 29. The optimum 
resonance is shifted towards larger beam energies for higher FEL modes. The reason is the 
additional phase slippage, the Guoy phase (Siegman, 1986), introduced when a radiation field goes 
through a focal waist or - equivalently- is emitted from a finite size source. This additional phase 
slippage increases the phase velocity of the radiation field, requiring a faster electron velocity to 
keep radiation field and micro bunches in phase. Hence the shift of the optimum detuning point 
towards larger values. Note that for the FEL eigenmodes this diffraction effect depends solely on 
the shape of the eigenmode and not on the exponentially growing amplitude. 

Another fact is that the maximum growth rate (the real part of p) is not the same for all modes. 
Higher modes have smaller growth rates than the fundamental, because of two effects. First, higher 
modes exhibit stronger diffraction, leaking more radiation transversely out of the electron beam. 
The field amplitude is effectively reduced and the local FEL amplification is reduced. Second, 
higher modes have roots, where there is no interaction between radiation field and electrons do not 
contribute to the mode. As a result the overall number of electrons, which emits coherently into the 
mode is reduced and the effective current is lower. These effects depend on the Fresnel diffraction 
parameter and should vanish when the impact of diffraction is smaller. FIG. 29 shows the growth 
rate for the highest modes. 
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FIG. 30. Growth rates for different modes as a function of the Fresnel parameter. 

For large values of Fd  the growth rates of all modes merge to one value. The overall 
dependence in this limit is Fd

−1/3 , confirming the 1-D limit of the 3-D model. The relation in 
amplitude between all modes is preserved from the initial coupling in the start-up regime till 
saturation and the amplification is a local effect without any cleaning in the modal structure. The 
impact on the transverse coherence is discussed in a later section. In the opposite limit of a 
strongly diffracting radiation field, higher modes are suppressed in comparison to the fundamental 
mode, but even the fundamental mode growth is slower than predicted by the 1-D model, which 
diverges with the cubit root of  Fd . The penalty of having radiation field leaking out transversely 
damps the possible growth rate. From an optimization point of view it is beneficial to avoid values 
of Fd  below 0.1. On the other hand large values of Fd , above 10, do not separate the fundamental 
mode sufficiently enough from the higher modes (Kim, 1986; Saldin et al., 2003) when starting 
from noise in a SASE FEL, which couples almost equally to all modes. The stronger growth rate of 
a single mode corresponds to growing transverse coherence. 

For strong diffraction the FEL eigenmodes are much wider than the electron beam distribution 
and the explicit shape of the distribution has little impact. Also the FEL performance scales rather 
with the current of the electron beam than the electron density. At very short wavelength, typically 
in the few Ångstrom regime, the FEL mode is actually smaller than the electron beam and 
sensitive to the distribution because the vanishing diffraction do not washout the feature in the 
particle distribution. To illustrate this we assume vanishing diffraction ( Fd  is infinity) and the 1D 
theory is valid. Also the beam is seeded with an infinite wide radiation field. This assumption is 
not really needed but simplifies the discussion significantly because SASE FELs start from “hot 
spots”, cluster of electrons that exhibit an above average bunching factor. These hot spots can be 
small in transverse extensions and thus violate the assumption of vanishing diffraction. However 
when the transverse coherence grows larger this effect is less pronounced, the bunching and field 
phase information is spread out with diminishing diffraction. This illustrates again the problem of 
reaching transverse coherence for large diffraction parameters. 

For a flat transverse electron distribution the local growth rate is identical over the entire bunch and 
the resulting bunching profile is also flat. In contrast, a Gaussian radial distribution gives a transverse 
dependence of the 1-D FEL parameter.  After an undulator length L  the field has a radial profile 

 

 A(r) = A0
3
exp( 3kUρ(r)L)

.
  (V.16) 

 
After 15 gain lengths the rms mode size of the photon beam is related to the electron beam size with 

σ field = ln(15) / 3σ beam , and is about 5% smaller than that of the electron beam. This applies also to the 
bunching profile. Comparing both beam profiles, the flat beam yields a flat bunching profile, while for a 
Gaussian distribution the bunching profile is marginally smaller, but still Gaussian. The angular 
distribution of the field emission is proportional to the form factor of the bunching profile, which can be 
related to the Fourier transform of the profile. So while both types of profiles may have the same beam 
size the divergence of the flat profile is significantly larger, because of the sinc2 distribution of the far 
field pattern. The Gaussian distribution is diffraction limited and thus has the smallest possible 
divergence. 
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This example illustrates that for X-ray FELs some substructure in the electron beam distribution can 
increase the divergence of the beam as observed at LCLS. This higher mode content is also illustrated by 
FEL theories, which are based on a set of orthonormal modes of propagation (Hemsing, 2008; Webb et 
al., 2011). Note that these higher modes are phase locked to each other forming a single FEL eigenmode, 
while the different FEL eigenmodes are not. 

The initial value problem has the source term 
  
 sm (r) = 2iLd A0 (r)e

− imφ dφ∫   (V.17) 
 
in the field equation. The general solution of this equation is now the sum of a particular solution of the 
inhomogeneous equation and a solution of the homogenous equation (Saldin et al., 1993). The continuity 
condition, (V.15), and the Laplace inverse transformation relate the initial field to the amplitude of the 
FEL eigenmodes as an overlap integral of the initial field and the FEL eigenmodes functions. 

When operating an FEL as a seeded amplifier the higher mode content is minimized using a 
radiation seed radial size much larger than that of the FEL eigenmodes. The reason is that higher 
modes have zeroes and the field amplitude changes sign over the transverse plane. Assuming the 
external field to be almost constant radially, the overlap integral amplitude is small because of the 
variation in sign of the higher modes. However using a much larger seed signal wastes a large 
amount of radiation power, because non-zero field amplitudes are present outside the electron 
beam and have no overlap at all. Thus, to increase the coupling efficiency the seed field should 
match the size of the FEL mode. Although higher modes are excited the fundamental mode is 
seeded with more power and the total FEL length needed to reach saturation is reduced. Seed field 
transverse sizes much smaller than the electron beam radius have a larger coupling to the higher 
modes, because the overlap integral is restricted to a smaller area with less changes in sign of the 
eigenmodes. 

In a similar way the initial bunching distribution couples to the FEL eigenmodes. For SASE 
FELs, which are starting from incoherent undulator radiation, these areas of initial bunching are 
small and many FEL eigenmodes are excited almost with the same coupling efficiency, in strong 
analogy to a Dirac delta function having a wide range of frequencies with almost equal amplitude. 
Mode clearance only occurs because the different FEL eigenmodes have different growth rates. 
The far field patterns for a SASE FEL with LCLS like parameters, when the FEL amplification 
process is stopped at different position along the undulator, are shown in FIG. 31.  It can be seen 
that the distribution merges into a smooth, Gaussian like distribution. The speckle pattern in the 
first picture corresponds to a single wave front in the FEL pulse. However a SASE FEL has many 
independent wave front ordered in longitudinal direction and a detector would only measure the 
sum of all these wave front. In comparison to the single wave front the distribution is broader and 
smoother, arising from the sum of many independent, unrelated speckle patterns. When a high 
degree of coherence is achieved, the difference between single wave front and projected 
distribution is marginal, though the projected distribution is always larger because the poor 
longitudinal coherence of the FEL pulse means that all frequencies within the FEL bandwidth can 
be excited, all of them with slightly different divergence angles (Huang, Z. and Kim, K.-J., 2007). 
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FIG. 31. Farfield pattern of a single wavefront: a. after three gain lengths; b. after seven gain 
lengths; c. at saturation; d. Summation of the far field pattern of all wave fronts within an FEL pulse 
after three gain length. 

The growth and excitation of FEL eigenmodes are based on the assumption of a rigid electron 
beam, considered as a passive medium where a bunching phase front can be imprinted. This is an 
approximation that neglects the effects of the electron transverse betatron oscillations. Transverse 
coherence can be increased by betatron oscillations, spreading out the local radiation phase over 
the electron beam, carried indirectly by the bunching phase of the electrons, even with vanishing 
diffraction. 

As discussed in section I, equation (I.16), there are two kinds of electron motion. The first is 
the betatron motion of the electron itself. This is rather slow and rarely more than one betatron 
oscillation over the entire undulator length, because stronger focusing would induce an axial 
velocity spread, acting as a Landau damping term to weaken the bunching process of the FEL, as 
discussed in detail in the next section. 

The second motion is the “breathing” of the beam envelope in the focusing quadrupole array. 
The electron beam size oscillates with the periodicity of the quadrupole lattice. The beam envelope 
variation can be significant when the average betatron wave number, βB , is made smaller. Unlike 
the main betatron motion the beam envelope variation can be on the scale of the gain length or 
even smaller. Electrons with large betatron amplitudes are effectively smeared out in transverse 
position and so is the bunching phase front. This has little impact on the fundamental mode 
because it has the same sign over the entire electron bunch. Higher modes have nodes and areas 
with opposite signs. 

For a rigid beam the modes for the field and bunching phase front match, but including beam 
envelope variation the bunching profile is scaled in size and the modes do not overlap any longer. 
It can occur that there are some overlap of field and bunching with opposite signs and the FEL 
performance is locally disrupted. This is illustrated in FIG. 32and the impact on the FEL growth 
mode is shown in FIG. 33 and FIG. 34. As a result SASE FELs with a strong beam envelop 
variation might have some penalty in gain length but exhibits better coherence because the growth 
rate of higher FEL eigenmodes is more strongly suppressed (Reiche and Prat, 2012).  
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FIG. 32. Overlap between the bunching distribution and radiation wave front for the first higher 
radial FEL eigenmode. The bunching distribution is distorted by focusing and do not overlap well 
with the radiation field. 

 

 

 
FIG. 33. Radiation power of the fundamental mode, first higher mode with a rigid electron beam 
and an electron beam in a FODO channel (dotted, solid and dashed line, respectively). 

 
FIG. 34. Growth rate of the first higher FEL mode for a rigid and a focussed electron beam (solid 
and dashed line, respectively). The oscillation in the dashed line has the same periodicity as the 
quadrupole spacing of the focusing channel. 
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3. Three-dimensional theory with betatron oscillations 
 
The 3-dimensional model discussed in the previous section includes the effects of diffraction 

and of the electron velocity variation due to their energy spread. It was recognized in the early 
days of the LCLS studies that an important limiting factor in the high-gain regime at X-ray 
energies is the transverse position and angular spread due to betatron oscillations around the ideal 
orbit in the undulator. We considered the betatron oscillations in section I-9 and in section I-10 we 
evaluated their effect on the line width of the spontaneous radiation, showing that to first 
approximation they can be described by an effective energy spread, depending, as shown in 
equation (I.89), on the beam emittance, ε , and the beam focusing, characterized by the betatron 
oscillation wave number βB,F . 

Kim (1986) first derived an equation satisfied by the guided modes of the radiation field, in the 
exponential regime. Later on Yu, Krinsky and Gluckstern, (1990) obtained the first approximate 
solution for the fundamental mode, in terms of four universal scaling parameters. Ming Xie (2000) 
obtained both exact and variational solutions of the eigenmodes and expressed the gain length in 
terms of a convenient fitting formula. The three-dimensional initial value problem can be also 
solved by Van Kampen’s eigenmode expansion (Kim, 1986b; Xie, 2001; Huang & Kim, 2000, 
2001, 2007). 

This comprehensive three-dimensional FEL theory follows the same approach discussed in the 
previous section, based on the linearized Vlasov equation, extended now to a six-dimensional 
phase-space. To the equations used before for the electromagnetic field, the electron energy and 
phase we must now add the equations for the transverse motion, (III.27), (III.28). 

The phase space distribution is a function of the longitudinal and transverse variables, 

 f (η,Φ,
!
x ,
!
p, z ) . As before we expand it as a zero order term, uniform in phase, and a first order 

perturbation term 
 

  f (η,Φ,
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x ,
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p, z ) = g(η,
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x ,
!
p)+ f1(η,
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x ,
!
p, z )eiΦ(1−2ρδ ) .  (V.18) 

 
Note that the detuning term in the exponent in this equation is equivalent to 2ρδΦ = δ z , appearing in the 
field envelope equation. 

The equation for the first order term is 
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Contrary to what we have done in the previous section, this equation cannot be solved 

explicitly in the Laplace domain because of the presence of the  z  dependent transverse betatron 
motion.  

We assume that the zero-th order distribution function in the transverse coordinates is a 
Gaussian, and is independent of the bunch coordinate 
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where 


x,

p  are the transverse position and angle normalized to their rms values σ x ,σ x / βB,F .  

We assume that the dependence of the radiation field, bunching and perturbed distribution 
function on the bunch coordinate is of the form  α̂ (

!
x , z , z1) = "α (

!
x , z )e− iδ z1 . Using normalized units, 

the Vlasov equation for the perturbation term, assumed to be much smaller than  g(
!
x ,
!
p,η) , is  

 

 
 

Df1
Dz

+ i(η −ηε ) f1 −
η
ση
2
!αg = 0 ,  (V.21) 

 
where the derivative is taken along the particles betatron trajectory. We also use the fact that the FEL 
parameter, ρ , is a small quantity.  The quantity ηε  is the effective energy spread due to betatron 
oscillations 
 

 
   
ηε =

kr LGσ x
2

2βB,F
2 (
!
x 2 +

!
p2 )  , (V.22) 

 
introduced before in (I.89). 

With these assumptions, the field equation (III.31) becomes 
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The bunching factor is given by 
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We can integrate (V.21) using the method of integration along the unperturbed trajectory to obtain 
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where  

!
x+ =
!
x cos(z / βB,F )+

!
psin(z / βB,F )  is the transverse position determined by the betatron oscillation 

and we assume the perturbation to be initially zero.  
We use this result to evaluate the bunching with (V.24) and rewrite the field equation (V.23) as 
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We consider the field to be a superposition of modes with a transverse profile  !α n (

"
x )exp(−iµnz )   and 
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rewrite the last equation as 
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This equation admits an infinite number of solutions corresponding to the transverse modes of the high-
gain FEL. The fundamental mode is the one with the largest growth rate and is labeled . 

Even in this simplified form, the dispersion relation cannot be solved analytically. Two 
numerical methods to solve this equation were developed. The first is a matrix method, solving the 
integro-differential equation by discretizing the transverse space and reducing the equation to a 
discrete eigenvalue problem (Xie, 2000). This method yields the most accurate solutions, but does 
not provide much insight into the physics of the problem.  

The other is a variational method. In this approach, we assume a trial function for the FEL 
eigenmode of the form 
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where  R =

!
x . The dispersion relation is then projected onto this transverse mode to give a scalar integral 

equation 
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The variational principle (Morse and Feshbach, 1953; Luchini and Motz, 1990; Yu, Krinsky 

and Gluckstern, 1990; Xie, 2000) states that the trial function that best approximates the exact 
solution is the one for which the eigenvalue is stationary, dµ0 / dw = 0 . This additional condition 
yields a system of two integral equations with two unknowns that can be solved numerically.  

Using the variational method we obtain a gain length fitting formula 
 

 LG = LG ,0 (1+ Λ) ,  (V.30) 
 
where LG0  is the 1-dimensional gain length and 
 
Λ = a1ηd

a2 + a3ηe
a4 + a5ηγ
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The diffraction, emittance and energy spread parameters are 
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The fitting coefficients are 

 

a1 = 0.45,a2 = 0.57,a3 = 0.55,a4 = 1.6,
a5 = 3,a6 = 2,a7 = 0.35,a8 = 2.9,
a9 = 2.4,a10 = 51,a11 = 0.95,a12 = 3,
a13 = 5.4,a14 = 0.7,a15 = 1.9,a16 = 1140,
a17 = 2.2,a18 = 2.9,a19 = 3.2

 . (V.33) 

 
Note that the emittance parameter used by Ming-Xie and the normalized betatron focusing defined 
earlier are not independent, as the emittance parameter can be expressed as ηe = Fd / 2βB,F

2 . The two 
parameterizations are equivalent as they both reduce the parameter space to the minimal set of four 
independent scaling quantities, when including detuning. 

The gain length fitting formula (V.30) is very useful to evaluate the main characteristics of an 
FEL and has been widely used for parametric studies for the design of LCLS and other X-ray 
FELs. In FIG. 35 we show how the fitting formula can be used to evaluate the optimum transverse 
betatron focusing to minimize the gain length. 

 
 

 
FIG. 35 Gain-length dependence of on the transverse beam focusing beta-function for standard 
LCLS electron beam parameters, using the gain length fitting formula (V.30). For large values the 
system is in the 1-D limit and stronger focusing gives higher gain by increasing the electron volume 
density. As beta decreases the longitudinal velocity spread due to the emittance increases, 
eventually disrupting the FEL gain. The beta function has an optimum when these two effects 
balance each other. 

 

VI. Equation Section 6High efficiency FEL 

1. Variable parameters undulators 
 
We saw in the previous sections that the relative energy transfer from the electron beam to the 
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radiation field is limited to about 1/ 2NU  in the low gain case and to the FEL parameter ρ  in the high 
gain case. In the low gain case this can be seen most easily from the shape of the small signal gain curve 
in FIG. 18, changing from a positive to a negative maximum for a relative energy change of about 1/ 2NU

. In the high gain case the efficiency is given by the FEL parameter, (IV.40), typically of the order of 10−3  
or less for X-ray FELs. 

The reason for the low efficiency is that the FEL synchronism condition is no more satisfied when the 
electron loses its kinetic energy to the radiation field. To overcome this limitation it has been proposed to 
use an undulator in which the period or the magnetic field (or both) vary along the axis, so that the 
undulator characteristics are adjusted to satisfy the synchronism condition over a wide range of electron 
energies (Sprangle, Tang and Manheimer, 1979; Kroll, Morton and Rosenbluth, 1981), for a fixed 
radiation wavelength. 

We generalize the definition (II.14) of the resonance energy, considering a synchronous 
electron, with energy γ s  and constant phase Φs . The condition for its phase to remain constant as 
the energy changes is 

 

 
  
γ s

2(z) =
kr

2kU (z)
(1+ K(z)2 ) .  (VI.1) 

 
We assume that the undulator magnetic field, and/or its period, change to satisfy this equation, for a given 
radiation wavelength, following the electron energy change. If the phase is a constant,  Φs , the equation 
for the energy change is obtained from (II.11) as 
 

 
  

dγ s
2

dt
=

ecEr (z)K(z)
2mc2 sinΦs ,  (VI.2) 

 
having assumed the electromagnetic field phase equal to zero. 

These equations relate the electric field amplitude and the electron energy to the undulator parameter 
and period, now a function of z , the position along the undulator axis. As the synchronous energy 
changes along the undulator we have to change the undulator parameter and/or period to satisfy (VI.1). 
For a given synchronous phase (VI.1), (VI.2) are two equations relating three quantities, λU ,K ,γ s . The 
problem is not uniquely defined and we can use different undulator designs for a given energy change. 

Note the difference between the "standard" FEL, described before, and the "tapered undulator" FEL 
described here. In the standard FEL, electrons are injected into the undulator with a range of initial 
phases, 0,  2π , and an energy spread smaller than the FEL parameter. In the phase-energy space the 
electron distribution evolves to reach maximum bunching. After that the bunching, and the radiation field 
intensity, would decrease as shown in FIG. 23, FIG. 24. 

In the tapered undulator FEL there is only one phase associated with synchronism and the electron is 
constantly decelerated. For an initially mono-energetic beam with random phases, the particles can have 
the correct energy to insure they are synchronous but the bulk of the particles will have phases different 
from Φs . The question is: "Suppose a mono-energetic beam is injected into a tapered undulator with the 
synchronous energy and a random distribution of the initial phases, what happens to the particles that are 
not at the synchronous phase?” 

Examination of the electron phase space shows that particles near the synchronous phase are indeed 
decelerated at a nearly constant rate, but particles further away in phase are not, resulting in a loss of 
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efficiency. It is desirable to choose the synchronous phase, Φs , to capture and decelerate the maximum 
number of particles and provide a desired electron energy reduction, and the corresponding increase in 
radiation intensity, with as short an undulator as possible. 

To study this problem we consider the study the motion of electrons in the phase-energy space, 
respect to the synchronous particle. We consider the case when the synchronous energy is a slowly 
varying function of z  and neglect its variation over one undulator period,  

 

 
  

λU

γ s
2

dγ s
2

dz
<<1 .   (VI.3) 

 
We also assume γ s = γ R  and that the energy remains always near the synchronous energy. 

Measuring the length along the undulator in gain lengths units we write the equations for the 
energy and phase change respect to the synchronous particle, using the same independent variable 
as in  (IV.1), (IV.2), as 

 

 
  
dη
dz

= 2 α̂ (sinΦ− sinΦs ) ,  (VI.4) 

 
 
dΦ
dz

=η .   (VI.5) 

 
In writing (VI.4) we neglected a term   2η ′γ s / γ s , which is usually negligible if (VI.3) is 

satisfied. We also neglected terms proportional to Er  in the equation for the phase. 
Equations (VI.4), (VI.5) can be obtained from the Hamiltonian 
 

 
  
H = η2

2
+ 2 α̂ (cosΦ +ΦsinΦs ) .  (VI.6) 

 
To study in more detail the motion of a particle around the resonant energy we rewrite it as 
 

 
  
H = η2

2
+V (Φ)   (VI.7) 

 
where the potential   V (Φ)  is 
 
   V (Φ) = 2 α̂ (cosΦ +ΦsinΦs )   (VI.8) 
 
and is plotted in FIG. 36 ; the areas under the dashed lines represent potential wells where electrons are 
trapped and oscillate around the synchronous phase. 
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FIG. 36 Tapered undulator potential. In this plot the synchronous phase is π / 6 , and α̂ = 0.1 . 
Electrons execute stable oscillations around the synchronous particle in the areas under the dashed 
line. 

The maximum and minimum of the potential in the interval  (0,  2π )  are at the points   Φ = Φs ,  π -Φs . 
The width of the potential well is defined by 

 
   ΔΦ = Φ* −Φs ,   (VI.9) 
 
where Φ*   is the solution of the equation 
 
   V (Φ*) =V (ΦS ) .  (VI.10) 

 
The depth of the potential well is defined by 
 

 

  

ηMax = V (Φs )−V (π −Φs ) =

8 α̂ cosΦs − (π / 2−Φs )sinΦs

.  (VI.11) 

 
 

Particles with   η <ηMax ,  Φs <Φ <Φ*  will execute stable oscillations around the phase  π −Φs . 
The maximum energy change for the synchronous particle is obtained, from (VI.2), when 

. However for this value of the synchronous phase the depth of the potential well goes to 
zero and no electrons can be captured in it. For   Φs = 0  the depth is a maximum but there is no 
energy change for the synchronous particle. The optimum value of the synchronous phase is 
somewhere in between these two values and can be optimized and even changed along the 
undulator.  

For particles in the potential well the average energy change in traversing the wiggler is equal 
to the change in the resonant energy, so that the efficiency in the transfer of energy from the 
electrons to the radiation field is 
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ς =

Φ* −Φs

2π
γ s(LU )−γ s(0)

γ s(0)
,  (VI.12) 

 
a value that can be of the order of 10%, much larger than the efficiency at saturation, of the order of the 
FEL parameter, about 0.1% for X-rays FELs. 
 

FIG. 37 Tapered undulator phase space. Electrons within the potential well with phases between  
and  oscillate around the synchronous particle and follow, on average, its energy change. 

 
There are however limitations on when to start the tapering and how fast one can change the 

resonant energy and on the number of electrons that remain trapped in the potential well during 
this process (Scharlemann, 1990; Colson, 1990). If the initial radiation field is smaller that the 
saturation value it is convenient to operate with a constant period until saturation is reached. Just 
before this point is reached tapering can start. Initially the change in synchronous energy must be 
small, with a synchronous phase near to zero, to optimize the trapping and maintain a large phase 
acceptance. Later the synchronous phase can be increased to maximize the energy transfer. In most 
cases these considerations lead to an undulator design with a quadratic decrease of the magnetic 
field starting just before the saturation point.  

2. 3-dimensional effects, sidebands and other effects limiting the efficiency 
 

Tapering the undulator is a good approach to increase X-Ray FELs efficiency. However several 
effects, not included in the previous discussion, limit the efficiency also for this case. The main 
effects are: variations of the radiation electric field in the longitudinal and transverse directions; 
diffraction effects; sideband instabilities. 

A SASE FEL radiation intensity profile is not uniform and consists of spikes, as discussed in 
the previous sections. When tapering a SASE FEL it is not possible to optimize the synchronous 
phase for all electrons along the bunch, leading to an efficiency reduction (Fawley et al., 2002) 
when compared to the monochromatic FEL amplifier discussed before. While tapering still gives 
an advantage respect a non-tapered undulator, as shown FIG. 38, the efficiency is nearly a factor of 
two below the amplifier case. In the following we will discuss the FEL amplifier starting from a 
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small signal, reaching saturation and continuing with a tapered undulator section. The small nearly 
monochromatic signal can be obtained with one of the seeding methods discussed in the next 
section. 

FIG. 38 Comparison of power output for: a) a tapered monochromatic amplifier; b) a tapered SASE 
FEL; c) a non-tapered SASE FEL. From Fawley et al., 2002.  Simulations based on the Ginger code 
(Fawley 1995). 

Other important effects are the radial dependence of the radiation electric field (Luccio and 
Pellegrini, 1980), the transverse electron distribution (Emma et al., 2014) and diffraction effects. 
Existing simulation codes, discussed in Section VIII, take into account all these effects and can be 
used to simulate high efficiency tapered X-ray FELs. However the requirements for computing 
time is quite large. A physical model to optimize the tapering to obtain the largest X-FEL peak 
power for given beam characteristics, including all these effects, has also been developed (Jiao, et 
al., 2012). The model describes optical guiding of the radiation and diffraction effects using an 
optical fiber approximation, relating refractive focusing with the electron beam bunching 
(Scharlemann, Sessler, and Wurtele, 1985; Sprangle, Ting and Tang, 1987; Hafizi et al., 1990). As 
shown in these references, the coherent interaction between the radiation and electrons can 
optically guide and focus the light. Because of its microbunching, the electron beam has an 
effective complex index of refraction 
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obtained identifying the change in phase and amplitude of the field with the real and imaginary part of  
the index of refraction. The real part of the refractive index gives refractive guiding and describes a 
change in the wave phase velocity from inside the beam to outside the beam. When the phase velocity in 
the beam is smaller than in vacuum the wave front is distorted and the radiation is focused. The imaginary 
part corresponds to an increase in field amplitude and to gain. 

Using (II.31) and (IV.3) and neglecting the dependence on the bunch coordinate, the index of 
refraction can be written as 
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= i
kr LGα̂

e− iΦ .  (VI.14) 
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Following the exponential gain regime in the initial part of amplifier, where the gain is large, 

the imaginary part of the index of refraction becomes small, near to zero, and the real part of  n , 
describing the refractive guiding, becomes important. In this region the radiation field amplitude 
increases more slowly with  z  than in the exponential regime. The index of refraction decreases 
with increasing field amplitude, as shown in (VI.14), slowing down the energy transfer and 
possibly leading to a new saturation (Fawley, 1995; Fawley, 1996). This result shows the 
importance of maintaining a large bunching factor to maintain refractive focusing in the tapered 
part of the undulator. 

Another effect important for tapered FELs, longer than the initial saturation length, is the 
growth of sidebands at the synchrotron frequency, the oscillation frequency of electrons in the 
ponderomotive potential well (Kroll, Morton and Rosenbluth, 1980). The sideband growth reduces 
the energy gain of the primary wave and causes a loss of electrons from the potential well, 
reducing the bunching factor. The combination of sideband and three-dimensional effects can lead 
to a second power saturation, after the exponential regime saturation, and thus put an upper limit 
to the efficiency of an X-ray FEL even when using tapered undulators, as shown in FIG. 39. 

 

FIG. 39 Power and bunching factor as a function of longitudinal distance along the undulator for 
Gaussian, green, parabolic, red, and uniform electron transverse distribution. The wavelength is 
1.5A and the electron bunch length, FWHM, is 16 fs. The first, exponential regime saturation is at 
about 40 m. A second saturation is seen around 149 m for the Gaussian case and at a longer distance 
for the other cases. The stronger bunching factor reduction for the Gaussian beam gives more 
diffraction and a larger X-ray spot size at the undulator exit. From Emma, Wu and Pellegrini, 2014. 

Changing the transverse electron distribution from a Gaussian to a uniform or parabolic shape 
can make the radial distribution of the electric radiation field more uniform and help to maintain a 
large bunching factor along the tapered undulator (Emma et al., 2014), as can be seen in FIG. 39, 
thus giving better radiation focusing. The radiation modes for the parabolic or uniform electron 
distribution are no more a simple Gaussian. The transverse coherence of the X-ray pulse in these 
configurations has also been evaluated (Emma et al., 2014) and found to satisfy the requirements 
for coherent imaging. 

Increasing the efficiency of an FEL amplifier with undulator tapering was first demonstrated at 
a wavelength of about 1 cm (Orzechowski et al.,1985). More recently an experiment was done 
with a seeded FEL at Brookhaven at 793 nm reaching an efficiency of about 1% (Wang et al., 
2009] and increasing the energy per pulse by a factor of 3 on the fundamental, preserving a narrow 
spectral line. 

An experiment at LCLS (Ratner et al., 2009)) using the limited tapering capability, about 1%, 
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of the undulator, has demonstrated a factor three increase in efficiency in good agreement with 
simulations. Extrapolation to longer undulators (Fawley et al., 2011; Serkez et al., 2014) shows 
that the efficiency can be increased to several percent while preserving the transverse coherence 
properties needed for coherent diffraction imaging (Emma et al., 2014), using the FEL as a self-
seeded amplifier.  

 

Equation Section 7VII. Seeding methods for FELs 
 

In recent years enormous progress has been achieved in the theoretical understanding and 
experimental demonstration of FEL seeding. In this section we review the state of the art for FEL 
seeding using different techniques and explore their potential to produce radiation pulses 
approaching the transform limit in a wide range of experimental conditions. 

The purpose of seeding for FELs is threefold: overcoming the inherent limitation of longitudinal 
coherence in a SASE FEL configuration (Saldin, Schneidmiller and Yurkov, 2008) (and thus 
improving on the brilliance of the FEL output signal), synchronizing the FEL signal with an external 
signal, and improving the stability of the FEL power from shot-to-shot by introducing a well-defined 
seed signal unlike the white noise fluctuation of the spontaneous radiation within the FEL bandwidth. 
The major advantage of the FEL is the resonant wavelength tunability, obtained by changing either 
the driving electron beam energy or the strength of the undulator field. Therefore any seeding 
source must exhibit the same tuning capability. The fundamental problem is finding a suitable 
source, which can be tuned in the same range as the FEL. 

Once a tunable seed source has been identified it has to fulfill a second constraint, which is 
to overcome the shot noise power of the electron beam. Seeding with a power below the power 
level of the spontaneous radiation would result in SASE performance. This puts a limit on the 
shortest wavelength, at which seeding can be achieved.  

Seeding sources typically have lower output power efficiency at shorter wavelength. On the 
contrary the shot noise power actually grows with frequency as (Gianessi, 2004) 

 
   Pnoise ≈ mc2γω rρ

2 / 2 , (VII.1) 
 
where   ρ,  ω r ,  mc2γ  are, as usual, the FEL parameter (Bonifacio, Pellegrini and Narducci, 1984), the 
radiation frequency and the electron energy. As an example, for the  SwissFEL (Ganter, 2010) parameters 
at 5 nm and a beam energy of 2.1 GeV the shot noise power is around Pn = 100 W. Note that for seeded 
FELs only 1/9th of the power couples to the exponentially growing mode and that further losses are given 
by the mode mismatch between the seeding mode and the FEL eigenmode (optimum cases have about 
50% coupling efficiency). Thus a seeding power level equivalent to the shot noise power level would be 
around 2 kW. For an improved signal-to-noise ratio the seeding power has to exceed that value by a wide 
margin, 10 to 100 times. 
 

1. Direct  seeding 
 
Direct seeding refers to any methods where the seed signal wavelength is the same as the FEL resonant 

wavelength and its power level is above the shot noise power but below the FEL saturation power. Note 
that the 1D theory puts a limit on how much seed power can be coupled to the exponentially growing 
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mode. Only one ninth is amplified and about two gain lengths are required before any change in the 
radiation power becomes measurable, overcoming the lethargy regime of a seeded FEL. The coupling 
efficiency is further reduced by the need to match the seed mode and the fundamental FEL eigenmode 
(Saldin, Schneidmiller and Yurkov, 1993). With strong distortion of the phase front or unmatched mode 
sizes, the effective seed power is significantly reduced. Finally, the bandwidths have to be matched as 
well. If the seed signal has a bandwidth larger than then FEL bandwidth (e.g. by seeding with a pulse 
length shorter than the coherence length of the FEL) only a fraction is picked up and amplified. Note that 
in this case the peak brightness of the FEL output is not improved with respect to a SASE FEL because 
the entire FEL bandwidth is excited. 
 

 
FIG. 40: Spectra of seeded and SASE FEL at the SCSS Test Facility. The SASE spectrum was 
scaled in amplitude to fit in the plot (Lambert et al., 2008) 

Lasers based on High Harmonic Generation (HHG) in noble gases are the most promising seed 
source for direct seeding (Ferray et al., 1988; Labat et al., 2011) at wavelengths in the ultraviolet 
and extreme ultraviolet. In the HHG process a strong drive laser field strips off electrons from the 
atoms by tunnel ionization and accelerates them away from the atom. A half cycle later these 
electrons are accelerated back towards the ions with a chance of recombination. In this case a 
photon is emitted with energy much higher than the drive laser but phase locked.  The resulting 
spectrum exhibits a rich content of odd harmonics, reaching into the VUV region and thus suitable 
for seeding. The HHG process preserves the transverse coherence properties of the drive laser, even if 
the noble gas ionization by electrons that are not recombined makes the phase matching between the 
drive laser and the emitted photons difficult. In reality only short pulses of a few tens of fs can be 
achieved with enough spectral purity in the high  harmonics to be suitable for seeding. 

There have been several experiments, which have demonstrated successful seeding of an FEL with an 
HHG signal down to 39 nm (Lambert et al., 2008; Giannessi et al 2008; Lechner et al., 2012). However 
it became apparent that, to overcome the shot noise limit of the electron beam towards shorter 
wavelength, the HHG sources need to deliver much more spectral power. This is the current focus of the 
HHG research. Methods with corrugated capillaries or counter propagating laser beam can reduce the 
phase mismatch limitation, while longer drive wavelength can reach harmonics at shorter wavelengths 
with more intensity. In addition long transport lines of the HHG signal should be avoided to reduce 
transport losses. The best solution would be a HHG source inline with the undulator axis, using an 
electron bypass (chicane or dogleg) to overlap the radiation with the electron beam. 
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2. Seeding by electron beam manipulation  
 
Instead of being seeded by a radiation field the FEL can also be seeded with a coherent bunching 

at the resonant wavelength. In the beginning of the FEL the beam will emit coherently and the 
power will grow linearly till the FEL amplification process starts after a few gain lengths. The 
induced bunching must be significantly above the shot noise level. 
The primary method is based on the energy modulation of the beam with a seed laser, where both 
wavelength and power are reasonably achievable. The induced energy modulation is converted into a 
current modulation by a dispersive section (magnetic chicane), following a modulation stage. If the 
contrast between energy modulation and energy spread is large the current spike is rather 
pronounced and contains higher harmonics. In a second stage the FEL, also called the radiator, is 
tuned to one of the harmonics. The emission is only partially coherent but sufficient to start the 
FEL process. This concept, called High Gain Harmonic Generation (HGHG), was proposed by Li-
Hua Yu (Yu, 1991) and can be generalized to a cascade system with more than one frequency 
multiplication.  

 

FIG. 41 shows the general configuration HGHG for the first proof-of-principle experiment 
(Doyuran et al., 2001) done at the SDL laboratory at Brookhaven National Laboratory. 
 

 

FIG. 41 Schematic layout for the proof of principle HGHG experiment at SDL. From Doyuran et 
al., 2001. 
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FIG. 42 Measured spectra of the Fermi FEL using two step cascaded HGHG and the fresh bunch 
technique. From (Allaria et al., 2013a). 

 
The required degree of energy modulation can be supplied either directly by a high power seed 

laser or an FEL process in the modulator, stopped before saturation is reached at the optimum 
energy level. The limiting factor is the induced energy modulation, Δγ , during the FEL 
amplification. The maximum bunching at the nth-harmonic is given by 

  
Bn = exp[−(nσγ / Δγ )2 / 2]  

and drops quickly when the energy modulation is smaller than the intrinsic electron beam 
energy spread, σγ , times the harmonic number. Therefore high harmonic conversions require 
large energy modulations. On the other hand the final energy spread, as seen in the final radiation 
stage, still has to fulfill the FEL requirement  

σγ / γ << ρ , where ρ , the FEL parameter, is of the 
order of 10-3 for X-ray FELs. If the condition is violated the beam will emit partially coherently in 
the radiator, but the FEL will not reach saturation. As a consequence HGHG FELs must operate 
with a much smaller energy spread than comparable SASE FELs.  

Fermi@Elettra in Trieste is the only FEL designed to operate in HGHG mode (Allaria et al., 
2012b) and has successfully operated at wavelengths from about 100 to 4 nm (Allaria et al., 2013). 
It uses a two-step cascaded HGHG and the fresh bunch technique (Ben-Zvi, Yang and Yu, 1992) to 
reduce the effect of the energy spread induced by the FEL interaction. In this technique one part of 
the bunch is used for the initial seeding, and another part is used to generate the final radiation on 
the harmonic wavelength. The successful results of this method are shown in FIG. 42. 

The limitation in the achievable harmonic of the HGHG scheme is overcome in a more complex 
configuration with two modulators and dispersive sections prior to the final radiator, in the so-
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called echo-enable harmonic generation (EEHG) FEL scheme (Stupakov 2009; Xiang and 
Stupakov, 2009).  The purpose of the first stage is to over-compress the energy modulation well 
beyond maximum bunching with a strong magnetic chicane. The phase space then exhibits narrow 
bands instead of a continuous smooth distribution at the beginning of the seeding section.  The 
second stage will then operate as a HGHG stage generating a current spike for each band. To 
achieve maximum bunching the current spikes of all energy bands need to be spaced at the final 
radiation wavelength to add up coherently. A typical phase space distribution for the different stages of 
the EEHG process is shown in FIG. 43.  

The advantage of the EEHG compared to the HGHG is that the first stage artificially reduces 
the intrinsic energy spread per band due to the strong over-compression, which allows much higher 
harmonic conversion in the HGHG stage at the cost of a slight increase in the energy spread. In 
theory this method can achieve very high harmonics with a bunching efficiency of up to 

  Bn = 0.39 / n . The scheme has been demonstrated successfully at lower harmonics numbers (Xiang 
et al., 2010; Zhao et al., 2012). Its potential for achieving very high harmonics numbers makes it an 
attractive alternative to HGHG,  despite its complexity of coupling two energy modulations and two 
chicane strengths. The limiting factor is the ability to preserve the energy bands throughout the 
seeding line and avoiding any blurring effects. There are two sources of degradation: the quantum 
fluctuation in the emission of photons of incoherent synchrotron and undulator radiation (Sands, 
1955) and intra-beam scattering (Stupakov, 2011). While the first can be mitigated with gentle 
bending angles and long chicanes the latter requires a layout as compact as possible. Both effects 
combine to limit the practical use of EEHG to wavelengths larger than 1 nm. 

 
 

FIG. 43 Longitudinal phase space distribution in EEHG configuration after the first modulator and 
chicane compressor (a), the second modulator (b), and the second chicane (c). The resulting current 
profile is shown in the lower right plot (d). From Xiang and Stupakov (2009). 
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3. Cascades and hybrid configurations  

When direct seeding or HGHG/EEHG seeding is not sufficient to reach the desired wavelength the 
processes can be combined or chained together. The most common approach is the cascaded HGHG 
where the output of the radiator from the first stage is used as the modulating signal of the second stage. 
As an example, if both stages have a harmonic conversion of n = 5 the final harmonic conversion would be 
25. A third stage would yield an overall harmonic of 125. 

The problem is the accumulated energy spread for each stage, which can easily degrade the 
performance of the final radiator. In addition the shot noise is amplified with the harmonic conversion 
and even a strong input signal can get lost in the noise of the final radiator.  

The problem is partially solved by supplying an unused part of the electron bunch for each cascading 
stage. This is done with a delaying chicane between the radiator of the previous cascade and the 
following modulator. However this fresh bunch cascade requires the entire process to operate only locally, 
with a slice of the bunch moving slowly from the tail to the head of the bunch for each cascading step. 
The amount of electrons contributing to lasing in the final radiator is small and the overall pulse energy is 
smaller than in SASE operation. This penalty gets larger the more cascading stages are needed. So far 
only two stage cascades have been operated successfully at Fermi@Elettra (Allaria, 2013). 
 

4. Self-seeding mechanism 

All the previous methods require an external signal synchronized to the beam arrival time at the 
undulator location. The stability of the time jitter between the seed signal and the electron bunch must 
to be less than the bunch length. To relax the time tolerance most externally seeded FELs consider 
operating at lower current. As a result the FEL parameter and the power at saturation are reduced. In 
addition the lower FEL bandwidth restricts the amount of energy modulation of the seeding schemes, 
reducing the ability to scale to wavelength shorter than a few nanometers. 

If the requirement for an externally locked FEL pulse is abandoned, the seed signal can be derived 
from the same bunch in a two-stage configuration, as shown in FIG. 44. The first stage operates as a 
SASE FEL amplifier, stopping before reaching saturation. The beam energy spread induced by the FEL 
process is limited to a value that allows successive amplification of an external signal to full 
saturation. Following the SASE FEL the electron beam and radiation field are separated and the 
radiation is filtered to select a narrow bandwidth. The filtered signal is then recombined with the electron 
beam and injected into the second stage of the FEL, operating as an FEL amplifier. The electron bypass 
has two purposes: primarily, to match the arrival time of the beam with the filtered signal and, 
secondarily, to remove the induced FEL micro-bunching using the momentum compaction factor of the 
chicane. This configuration is referred to as “self-seeding”. 
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FIG. 44 Schematic layout of a self-seeding configuration 

The initial idea was proposed for the soft X-ray facility FLASH (Feldhaus et al., 1997) but had the 
conceptual difficulties that the delay in the photon path way would require a long electron bypass line, 
where the transport needs to be controlled by many quadrupole and sextupole magnets to preserve the 
electron beam properties. It was never realized on FLASH but has been successfully implemented at 
LCLS (Ratner, 2015), where a more compact design of a soft X-ray self- seeding chicane, less than 4 m 
long, has been developed (Feng et al., 2010). The LCLS soft X-ray self-seeding system has a measured 
resolving power of 200-3000 in the photon energy range of 500 to 1000 eV. Although the 
resolving power is not sufficient to yield full longitudinal coherence, it still gives a significant 
improvement in the bandwidth.  

Implementing this system in the few Ångstrom hard X-ray region would require a longer bypass 
because of the larger electron energy needed at these photon energies. This problem is solved using a 
novel concept,  introduced by Geloni, Kocharyan and Saldin, 2011, that uses features in the transmission 
around the stop band of a Bragg reflection instead of grating monochromators. The transition between 
total Bragg reflection to almost full transmission has frequencies component which are significantly 
delayed by the crystal and ringing off behind the main SASE signal of the first stage. The electron bunch 
is delayed and overlaps with the trailing signal, which is the interference of the two edge frequencies of 
the stop band. For photon energies around 8 keV the seed signal has still significantly large amplitude 
well above the shot noise level. The attractive feature of this method is that the overall electron-
photon delay is of the order of a few tens of femtosecond. The chicane needed to generate this delay 
is small chicane and can be easily integrated in the undulator line. The method has been successfully 
demonstrated at LCLS (Amann et al., 2012) using a diamond crystal Bragg reflector. A narrowing of the 
FEL bandwidth by a factor 50 has been measured, as shown in FIG. 45. However the system is very 
sensitive to the electron beam energy jitter. For LCLS, the FEL wavelength shot-to-shot variation 
due to the electron beam jitter is of the order of 0.2%, much larger than the band width 
around the fixed wavelength defined by the diamond crystal of the Bragg reflector. As a result the FEL 
intensity at the second undulator exit fluctuates by almost 100%.  

One inherent problem with self-seeding based on the Bragg system is that the delayed part of the 
transmitted field, which is seeding the second stage, exhibits a transverse shift in the position due to 
the effective index of diffraction around the Bragg stop band (Geloni et al., 2013). This effect is 
mitigated for near perpendicular incident angles. Therefore the Bragg diffraction has to be optimized for 
different wavelengths, utilizing various planes of the crystal lattice. 

In self-seeding schemes a narrow-bandwidth filter stretches the short SASE spikes with a coherence 
length typically smaller than the bunch length to a coherence length longer than the bunch length, so 
that in the second stage a well-defined radiation phase acts over the entire bunch. This effect can also 
be achieved if the slippage is increased in some other way to cover the entire bunch. In SASE FELs the 
slippage is one radiation wavelength per undulator period and the characteristic cooperation length Lc is 
the slippage in one gain length. The cooperation length becomes shorter for shorter wavelengths, 
assuming an overall constant gain length. There are several methods proposed (Thompson and McNeil, 
2008; Wu, Marinelli and Pellegrini, 2012; Schneidmiller and Yurkov, 2012; Xiang et al., 2013b) to 
artificially increase the slippage per gain length by either breaking up the undulator and interleaving 
the modules with small chicanes delaying the bunch or by operating on a sub-harmonic of the FEL, 
where the slippage is increased by the harmonic number. All methods reduce the FEL bandwidth up to a 
point where the bunch length is limiting the spectral width. At this point these methods are equivalent to 
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self-seeding methods except that they avoid filters intercepting the radiation. These are attractive 
alternatives if the heat load on the monochromator, mirrors or crystal is an issue. Similar to these 
slippage-enhancing methods is the feedback of a fraction of the FEL signal to the succeeding bunch in a 
high repetition machine. There the slippage is accumulated over many turns, defining the regenerative 
amplifier FEL (RAFEL) (Nguyen et al., 2000). 
 
 

 
FIG. 45 Sample Spectra at LCLS for SASE, red, and self- seeded, blue, operation. From Amann 
et al. (2012).  

 

5. Comparison of seeding methods 
 
While the SASE FEL is an established and robust method to generate coherent X-rays, 

seeding allows for more stability in the output power, an increase in the spectral brightness and/or 
the synchronization with an external signal. There are three common approaches: direct seeding 
with HHG, induced bunching with HGHG or EEHG as well as self-seeding. Each has been 
successfully demonstrated though the records for the shortest wavelength was done at LCLS at a 
wavelength of 1.5 Å with self-seeding. 

Direct seeding has its limitations due the growing shot noise for shorter wavelengths, which 
requires increased power with a narrower bandwidth. HHG as the most promising source can 
offer attractive solutions for seeded FEL above 30 nm but it requires a significant improvement and 
R&D towards shorter wavelengths. It is unlikely that in the next couple of years wavelengths below 10 
nm become feasible with direct seeding 

HGHG made tremendous progress towards shorter wavelength down to 5 nm with a fresh bunch 
technique in a cascade configuration. Shorter wavelengths seem feasible, but they operate with long 
bunches and lower current as compared to SASE FELs at the same wavelength. The pulse energy is 
lower but the signal is well synchronized to an external signal. One fundamental limit is the energy 
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spread, which has to be smaller for short wavelength.  
No apparent limitations occur in self-seeding schemes, which can be extrapolated to very 

short wavelength in the Ångstrom regime, assuming a sufficient filter exists to clean up the 
spectrum. The electron beam parameters are the same as for SASE operation and the FEL 
brightness increases. The drawback is that the FEL pulse is not locked to an external signal. 

 

Equation Section 8VIII. Numerical codes 
 
The coupled system of radiation interacting with a co-propagating electron beam within an FEL 

undulator exhibits many degrees of freedom. Only in an idealized and simplified model the FEL 
equations can be solved analytically, as we have seen in sections IV and V. A full analytical 
description, including 3-dimensional effects, time dependent effects, spiking, and a non-ideal 
electron distribution in the transverse and longitudinal phase spaces, goes beyond our capabilities. 

The solution of the equations when these effects are important requires numerical methods. 
Simulation codes allow us to include details of the electron longitudinal and transverse particle 
distributions, external focusing for long undulators, effects of errors in the magnetic fields or other system 
components, longitudinal variation of the undulator field to enhance radiation power, diffraction effects 
and start-up from spontaneous radiation. Systems like the Fermi HGHG FEL (Allaria  et  al . ,  
2013) require a rather more complicated set-up as compared to the ‘simple’ single undulator of a SASE 
FEL. 

A paper by Reiche (2003) reviews FEL codes development over the years. The codes have advanced 
along with FEL theory, starting from a simple 1-D model to today’s fully time-dependent 3-D simulations 
utilizing large-scale parallel computers (Reiche , 1999).  

The development of numerical codes to follow the electrons from their source, through the 
accelerator to the undulator entrance and the combined electron beam-electromagnetic field 
through the undulator, “start-to-end simulations” (Borland et al., 2002), have played a major role 
in interpreting experimental results, and designing, commissioning and operating X-ray FELs. In 
fact, numerical codes have become an integral component in their design,  construction and 
operation (Cornacchia, 1998; Shintake et al., 2001; Altarelli et al., 2006; Patterson et al, 2010). 

As an example of the usefulness of numerical codes in correctly understanding experimental 
results and analyzing the electron beam dynamics, we show in Figure 46 a measurement of the far 
field angular radiation distribution in the VISA experiment (Murokh et al., 2003). Surprisingly the 
measurement gave a hollow, doughnut like distribution, far from the normally expected Gaussian. 
The result was reproduced numerically when the asymmetric and energy correlated horizontal 
phase space distribution in the electron beam, originated in the strongly nonlinear electron beam 
transport system, was used in the FEL simulations. Having this unusual result reproduced with 
GENESIS indicated a new level of insight into the dynamics of the electron beam and SASE FEL 
system, obtained by the synthesis of copious diagnostic measurements and rigorous, detailed 
simulations. 
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Figure 46: Far field angular distribution of the SASE radiation: (a) measured on the CCD camera 
and (b) simulated with GENESIS. 

 
This section reviews the FEL simulation codes and addresses the remaining challenges in X-ray 

FEL modeling that will be hopefully solved in the near future. 
The equations of motion for the electron beam and the field equation for the radiation, in 

the Slowly Varying Amplitude and Phase approximation, to be solved numerically by FEL codes, 
have already been given: they are (II.34) for the field, (II.23) and (II.24) for the longitudinal 
electron dynamics, (I.33), (I.34) for the transverse electron motion in a helical undulator or the 
corresponding equations, Error! Reference source not found., 
Error! Reference source not found. for a planar case. In the last equations the external electron 
beam focusing can now be evaluated for a set of localized focusing and defocusing quadrupoles.  

For a more refined model the electro-static field is added to describe the effect of space charge. 
It requires the solution of another non-homogenous Laplace partial differential equation.  

We divide the simulation codes in two groups: steady state, when the time dependence in the 
field equation is neglected assuming a constant electromagnetic field profile along the electron 
bunch, and time dependent. The most common algorithms, used in steady state FEL simulations 
with macro particles, are considered first. Time-dependent simulation offers an additional complexity 
and is discussed later. 

In the steady state model the field equation has the form of a non-homogenous Schrödinger 
equation. In this model we can study effects like diffraction, the impact of energy spread and 
emittance, the effect of external focusing. However a full description of a SASE FELs requires the 
more complex time dependent simulations. 

The simulation codes major numerical challenges are: generating the particle distribution, 
advancing the macro particle and solving the field equation.  Most of these are common with other 
simulation codes, e.g. particle-in-cell (PIC) codes. However the narrow bandwidth, Å ngstrom 
resolution over up to 300 m of undulator length, requires some adaptation of the algorithm for the 
specific Free-electron Laser case. 

Generating the particle distribution follows similar strategies as particle-in-cell codes. Although 
a random distribution would be the most straight-forward solution, a quiet loading mechanism is 
typically used to reduced the number of macro particles while keeping the numerical noise under 
a acceptable limit (e.g. charge discretization on a grid for space charge calculation). 

The particle loading is done in three steps: creation of a uniform n-dimensional distribution, 
transformation into the desired distribution, and applying the shot noise in a controlled manner. 
Because the particle distribution has to resolve sub-wavelength current and energy modulation a 
direct import from other programs, such as ELEGANT (Borland, 2000), tracking the electrons 
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through the accelerator system, is not possible without some extensive manipulation of the external 
distribution. Nevertheless it is required for fully consistent start-to-end simulations of the FEL, 
from the cathode where electrons are generated, through the accelerator, to the undulator and the radiation 
generation.  Most codes have adopted a strategy to import electron distributions generated in other codes 
into the codes evaluating the electron propagation through the undulator and the electron beam-radiation 
interaction. 

The SASE FEL is driven by the intrinsic shot noise in the current due to the finite number of 
electrons per wavelength. For most cases the wavelength is much shorter than the bunch length and 
any correlation of the electron beam over a radiation wavelength can be neglected. The longitudinal 
position can be regarded as purely random. The corresponding bunching factor fluctuates from 
bunch slice to slice with 

 

 
  

B = 0,  B
2

= 1/ Ne  , (VIII.1) 

  
where Ne is the number of electrons per slice. If the shot noise is produced by a random number generator, 
the fluctuation in the bunching factor is given by the number of macro particles, with .  
Therefore all shot noise algorithms remove any residual fluctuation from the quiet loading and then apply 
the shot noise in a controlled way. 

The most common approach is to group several macro particles into a beamlet. The macro 
particles are evenly distributed over the FEL phase while all other dimensions having identical values. 
Then a small variation in the longitudinal position θ is applied, either following a uniform distribution 
(Penman and McNeil, 1992) or a sinusoidal modulation with 

 
 

  
θ →θ + 2bj sin(θ +φ j ) ,  (VIII.2) 

 
where   are derived from a negative exponential and uniform distribution, respectively, for the jth 
beamlet. The latter method has the advantage that it can also be generalized for higher harmonics (Fawley, 
2002). Alternatively the individual charge of the macro particle can be varied for the same results 
(McNeil et al., 2003). 

The most common solver for particle tracking is the Runge-Kutta forth order solver (Kaps  and  
Rentrop, 1979), either with fixed or adaptive step-size. It is has the advantage of being very stable and 
robust, but not necessarily ”intelligent” to adapt to the ”environment” with the most efficiency. As an 
example it will use almost the same computational time for drift spaces between undulator modules as 
in the undulator modules themselves. 

Transverse motion is split into the fast oscillation of the undulator field, which couples with 
the radiation field, and the ”slow” betatron, which is defined by the focusing properties of the 
undulator beam line with alternating quadrupoles and the natural focusing of the undulator itself. 
The betatron motion is rather secondary, because the core FEL dynamics occurs in the longitudinal 
phase space by energy modulation and bunching. Thus, the transverse motion can be split from the 
longitudinal and advanced with transport matrix to first order. It has been shown that for the FEL 
dynamics higher multipole components do not affect the FEL performance unless they are dialed 
up to an excessive level, highly unlikely for a normal FEL configuration. Using this symplectic 
solver for the transverse variables allows for a faster execution because the more time-consuming 
algorithms are only applied for the ponderomotive phase and particle energy. 

 
N p ≤ Ne

  
bj ,  φ j
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Because the fast oscillation has been incorporated into coupling constants in the FEL equations 
the FEL problem is reduced to a slow process with the gain length as its characteristic length. 
The integration step width could scale with the gain length resulting in roughly the same amount 
of integration step for both a short, few meters, or a 100 m long undulator. However in X-ray FELs 
the external focusing by quadrupoles prevents large integration step size since their length is of the 
order of the undulator period and much shorter than the gain length. Any solver must resolve these 
externally imposed length scale of the undulator lattices.  

Except for one-dimensional codes, where the field equation is treated like an ordinary 
differential equation, the field solver for a partial differential equation offers the highest 
numerical challenge. The continuous field has to be discretized to handle the information to 
describe the wave front. This is typically done by expanding the field into a set of orthonormal 
modes such as Gauss-Hermite or Gauss-Laguerre modes (Finite Mode Solver) or by defining the 
field wave front on a transverse grid (Finite Difference Solver). 

The Finite Mode has the advantage that it isn’t necessarily limited to a boundary condition, unlike 
the grid edge in a Finite Difference Solver. There can be modes which extends to infinity (Gauss -
Hermite modes), but also modes, which follow a particular aperture or vacuum chamber, such as a 
waveguide. The strongest advantage is in connection to further transport of the radiation field 
through a long drift or optical cavity, making this approach most attractive for simulating FEL 
Oscillator configuration. 

There are, however, also some drawbacks. Certain sets of modes, such as the Gauss-Hermite, are 
not unique. They have the complex source point as a free parameter and a given wave front can be 
represented by a few modes in one set but has many higher modes in another. Thus the number of 
modes with significant amplitude can be high if the source point is not chosen well. To avoid this 
problem an optimization algorithm could change the source point per integration step so that the 
number of modes stays low (Best and Faatz, 1990). Another drawback is the calculation of the 
source term. Normally there is no fast calculation, which could reuse the coupling of the electrons 
to a previous calculated mode in some form the current mode. The total computational effort scales 
with  where N and M are the number of macro particles and modes, respectively. 

Finite Difference Solvers are more common and several advanced algorithms have been 
developed since the dawn of numerical physics. The basic idea is that the field is discretized at grid 
points and that the differential operators are substituted with difference operators. The general rules 
to discretize the difference operators is given by Gauss law with 

 
 

   
∇2u dA

A
∫ =

!
∇u ⋅ !n ds

∂A
"∫ ,  (VIII.3) 

 
where  A  is the area associated to a grid point,  ∂A  the edge of is grid, and   

!n   a unit vector, normal to the 
edge and pointing outward. For a 2D Cartesian grid the Laplace operator at the grid point with the 
indices   i, j  is 
 

 
  
∇2ui, j ≡

ui, j+1 + ui, j−1 + ui+1, j + ui−1, j − 4ui, j

hihj

 , (VIII.4) 

 
where 

  
hi ,  hj  are, respectively, the grid spacing in both directions. The basic idea of finite difference 

methods is to convert the partial differential equation into a matrix equation, where the grid point are 

 N × M
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accessed in a given order, forming a vector 
   
!u = (uk ) = (ui(k ), j(k ) ) . 

In advancing the field equation numerically from position 
 
z j  to 

  
z j+1 , the evaluation “time” of the 

Laplace operation can be chosen freely between the starting and end point. It can be fully explicit before 
the field is advanced in z, fully implicit after the field has been advanced, or a weighted sum of both. 
The latter yield the general field equation, expressed in matrix form notation  

 

 
    
αL + i 2k

Δz
I⎡

⎣⎢
⎤

⎦⎥
!ul+1 = (α −1)L + i 2k

Δz
I⎡

⎣⎢
⎤

⎦⎥
!ul + !s l ,  (VIII.5) 

 
where the upper index indicates the step along the undulator axis,  L  the matrix representation of 
the Laplace operator,  Δz  the integration step size and   

!s  the electron source term. 
The fully explicit solution (α = 0) allows us to calculate the new field values directly with 

minimum effort, but unfortunately is an unstable solver. Stability analysis shows that a value of at 
least α ≥ 1/2 has to be chosen for a stable solution. The highest stability occurs for α = 1 which 
clashes with the highest precision at α = 1/2. 

The problem is solved once the inversion of the matrix    αL + (2ik / Δz)I⎡⎣ ⎤⎦  is done. While this 
matrix is sparse with most matrix elements being zero, the inverted matrix is not. Therefore it is not 
recommended to calculate the inverted matrix and then multiply with the RHS of (VIII.5). Instead 
the algorithms solve for _ul+1 directly. 

There are many methods to solve the matrix equation and a detailed discussion is beyond the 
scope of this paper. In general there can be classified as direct solver or iterative solver. Direct 
solvers are inverting the matrix to find the solution to Equation VIII.5. For 1-D grids (e.g. a radial 
discretization of the radiation field) a tri-diagonal solver (Press, 1992) avoids the memory extensive 
calculation of the inverted matrix but iterates line-by-line through the set of linear equations and 
eliminating the leading terms by scaling and subtracting the preceding equation in this linear set.  Higher 
dimension can be solved with the Alternating Direction Implicit (ADI) methods (Ames, 1977), 
where for each dimension a fully implicit sub-step is done, while the rest of the dimensions is 
treated explicitly. This reduces the system into a set of multiple field equations with tri-diagonal 
shape of the Laplace operator, which is solved as described above. 

The request for time-dependent simulations implies a new level of complexity. In addition to 
the transverse direction the radiation field and the electron beam is sampled at many longitudinal 
positions. The distance between sample points defines a slice. While steady-state simulations only 
model a single slice, assuming periodic boundary condition, time-dependent simulations can 
easily require ten thousands of slices or more, depending on the bunch length and the resonant 
wavelength. With this huge increase in the data size to model the electron bunch and radiation field 
the codes require an efficient memory management to overcome the limitation of computer resources 
in the past. 

A second aspect is that the field equation is now a mixed partial differential equation with second 
and first order derivatives. A self-consistent field solver would be different than the steady-state 
solver, described previously in this paper. Second it would require the entire radiation field and 
electron beam to be in memory for each integration step. This can be done only with the support of 
a computer cluster where the memory demand is distributed over many nodes. Recently, some work has 
been done in this direction (Reiche, 2014).  

A simpler algorithm exists if two approximations are made. The first assumes that 
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information can only propagate in the forward direction, namely by the slippage of the radiation 
field by one radiation wavelength per undulator period. The slippage over the entire undulator length 
is called the slippage length. 
Secondly, the field equation can be split into two steps, first solving the impact of diffraction and 
the contribution by the source term s (emission from the electron beam) with 

 

 ,
  
∇⊥

2 + 2ik ∂
∂z

⎡

⎣⎢
⎤

⎦⎥
u = s ,  (VIII.6) 

 
and the effect of the slippage with 

 

 
  

∂
∂z

+ ∂
c∂t

⎡

⎣⎢
⎤

⎦⎥
u = 0 . (VIII.7) 

 
The latter is solved by any function with the argument , which in the co-moving frame of 

the electron beam is a shift of the radiation field by one slice over an integration distance of one undulator 
period. The former equation is identical to the steady-state problem and the same algorithm can be used in 
this two-step process.  

The algorithm loops over the electron bunch and undulator in discrete steps, which the 
undulator being the inner loop tracking on electron slice through the entire undulator length and 
then progressing to the next slice ahead.  While this allows for the least amount of required 
memory it also suffers from the drawback that the current profile is fixed over the entire undulator 
length because the slices cannot exchange particles.  In particular those who are falling back and 
slipping into the given slice would require the knowledge of the slice ahead. 

Therefore some codes have changed the loop order with the inner loop pointing along the electron 
bunch. Though much more data space is required, only one radiation and electron slice has to be in 
memory, while the rest is temporarily stored on an external hard disk. This allows in theory to exchange 
particles/beamlets among slices after each integration steps. However the sorting and re-binning algorithm 
of GBytes of macro particles can be computationally expensive as the FEL simulation itself. 
 
 
Equation Section 9 IX. Present status of X-ray FELs 

 
In this section we discuss the main characteristics of X-ray FELs, operating and under construction, 

like pulse duration, intensity, line width, wavelength range. Another review, including results on recent 
improvements in the electron beam phase space density, is found in Pellegrini (2010). We also present 
some recent experimental work aimed at improving the FEL longitudinal coherence and generate two 
colors spectra. Experimental results on seeding, in its various forms, and high efficiency tapered FELs 
have been discussed before. 

The validity of the high gain theory and start-up from noise was confirmed in experiments of the late 
1990s (Hogan, 1998a; Hogan, 1998b). In the early 2000s three SASE FELs, LEUTL at Argonne national 
Laboratory, VUV-FEL at DESY and VISA, a UCLA-SLAC-Brookhaven National Laboratory 
collaboration, reached saturation (Milton et al., 2001; Ayvazyan et al., 2002; Murokh et al., 2003) at 
wavelengths between 800nm to 109nm. In 2005 the VUV-FEL at DESY –now called FLASH- lased at a 
wavelength of 32nm (Schreiber, 2005) and later at 4.2nm (Schreiber et al., 2012). Two seeded FELs, 

  f (z − ct)
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using the high gain harmonic generation mode, operate at Fermi@Elettra in Trieste: FEL-1, lasing in the 
wavelength range 65 to 29 nm (Allaria et al., 2012) and FEL-2 reaching 4 nm (Svandrlik et al., 2014). 
SACLA in Japan (Ishikawa et al., 2012) is lasing at wavelengths as short as 0.6A. 

The initial operation of LCLS at 1.5Å wavelength (Emma et al., 2010) is an important 
milestone in the development of X-ray FELs. The growth of the FEL power along the undulator 
length in LCLS, reaching a saturation level over 20GW, is shown in Figure 47. The results are in 
good agreement with the simulations based on the high gain SASE theory, including 3-dimensional 
effects.  

 

 
Figure 47 LCLS measurements of power versus undulator length (red points). The blue 

line is a simulation with the code Genesis. Error bars represent the r.m.s. statistical 
uncertainty in the measured power when averaging 30 beam pulses. The measured power 
gain length is 3.5 m. From ref. (Emma et al., 2010). 

 
A comparison of the LCLS, SACLA and FLASH brightness with that of the other existing X-

ray sources is shown in FIG. 12. The increase of peak brightness by about nine orders of 
magnitudes in the Angstrom region obtained at LCLS, a very large jump in performance, is a 
remarkable achievement.  

FLASH, Fermi and LCLS have demonstrated outstanding capabilities and have increased by 7 
to 10 orders of magnitude the photon peak brightness, as shown in FIG. 12. The LCLS X-ray pulse 
duration can be changed, by varying the electron bunch charge from 250 to 20 pC, from about 100 
to a few femtosecond, over the full wavelength range of 2.2 to 0.12 nm (Galayda et al., 2011). 
This flexibility in the choice of pulse duration and intensity is very important, since it allows 
tailoring the X-ray pulse to the experiment one wishes to do. These X-ray FELs provide, for the 
first time, high intensity coherent radiation pulses at a wavelength and time scale as short as 1Å 
and few femtoseconds, typical of atomic phenomena, a breakthrough characteristic, making 
possible the scientific exploration of the structure and dynamics of atomic and molecular 
processes. No other electromagnetic radiation source can do this. 

The main characteristics of X-ray FELs, are given in Table 1, for systems with wavelength shorter than 
1nm, and Table 2, for system with longer wavelength. 
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The general characteristics of X-ray pulses can be summarized as follows: 

1. Pulse energy hundreds of µJ to few mJ; 
2. Line width in SASE mode about 10-3, order of magnitude of the FEL parameter ρ; about ten 

  times smaller than SASE when using  self-seeding; 
3. Pulse duration from a few to about 100 fs; 
4. About 103 photons/electron, at 1Å ,  compared to about 10-2 for spontaneous radiation; more 

  at longer wavelengths. 
 

The transverse coherence of X-ray FELs is quite good as predicted by theory. The X-ray beam 
is nearly diffraction limited, as shown in experimental measurements using a double slit 
(Vartanyants et al., 2011) and shown in FIG. 48. Spatial coherence is essential for applications like 
coherent diffraction imaging, x-ray holography and x-ray photon correlation spectroscopy. The 
recovery of structural information from coherent imaging experiments relies on a high degree of 
spatial coherence in the incident field to enable the phasing of the diffraction pattern produced by 
its scattering from the sample. 

Presently all hard X-ray FELs operate in SASE mode. In this mode the line width is the FEL 
parameter ρ , of the order of 10-3 for all systems. The X-ray pulse is spiky, as discussed before in Section 
IV and shown in FIG. 21, and its width is larger than the transform limited line width, , by a factor 
equal to the number of spikes. Single spike, transform limited FEL pulses can be obtained if the electron 
bunch length is shorter than the cooperation length.  This condition can be realized reducing the electron 
bunch charge from the present level of tens to few hundreds pC to a few pC (Rosenzweig et al., 2008; 
Reiche, Musumeci, Pellegrini and Rosenzweig, 2008; Petrillo et al., 2009). Another possibility to 

ρ / Ns

Table 1 Characteristics of hard X-ray FEL in operation or under construction (identified by 
the * sign). 

 LCLS SACLA European 
XFEL*  

Korean  
X-FEL* 

Swiss  
X-FEL* 

LCLS-II 
Cu RF* 

Electron  
energy, 
GeV 

2.15-15.9 5.2-8.45 8.5-17.5 4-10 2.1-5.8 2.5 - 15 

Wavelength  
range, nm 

0.11-4.4 0.275-0.063 
 

5.1-0.04 0.6-0.1 7-0.1 1.2 – 
0.05 

X-ray  
pulse  
energy, mJ 

1-3 for  
0.1<λ<1.5 

0.2-0.4 for  
0.08<λ<0.275 

0.67-8.5 for 
0.04<λ<5.1 

0.81-1 for  
0.1<λ<0.6nm  

0.5-1.3 for  
0.1<λ<7 

1-4.5 for 
0.05<λ<0

.4 
Pulse  
duration,  
rms, fs 

5-250 for  
0.1<λ<1.5 

4.3 for 
0.08<λ<0.275 

1.68-107 for  
0.04<λ<5.1 

8.6-26 for  
0.1,λ<0.6nm 

2-20 for  
0.1<λ<7 

5-50 

Line width, 
rms, %  
SASE 

0.5-0.1 for 
0.1<λ<1.5 

0.11-0.37 for  
0.08<λ<0.275 

0.02-0.25 for 
0.04<λ<5.1 

0.15-0.18 for  
0.1<λ<0.6nm 

0.06-0.4 for  
0.1<λ<7 

0.2-0.1 

Line width, 
rms,% 
seeded 

0.01-0.005 
for 
0.1 <λ<1.5 

0.01-0.03* 
0.08<λ<0.275 

0.04-0.005 for 
0.04<λ<5.1 

0.002 -0.002 for  
0.1<λ<0.6nm 

0.01-0.002 for  
0.1<λ<7 

0.02 
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generate short radiation pulses is to reduce the bunch length and chirp the electron bunch energy in a 
magnetic compressor, obtaining a correlated energy spread much larger than the slice energy spread and 
generating radiation with a large frequency spectrum, much larger than the SASE width. Propagating the 
electron beam in a tapered undulator of a SASE FEL generates a short pulse with a single spike, as 
observed at the Laboratori Nazionali di Frascati  SPARC test facility (Giannessi et al., 2011). 

Chirping the electron bunch energy can also be used in combination with a monochromator to 
selects a short slice of the bunch with short time duration (Schroeder, 2002; Krinsky and Huang, 2003). 
Use of an emittance spoiling foil to select a short part of the electron bunch was proposed in 2004 
(Emma, 2004) and successfully implemented in LCLS 

 
Table 2 Characteristics of Soft X-ray FELs operating and under construction. LCLS-II has two 

undulators, SXR and HXR. 
  FLASH Fermi FEL-1 Fermi FEL-2 LCLS-II 

SXR Und * 
LCLS-II 

HXR Und * 
Electron energy, 
GeV 

0.35-1.25 1.0 - 1.5 3.6 – 4.0 3.3 – 4.0 

Wavelength 
range, nm 

52-4.2 100-20 
  

20-4  
 

6 – 1.0 1.2 – 0.25 

X-ray pulse 
energy, mJ 

0.2 @ λMax, 0.5 
@ λmin 

0.3 @ λMax, 
0.1 @ λmin 

0.1 @ 10.8 
nm, 0.01 @ 
λmin 

0.9 @ λmax, 
0.4 @ λmin 

1.1 @ λmax, 
0.02 @ λmin 

Pulse duration, 
rms, fs 

 15-100 @ λMax 

15-100 @λmin 

Depending on seed pulse 
duration and harmonic order, 
typically 40-100 

6 - 50 6 - 50 

Line width, rms, 
 % SASE 

0.2 @ λMax 

0.15 @λmin 

   0.1 0.2 – 0.05 

Line width,rms, 
% seeded 

  0.06 @λMax 

0.03 @ λmin 

0.06@10.8
nm,0.02@5.4
nm,0.04@λMin 

0.02 -- 

 
 

Reducing the line width with self-seeding and HGHG has already been demonstrated, as we 
discussed in the seeding section. Much attention has been dedicated recently to the generation on two or 
more colors, using a variety of techniques. Two-color operation of x-ray FELs is important for:  
physical chemistry to extend traditional optical techniques of stimulated Raman spectroscopy to the x-
ray regime; in the condensed phase, stimulated resonant inelastic x-ray scattering in solids could bring 
key time resolution; extending x-ray scattering techniques such as multi-wavelength anomalous 
diffraction (MAD) to time-resolved interactions allows phase retrieval for diffraction studies of 
femtosecond scale dynamically evolving molecular structures. 

 

5 ×10−4 −10−3



 103 

 
FIG. 48 LCLS measurement of transverse coherence (Vartanyants et al., 2011) 

 
Five different schemes have been developed and tested. They can be used separately or in 

combination. One method splits the undulator in two parts, separated by an electron bunch delay 
element, with different values of the undulator parameter (Lutman et al., 2013; Hara et al., 2013). 
The FEL operates in the SASE regime, the two colors are tunable, the color separation can be 
large, the time delay between the two pulses is controlled by the electron bunch delay, but the 
pulses cannot be simultaneous. 

The gain modulated FEL (Marinelli et al., 2013), using a periodic modulation of the undulator 
parameter, is another way to generate two or more spectral lines. The periodicity controls the 
number of lines and the gain per line. In this case different colors pulses can be practically 
simultaneous, and the line width is smaller than that of a SASE undulator because the modulation 
gives an extended cooperation length. An example of a two-color spectrum from a gain modulated 
SASE FEL is shown in FIG. 49. 

The Fermi FEL uses a 750 fs long electron bunch seeded with two 180fs long laser pulses with 
different wavelengths (Allaria et al., 2013). The color separation is limited by the gain bandwidth 
and the two pulses are separated in wavelength and in time between by 300 and 700 fs. 

A new scheme for the generation of ultra-short pulse trains in an FEL uses the emission from a 
multi-peaked electron energy distribution (Petrillo et al., 2013). Two electron beamlets with 
energy difference larger than the FEL parameter are generated by illuminating the cathode with 
two ps-spaced laser pulses, followed by a rotation of the longitudinal phase space by velocity 
bunching in the linac. The resulting SASE FEL radiation shows a double-peaked spectrum and a 
temporally modulated pulse structure. 

A similar method was successfully developed at LCLS at X-ray energies, with the generation of two 
electron bunches separated in energy and time using a double laser pulse at the cathode (Marinelli et al, 
2015). The final energy difference and time separation between the two bunches when they enter the 
undulator is determined by the initial time separation at the cathode and the compression applied using 
two magnetic chicanes during the acceleration. The two bunches generate different colors, and their 
separation can be much larger than the FEL bandwidth. The advantage of this scheme over previously 



 104 

developed methods is that the X-rays can be amplified to saturation, improving the peak power by an 
order of magnitude with respect to other methods developed at hard X-rays. Filtering the two colors 
through the hard X-ray self-seeding crystal ((Amann et al., 2012; Lutman et al., 2014) gives a two-color 
spectrum with narrow bandwidth. 

 
FIG. 49. A two-color spectrum of a gain modulated FEL obtained at LCLS. The figure shows the 
experimental data and a comparison between theory and experimental data. From ref. (Marinelli et 
al. 2013). 

 

 
FIG. 50. Measured longitudinal phase-space of the twin electron bunches with lasing off (A) and 
lasing on (C). The current profile and the reconstructed X-ray temporal profile are shown in 
subfigures (B) and (C) respectively. From (Marinelli et al., 2015). 

 

Conclusions 
 
The theoretical picture of X-ray FELs in the classical regime, for small values of the recoil parameter, 

has been successfully tested in many experiments and is now well established. The numerical codes based 
on the theory and developed over the years can describe with good accuracy the experimental results and 
have been used to predict successfully new regimes, for instance two colors spectra. 

One important result from the early experience with X-ray FELs is the reliability and flexibility of the 
system, in particular the possibility of tailoring the X-ray pulse to the requirements of a wide class of 
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experiments, controlling the pulse duration, its intensity and spectral properties. 
The next steps in the development of X-rays FELs will raise the peak power to the TW level and 

reduce the pulse length below the femtosecond range, further increasing the peak brightness. Bringing 
together these enhanced capabilities with developments in X-ray optics, data acquisition and analysis, 
other active areas of developments, the X-ray FEL will continue to give new opportunities to extend our 
knowledge of atomic and molecular science, imaging of non-periodic systems and the evolution of 
systems in non-equilibrium states. 
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