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The atomic structure of surfaces and interfaces plays a vital role on the electronic quality and
properties of quantum devices. A interplay between the surface and confined bulk subband states
and their susceptibility has been investigated in relation to crystal defects on an InAs(111)A-(2×2)
reconstructed surface, using low temperature scanning tunneling microscopy and spectroscopy. We
measure the two-dimensional (2D) quantized subband states arising from the confined potential
imposed by downward bending of the conduction band edge. Furthermore, we show the first evidence
of the existence of surface Bloch states within the confined bulk band gap projected on the surface
spectrum which have originated from the surface reconstruction. As expected, a larger confined
bulk band gap at the surface and conduction band offset are measured to be 0.58 eV and 0.31 eV,
respectively. We further show the scattering of these quantum states at different surface defects and
demonstrate that surface states are more susceptible to the defect potential when compared with the
corresponding subband states. This apparent contrast follows from the length scale at which these
defect potentials actively interact on or near the surface. Our observed experimental results are
supported by empirical tight-binding simulations for the subband states and first-principles density
functional theory simulations for the surface states present on the surface.

I. INTRODUCTION

Compound semiconductors have become indispens-
able, not only as thin-film heterostructure elements, but
also as a nanotechnology material. InAs is a III-V com-
pound semiconductor with high mobility, a narrow direct
bandgap [1] and large spin-orbit interaction [2]. These
properties qualify InAs as a good candidate for high-
speed devices [3], far-infrared photonic devices [4] and
spintronics applications [5]. InAs proximitised by the su-
perconductor Al is one of the most promising material
platforms for the realization of topologically protected
quantum bits based on Majorana Fermions [6, 7].
InAs(111)A is often employed as a reliable model plat-

form for investigations of many-body interactions under-
lying this technology and other quantum technologies [8]
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due to its electron accumulation layer, hosting a two-
dimensional (nearly) free electron gas (2DEG). Further-
more, InAs(111)A has previously been shown to offer a
platform for scanning probe based nanostructure assem-
bly [9]. However, the origin of the charge accumulation
layer on the InAs(111)A surface is still under debate. At
present, it is believed that the Fermi level is pinned just
below the conduction band minimum (CBM) due to na-
tive indium adatoms Inad and indium antisite InAs impu-
rities, appearing above and below the In-vacancy sites of
the stable 2 × 2 reconstruction, forming ionic-like bonds
and hence acting as a single electron donor to the con-
duction band [10, 11]. This would pose a fundamentally
different mechanism of Fermi level pinning compared to
the InAs(001) surface, where dangling bonds of the sur-
face reconstruction have been identified as the origin of
band bending. On both surfaces, the carrier density is
comparable and on the order of 1-4×1012 cm−2 [12, 13].
The origin of the p type surface that is responsible for
the charge accumulation may be affected by other con-
tributions beside the surface structure, like adatoms or
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FIG. 1. Schematic band diagram of the vacuum-InAs
interface: Shows the downwards band bending at the sur-
face. The Fermi energy is located slightly below the bulk
CBM. Near the surface, the bending of the conduction band
below the Fermi level creates a 2D quantum well resulting in
the subband states (SB: ESB1 and ESB2). Energy positions
of surface states (SS: ESS) are shown in the band gap at the
surface. The lowest subband energy and the VBM represent

the apparent band gap E
′
g at the surface which is larger than

the bulk band gap Eg. Φ represents the conduction band off-
set.

structural defects. With simulations we show that dan-
gling bond produce gap states but don’t shift the band
edge positions, while O adsorbed does affect the band
bending [14].
The concept of downwards band bending due to Fermi
level pinning and formation of subband states is shown
schematically in Figure 1. In the left panel, the band di-
agram in real space in which the CBM and valence band
maximum (VBM) bend downward when approaching the
surface is shown. The electron accumulation layer ex-
tends deep into the crystal (∼23 nm), compared to the
depth of the surface reconstruction (0.54 nm or ∼ 1.5
atomic layer (AL)) [8]. The Fermi energy of the system
is pinned just below the CB. The 2D quantized subbands
of the accumulated electrons with the energies ESB1 and
ESB2 are part of the bulk conduction band and their
two-dimensional (2D) density of states (DOS) appear as
a step-function like feature. Additionally, the surface re-
construction may lead to surface states in the bandgap
at the surface as marked exemplary by ESS : ESS1 and
ESS2. These states are localized to the top 1-2 AL of the
surface and decay exponentially into the bulk and vac-
uum.
In the right panel, we show the schematic surface band
structure of InAs in reciprocal space where the energy
gap E

′

g between the lowest subband and onset energy
of the VBM defines the confined energy band gap that
projects on the surface, below the Fermi energy, with a
value larger than the bulk energy gap Eg. This appar-
ent increase in surface projected band gap arises due to
the quantization of the conduction band near surface. In
the valence band, heavy-hole (HH), light-hole (LH) and
split-off (SO) bands arise due to the strong spin-orbit
coupling in InAs (energy not to scale). The conduction

band offset Φ is defined by the energy offset of the bulk
CBM due to the band bending on the surface.
In this paper, we visualize the subband states and sur-
face states within the projected energy gap below the
Fermi energy and estimate this energy gap projected
on the surface using low-temperature scanning tunnel-
ing microscopy (LT-STM) and spectroscopy (LT-STS)
techniques on the clean InAs(111)A-(2×2) surface. Com-
bining experimentally extracted subband locations with
tight-binding simulation data, the conduction band offset
is estimated in Section III A. We then trace the origin of
surface states back to the reconstruction by comparing
the experimentally observed surface states with density
functional theory simulations in Section III B. We discuss
their local structure and address the fact that these sur-
face states are mostly emerging from As atoms. Finally,
in Section III C, we investigate the interaction of the sur-
face states and the subband states with the defect poten-
tial of a step edge. We find that the surface states are
strongly perturbed compared to the subband states and
argue that this follows from the relative length scale at
which these defect potential interacts with the electronic
states.

II. METHODS

A. Sample Preparation and Experimental Setup

Epitaxial growth was carried out on a quarter of a
two-inch epi-ready InAs(111)A wafer (miscut ±0.1◦, un-
doped, n-type from Wafertechnology Ltd.) in a molecular
beam epitaxy (MBE) system (Dr. Eberl MBE Kompo-
nenten GmbH OCTOPLUS 600) using all solid sources.
A valved cracker cell was used for arsenic (As) and double
filament effusion cell for indium (In). After an initial de-
gassed at 200◦C for 10 h upon introduction to the cluster
the native oxide was removed by atomic hydrogen clean-
ing at a sample temperature of 250◦C and a hydrogen
pressure of 2.5×10−5 mbar for 10 min. Afterwards, 50 nm
of InAs buffer were grown at a growth rate of 0.1 ML/s,
an As2/In effective flux ratio of 30 and a sample tem-
perature of 490◦C. After the buffer growth, the sample
was cooled to 250◦C and capped with 30 nm of amor-
phous arsenic. The sample was unloaded and stored in
a nitrogen cabinet for later use. An about 10 × 10 mm2

large piece of it was glued with pure gallium onto an
Omicron-style tantalum flag holder. After the same de-
gassing procedure (10h, 200◦C) for introducing the sam-
ple to UHV again, the As capping layer was removed
by annealing the sample to around 250◦C to 300◦C for
four hours in vacuum, followed by further degassing it
at 200◦C for two hours. This procedure recovered the
MBE grown InAs(111)A-(2×2) reconstructed surface as
detected by STM measurements after UHV in-situ trans-
fer to the STM (Scienta Omicron LT-Nanoprobe 4P).

All STM measurements presented here were performed
using liquid helium cooling, resulting in a sample tem-



3

perature of 4.3 K. Commercial available, electrochem-
ically etched tungsten tips (Scienta Omicron) were em-
ployed and typical topography scan parameters consisted
of Vg = 2.5 V, IT = 70 pA. Differential conductance spec-
tra were recorded utilizing a lock-in amplifier for multi-
ple locations along a line, averaging over ∼ 100 repeti-
tions in each location. The sample drift during record-
ing of the spectra was measured to be negligible. The
energy resolution is 12.5 meV, considering the sample
temperature and the employed lock-in ac bias voltage
of Vp−p = 10 meV with different modulation frequencies
ranging from 700 to 900 Hz.

B. Computational Details

To describe the system, and theoretically predict the
features of interest, we employ atomistic modeling of
the crystal surface and bulk. We make use of two dis-
tinct models, each appropriate for describing different
features. The subband states require an accurate descrip-
tion of the long-range electrostatic potential decay into
the bulk of the crystal in the range of ∼10-100 nm, for
which we use an empirical tight-binding (TB) method-
ology; instead, the surface states require an atomically
accurate description of the details of the surface recon-
struction and non-bulk-like bonding chemistry, for which
we use a first-principles density functional theory (DFT)
methodology.

TB calculations were performed using the
QuantumATK code [15] version T-2022.03. The
Slater–Koster orthogonal model with InAs parame-
terization from Jancu et al. [16] was used, including
spin-orbit coupling. For bulk InAs, the model gives a
band gap of 0.418 eV, spin-orbit splitting of 0.38 eV,
and conduction band effective mass of 0.024, in good
agreement with experimental values (0.417 eV, 0.39 eV,
and 0.026, respectively [17].)

The system was modeled as a slab of 186 layers
(∼33 nm) of InAs(111), with unreconstructed surfaces
and hydrogen termination in order to remove any un-
physical surface states. The long-range band bending
profile (slowly varying on the length scale of atomic lay-
ers) is included as an additional on-site potential, cal-
culated self-consistently by imposing a fixed band offset
at one surface as a boundary condition to the Poisson
equation.

DFT calculations were performed using the Vienna Ab
initio simulation package (VASP) code [18–22] with the
projector-augmented wave (PAW) method [23, 24]. The
generalized gradient approximation (GGA) of Perdew,
Burke, and Ernzerhof (PBE) [25] was used to describe
the exchange-correlation interactions between electrons.
A Hubbard U correction within Dudarev’s formalism [26]
was applied to the p-orbitals of both In and As. Ueff

values were determined using a Bayesian optimization
method [27], and were found to be -0.5 eV and -7.5 eV
for In and As, respectively. These values have been used

successfully for simulations of InAs surfaces and inter-
faces [27–29]. For all calculations, dipole corrections were
applied along the z-axis. Spin-orbit coupling was used
throughout.

To generate the surface reconstruction, a 2×2 In-
terminated InAs(111) surface was generated with 40Å
of vacuum using an InAs lattice parameter of 6.4794Å.
A single In atom was then removed from the top surface,
and pseudo-hydrogen atoms with charges of 0.75e–were
appended to the bottom surface to passivate the dangling
bonds that result from cleaving of the surface [30]. Next,
relaxation of the top four atomic layers and the pseudo-
hydrogen positions was performed until the Hellman-
Feynman forces acting on ions were below 0.01 eV/Å.
During relaxation the As atoms in the second atomic
layer moved to 0.09Å below the top In atoms, putting
them on approximately the same plane. [31] A similar
procedure was followed to generate and relax the surface
structure for models with an In vacancy as well as the un-
reconstructed slab, with relaxed pseudo-hydrogen atoms
on both ends of the surface. For the In vacancy surface
we noticed that the As atoms moved closer to each other
to form what appears to be an As dimer.

For all self-consistent field (SCF) and density of states
(DOS) calculations, Γ-centered Monkhorst-Pack k-point
grids of 5×5×1 and 7×7×1, respectively, were used. For
band structure calculations, the surface Brillouin zone
was projected onto a bulk k-path along the K -Γ-K direc-
tion as described in Ref. [14]. Due to the quantum con-
finement effect, the band gap of semiconductor slab mod-
els depends on the number of layers. For the InAs(111)A-
(2×2) surface model and the unreconstructed surface, 30
atomic layers were used. For the surface model with In
vacancy concentrations of 16.7% , 15 atomic layers were
used, owing to the larger supercell size. With 30 and 15
atomic layers the band gap of InAs is 0.018 eV and 0.155
eV larger than the bulk band gap, respectively.

III. RESULTS AND DISCUSSION

A. Subband States and Conduction Band Offset

We have performed scanning tunneling microscopy
(STM) and spectroscopy (STS) on the InAs(111)A sur-
face. A set of differential conductance spectra were taken
in areas nearly free of surface defects which are propor-
tional to the samples local density of states (LDOS). By
fitting a set of broadened step functions to the averaged
STS data, we were able to extract the energy positions
of the two subbands forming in the surface accumula-
tion layer, representative of the clean surface DOS. Us-
ing these energy positions we found the band offset by
comparison to TB calculations. These studies are sum-
marized in Figure 2. In Figure 2a) we present atom-
ically resolved STM topography of the In-terminated
InAs(111)A-(2 × 2) reconstructed surface. The inset
shows a zoomed-in version with a the relaxed stick-and-
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FIG. 2. Surface morphology and clean area spectroscopy: a) Atomically resolved STM image (Vg = 2.5V, IT = 70pA)
of a clean area, exhibiting only a few native defects. The inset shows a zoomed-in view of the InAs(111)A-(2×2) reconstructed
surface with a ball-and-stick model of the surface unit cell (Vg = 2.5 V, IT = 70 pA). b) Averaged spectrum (151 locations,
10 repetitions) measured in a defect-free area. The 2D subband energy locations ESB1, 2 as found from a step fit are marked.
Surface state peaks are seen to appear in the bulk bandgap at the surface (grey area). c) Details of the fitting procedure to
find the subband energies from the averaged spectra. The sum of three broadened step functions are fitted in the derivative
space (red dashed line in inset). A good fit was achieved as indicated by the red dashed line following the averaged STS data
closely. The subband energies are located in the inflection points of the fit. d) The position of the first two subbands in the
energy spectrum obtained from TB calculations with self-consistent electrostatics (filled rectangles and circles; see Appendix
A for a more detailed visualization of the band structure) are combined with the statistical results from applying the subband
position fitting procedure to each of the 1510 spectra individually. The mean values of first and second fitted subband energies
independently cross the TB calculations at a band offset of Φ ∼ 0.31 eV.

ball model of the surface unit cell overlaid. The sur-
face contains native impurities such as single In-adatoms,
extra In-vacancies and step edges [10, 32, 33]. In Fig-
ure 2b), we present the spatial average STS spectrum as
a function of sample bias voltage of a total of 1510 spec-
tra, spread over 151 atomically clean locations, far from
surface impurities (compare e.g. lower left area of Fig-
ure 2a)).

Just below the Fermi energy[34], we observe two
2D DOS features at ESB1 = −143 meV and ESB2 =
−52 meV as marked by dashed blue and orange lines,
respectively. Comparing the energy positions of these
states in the band spectrum with the previously
measured angle resolved photoemission spectroscopy
(ARPES) results on the InAs surface, we identify these
states as the subbands forming in the surface accumula-
tion layer [12, 13]. We estimate the apparent bandgap

based on the projected energy gap on the surface to be
E

′

g = 0.58±0.012 eV by measuring the energy separation
between the lowest subband position ESB1 = −0.143 eV
and the valence band edge ∼ −0.73 eV (marked by
dashed line in Figure 2b). This value is larger compared
to the bulk band gap ( Eg = 0.42 eV) [8] of InAs as ex-
plained earlier in Figure 1. The energy position of the
valence band is extracted by analyzing the slope in the
numerical derivative of the spectra where we find a sud-
den increase in the slope with a kink and employing the
TB results that will be discussed later. The energy posi-
tions of the subbands were found by fitting a sum of three
step functions to the derivative of the natural logarithm
of the differential conductance data. The fit agrees well
in this form and in normal logarithmic scales as shown in
Figure 2c) and inset. Applying this fitting to each single
spectrum instead yielded a distribution of energy posi-
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tions which is shown as ESB1 and ESB2 in Figure 2d)
along with the subband energy as a function of conduc-
tion band offset from theoretical TB calculations of the
surface accumulation layer. In Appendix A, Figure 6, we
show the calculated band structure from the TB model
showing the subbands below Fermi level. From the dis-
tribution, we found the median values for the subbands
to be ESB1 = −144 meV and ESB2 = −58 meV, respec-
tively. The histograms for both subbands are also shown
in more detail in Appendix B, Figure 7 from which we
find that both the median and the energy positions ex-
tracted from the average STS data represent the data
well. The intersection of the median of the distribution
with this TB data is indicated by vertical dashed lines
in Figure 2d) and independently leads to a band offset of
Φ ≈ −0.31eV for both subband energies. This gives us
confidence in the accuracy of this value. Considering this
value of band offset (Φ ≈ −0.31eV) and along with the
bulk band gap (Eg = 0.42eV) of InAs, valence band edge
can be estimated to be ∼ −0.73eV (see in Figure 2) which
is exactly the position where we get a kink in numerical
derivative of the spectra.

B. Origin of Surface States

Apart from the subbands in the surface accumulation
layer, we notice in Figure 2b) that the LDOS within
the confined band gap is non-zero and shows well de-
fined quantum states at the energies -0.24 eV, -0.34 eV,
-0.42 eV and -0.52 eV respectively (marked by arrows in
Figure 3d). Moreover, we found that the energy posi-
tions of these states change depending on the location.
The appearance of such states has been previously ob-
served and described in direct band gap III-V materials
[35]. The bulk bandgap of InAs does not host any states,
this raises the question of the origin of these states. One
possible reason for their appearance could be the local-
ized defect states due to native surface defects. However,
these states are clearly resolved in spectroscopy measure-
ments far from any crystal imperfections.

To elucidate the origin of the states in the band gap,
we have performed DFT calculations. In panels a) and
b) of Figure 3 the calculated band structure of the only
stable 2 × 2 reconstructed surface [32] is compared to
that of a fully passivated non-reconstructed surface (The
(111) surface Brillouin zone of the InAs and calculated
band structures in wide energy range are shown in Ap-
pendix C, Figure 8). Additional states emerge in the
band structure of the reconstructed surface, which are
not present in the band structure of the unreconstructed
surface. Based on the projected contributions of the top
four atomic layers (shown in red), the additional state
is indeed a surface state. Figure 3c) shows side and top
views (inset) of the square modulus of the wave-function
in different atomic locations corresponding to the sur-
face state band at the Γ-point. The probability density
of this state as a function of the depth shows that this

state is highly localized near the reconstructed surface of
the slab and decays faster to its bulk, further supporting
the assignment of this band to a surface state due to the
2 × 2 reconstruction. We notice that this state is pri-
marily localized around the three As-atoms surrounding
the In-vacancy in the 2 × 2 reconstruction (inset) which
establishes their origin from mostly As atomic orbitals,
predominantly by p-orbital character. In Figure 3d) the
calculated LDOS of the top four atomic layers is com-
pared to the STS. The DFT calculation does not capture
the band bending and hence the subband sates because
of the limited thickness of the slab model. Therefore, the
Fermi energy was shifted manually by 0.28 eV to compen-
sate the band bending and to align the calculations with
the experimentally observed STS data. The DFT results
are in excellent agreement with the experiment with re-
spect to the characteristic ∼0.1 eV spacing between the
two main surface states as shown in the Figure 3d). Note
that the quantum size effect of the thin slab structure
in the simulation attributes to the quantized valence and
conduction bands shown in Figure 3 a) which should not
be compared with the subbands those we showed before
just below the Fermi energy.

C. Response of The Subband and Surface States to
Crystal Defects

So far, we have described the electronic properties of
pristine InAs(111)A-(2 × 2) reconstructed surfaces. In
this section, we shall demonstrate an interesting inter-
play between the subband and surface states in terms of
their relative susceptibility when they encounter crystal
defects. We have carried out spectroscopy measurements
along a line, which encounters a single-atom dip vacancy
island and three step edges, each one-atom high. In Fig-
ure 4a) we show a STM topography of such an area on the
surface and plot the height profile taken along the dot-
ted arrow. The lateral extension of the vacancy island
is about 4 nm. Figure 4b) shows dI/dV spectra, acquired
along the line marked by the grey dotted arrow in Fig-
ure 4a), as a function of sample bias voltage and position
(in the color map). Like the point spectra data, this line
spectrum resolves once again the subband states (at en-
ergies EC1 = −0.126 eV and EC2 = −0.48 eV) and the
surface states in the confined bulk gap (at the energies
-0.29 eV, -0.38 eV and -0.47eV) below the Fermi energy.
However, in these measurements the two surface states
at the energies -0.29 eV and -0.38 eV are resolved very
sharply by the tip along with the lowest subband states.
The data acquired on both sides of the vacancy island
show an overall confined band gap of about 0.59 eV (very
close to the aforementioned value) below the Fermi en-
ergy, further confirming the downward band bending. In
Figure 4b), the subband states appear as a bright line at
just below the Fermi energy and above the confined band
gap on the surface, as seen before. Before reaching the va-
cancy island, until around the position ∼ 2 nm, both the
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FIG. 3. Electronic band structure and the surface states DOS: a) Calculated band structure of a 2 × 2 reconstructed
InAs(111)A surface. The contributions of the top four atomic layers are colored in red. b) Calculated band structure of an
unreconstructed InAs(111)A surface. c) Spatial localization of the surface states d) Comparison of calculated electronic DOS
with the experimental STS results. Black and gray arrows are the energy positions of the surface states and the gray arrow
represents the onset energy of the first surface state in the simulated DOS below the band gap.

surface states and subband states remain unperturbed.
Within the vacancy island, the surface states are signif-
icantly modified and lose their individual identity and
further retain their features again after crossing it (Fig.
4b). Within the vacancy island the surface states are per-
turbed. In contrast, the energy position of the subband
states remains nearly unperturbed under the vacancy is-
land defect and on the three step edges along the line.
In Figure 4c), we show a quantitative comparison of the
spectral features by averaging dI/dV spectra at differ-
ent sample locations along the line of measurements on
various crystal defects, namely the vacancy island and
three step edges. The color of the spectra represents the
average dI/dV measured on the specific places marked
by the dots in Figure 4a). On the vacancy island (yel-
low curve), all the surface states are rounded out into a
broader mixed state, losing their energy position identi-
ties compared to that of the clean region one (blue curve)
and those on the step edges (orange, purple and green
curves). For the case of the step edges, we found a no-
table contrast in spectra between step edge A (orange
curve) and the step edges B1 and B2 (purple and green
curves). While the surface state positions near -0.28 eV,
-0.37 eV for step edges B1 and B2 shift to a lower en-
ergy, the surface states of step edge A remain unchanged

compared to the surface state positions of the clean re-
gion (blue curve). This is possibly a result of the simi-
larity in crystallographic angle and orientation of steps
B1 and B2 in comparison to step A, which has more
of a broken, off-angle structure, seeming to be formed
of the intersection between two crystallographic planes
(e.g. see Appendix D). This contrast in the shifting sur-
face state energy positions suggests that step B1 and B2
act as charged defects [1], while step A is more likely to
be electrostatically neutral [36].

Interestingly, we notice from Figure 4b) and c) that
the subband states remain resilient to its energy posi-
tions on both kind of the defects unlike surface states.
Similar robustness of these subband states was previ-
ously probed in a different hybrid Al islands on InAs
nanowire [37]. This apparent contrast in the susceptibil-
ity between the subband and surface states arises from
their interactions with the defect potentials imposed by
the crystal defects on the surface. Since the crystal de-
fects are located exactly on the surface, the effective in-
teraction of an electronic states with this potential de-
pends on how closely this state is localized to the sur-
face. Being tightly bound to the surface, the surface
states (Fig. 3c) interact strongly with the defect po-
tential when compared to the subband states which live
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FIG. 4. Susceptibility of the confined bulk and the surface states: a) An STM topographic image (Vg = 1.5V,
IT = 100pA) showing a single atomic depth vacancy island and the single-atomic-height step edges along with a height profile
along the dotted arrow. b) shows the measured dI/dV in terms of line spectra as a function of sample bias voltage and position.
c) Averaged dI/dV spectra (from b) with a constant offset) in different positions on the surface marked by the corresponding
colour-filled circle in a).

FIG. 5. Vacancy defects and position of surface states: a) Additional indium vacancy in the 2×2 surface unit cell. b)
Calculated band structure of a 2× 2 reconstructed InAs(111)A surface with 16.7% In vacancies. c) A comparison of calculated
electronic DOS between the 2 × 2 reconstructed surface and with 16.7% In vacancy. This indicates that surface states shift to
lower energy as a consequence of the vacancy defects.

significantly below the surface on the order of ∼ 10 nm
[12, 37]. At this length scale, these potentials get fully
screened and these confined states remain unperturbed
against the crystal defects [36]. Screening of these defect
potentials due to subband electrons on the surface leads
to interesting consequences e.g. Friedel oscillation stem-
ming from this screening has been shown to influence the
structural ordering of the adatoms on the surface [38, 39].

We notice that the energy positions of the surface
states within the confined band gap varies from location
to location on the sample. For instance, the surface state
energies measured on comparatively clean areas from two
different locations as shown in Figure 2b) and Figure 4c)

(blue curve) show a energy difference of about 0.05 eV.
We believe that this apparent difference originates from
the local doping by the crystal imperfections present on
the surface [1]. This phenomenon can be verified using
DFT simulation results by comparing the energy posi-
tions of the surface states obtained from the 2 × 2 re-
constructed surface and the surface with induced crystal
imperfections in it. As an example, we introduce extra
indium vacancy crystal defects in the 2×2 surface unit
cell shown in Figure 5a) and the resulting band structure
is displayed in Figure 5b). We notice that the dispersion
of the surface state bands have a significant amount of
spin-orbit splitting. Figure 5c) shows a comparison of the
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calculated electronic DOS between the 2×2 reconstructed
surface and the with 16.7% vacancy in it. Here we see
that the energy positions of the surface states (marked by
blue arrows) shift lower in valence band. The amount of
the shift and its direction can alter depending on the type
of crystal imperfections where the local chemical charac-
ter of the electronic orbitals are different. This indicates
that the substantial amount of the randomly distributed
local surface defects act similarly to a chemical dopant
that modifies the local surface electronic spectrum [10].
We note that the large peaks in the DOS marked by
gray arrows (Van Hove singularities) arise from disper-
sions along the Γ − M̄ direction shown in Appendix E,
Figure 10 [40, 41].

IV. CONCLUSION

We spectroscopically visualize the subband and sur-
face states and show their relative susceptibility against
crystal defects using low temperature scanning tunneling
microscopy and spectroscopy techniques on InAs(111)A-
(2 × 2) reconstructed surfaces. The energy positions of
the subband states are consistent with the results of em-
pirical TB simulations, leading to our estimation of the
confined bulk band gap at the surface and conduction
band offset of 0.58 eV and 0.31 eV, respectively.

Combining the experimental results with first-

principles DFT simulations, we explicitly uncover the ori-
gin of the surface states in the confined band gap to be
from surface reconstruction and discuss their local struc-
ture. Moreover, we found that on In-terminated surface,
these surface states are attributed mostly to As atoms.
We further investigate the susceptibility of the surface
and subband states against different crystal defects and
demonstrate that the surface states are strongly suscep-
tible to the defect potential when compared to the sub-
band states. This apparent contrast follows from the
length scale of the depth at which these subband and
surface states live and actively interact with the defect
potentials on or near the surface.
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A. VISUALIZATION OF TB SUBBANDS

Figure 6 shows the band structure calculated for the
TB model. We use a similar unfolding along Z onto the
bulk Brillouin zone as described for the DFT calculations
in Appendix C.

FIG. 6. Calculated band structure along the K
′

direction for
the TB slab model of the surface with long-range band bend-
ing. The lowest two 2D subbands visible below the conduction
band edge are labeled. The dotted lines show the bulk band
structure of the primitive unit cell, shifted to align with the
flat bands at the back of the slab.

B. SUBBAND ENERGY STATISTICS

Figure 7 shows a close-up of the extracted subband en-
ergy histograms for a set of spatially distributed spectra
in clean areas of the sample.

C. DFT CALCULATIONS

In Figure 8a), the (111) surface Brillouin zone of the
InAs structure is shown with the K̄ high-symmetry point
in the surface Brillouin zone that projects onto the bulk
Γ − K path at K

′
. A large energy window of the un-

folded band structures from the 2×2 In-vacancy recon-
struction and the unreconstructed surfaces are shown in
Figure 8b), c), respectively. The observed quantized con-
duction band and the split-off band quantization are arti-
facts stemming from the finite size of the slab model. For
both, the reconstructed and unreconstructed surfaces, 30
atomic layers were used.

FIG. 7. Distribution of values for subband energy extrac-
tion of single point spectra in a histogram plot with 1 meV
bins. Note the different energy ranges. The median of the
distribution represents the data better than the mean value.
The subband energy positions extracted from an average of
all STS spectra (red dashed line) seems to represent the data
well, although slightly shifted towards higher energies.

FIG. 8. a) Visualization of the (111) surface Brillouin zone of
the InAs structure showing where the K̄ high-symmetry point
in the surface Brillouin zone projects onto the bulk Γ−K path

at K
′
. b) Calculated band structure of a 2 × 2 reconstructed

(b) and unreconstructed (c) InAs(111)A surface unfolded onto
the primitive bulk Brillouin zone. The contributions of the
top four atomic layers of the surface reconstruction are colored
in red.

D. STEP EDGES

In order to make the step edge directions more visible
a topographic image of the area where the linespectra
from Figure 4c) have been recorded was subjected to two
dimensional fast Fourier transform filtering, for enhanced
atomic row contrast. Additionally, we took the two di-
mensional derivative to make the step edges stand out.
The results are shown in Figure 9. From knowledge of the
sample mounting orientation and the recovered 2×2 sur-
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face reconstruction, the crystal direction along step edges
could be inferred to be [11̄0] along B1 and B2 (shown
by two arrows) and at position A two crystal directions
meet.

FIG. 9. Enhanced STM topographic image of the 2 × 2 re-
constructed InAs(111)A surface in the region where the line-
spectra have been measured (along the dashed arrow). The
positions of the spectra described in Figure 4c) are shown col-
ored dots. This figure reveals the crystallographic orientations
of the step edges A, B1 and B2.

E. ORIGIN OF VAN HOVE SINGULARITIES

Figure 10 shows the 3D bands from the density of states
calculation shown in Figure 5c. The van-hove singulari-
ties arise from the flat region of the band shown with the
dashed red line.

FIG. 10. 3D bands corresponding to the Van Hove singular-
ities (sharp peaks) seen in the density of states. The dashed
red line is along the Γ − M̄ path and the green solid line is
along the Γ − K̄ path shown in the main text.
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