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Oxygen vacancies are ubiquitous in oxides and strongly influence the material’s electronic struc-
ture and catalytic and transport properties. Here we focus on a seemingly simple defective oxide,
MgO, and on the electronic properties of oxygen vacancies, which remain controversial in spite of
numerous studies. We present an ab initio investigation of the photoexcitation and photoionization
process of these defects, using a newly developed embedding Bethe-Salpeter equation approach,
implemented in the WEST code. We find absorption and emission energies in good agreement
with experiments. Our results provide a detailed, microscopic understanding of the absorption and
emission processes of the neutral and positively charged oxygen vacancy, reconciling different views
present in the chemistry and condensed-matter physics communities.

I. INTRODUCTION

Oxygen vacancies are abundantly present in all metal oxides and profoundly influence their properties [1]. In
particular, in the case of magnesium oxide (MgO) oxygen vacancies play a key role when using the material in
spintronic devices [2–5] or as a substrate for heterogeneous catalytic processes [6–10]. Therefore, the electronic
structure of the oxygen vacancy (VO) in MgO has been extensively studied in the last decade, for example by using
a variety of ab initio theoretical methods, and it is found to be deceptively simple [10–18]: The missing oxygen gives
rise to a s-like defect state in the band gap of the oxide, which is mostly localized in proximity of the empty lattice
site. This defect state can be filled by 2 (neutral charge state V0

O), 1 (positive charge state V+
O), or 0 electrons (double

positive charge state V2+
O ). Additionally, the missing oxygen gives rise to a three-fold degenerate p-like state above

the conduction band minimum (CBM) that is less localized than the mid-gap s-like state. Experimentally, it is well
established that the neutral charge state absorbs light at 5.0 eV [19, 20], while the positive charge state absorbs at a
slightly lower energy, 4.95 eV [19–21]. Emission from the neutral charge state has been observed at 2.4 eV [20] and
for the positive charge state at 3.13-3.22 eV [19, 20].

Different theoretical studies not only disagree on the exact absorption and emission energies of the oxygen vacancy
in MgO, but they also provide conflicting interpretations of the microscopic processes responsible for absorption and
emission. The absorption of the neutral and positive charge states have been assigned either to photoionization
processes, i.e. V0

O → V+
O + e− and V+

O → V2+
O + e−, respectively, or to excitations of a specific defect charge state.

The different interpretations originate from different scientific communities: Calculations using methods from solid-
state physics, such as many-body perturbation theory [16, 17] and quantum monte-carlo [14], favor photoionization
as the origin of the absorption processes. On the other hand, quantum-chemical methods, such as complete active
space perturbation theory (CASPT2) [15] and equation-of-motion coupled cluster (EOM-CCSD) [13] favor defect
excitations as the origin of the absorption. Similar disagreements exist for the emission process: While solid-state
physics simulations attribute the emission to valence hole capture in the V0

O defect, quantum-chemical calculations
attribute the emission to spin-triplet defect de-excitations. To add to the difficulty in comparing results, simulations of
the oxygen vacancy in MgO reported in the literature have used supercells or embedded clusters of different sizes, and
it has been observed that excitation and emission energies converge slowly with supercell size. Some studies reported
a N−1

atoms-dependence of excitation energies, indicating that extrapolations to the dilute limit are necessary [13]. A
summary of the results of relevant, previous calculations is provided in Table I.

In this study, we investigate the microscopic processes responsible for absorption and emission in MgO when
oxygen vacancies are present, in the dilute limit. This endeavour requires a formalism that can accurately describe
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Method Structure No. of atoms Excitation Ionization Luminescence

EOM-CCSD@HF [13] prim. s.c. ∞ 5.2 – 3.7
QMC@PBE [14] conv. s.c. 63 – 5.0 4.1
CSPT2 [15] emb. cluster 26-32 5.4 – 4.1
BSE-GW@PBE0 [16] conv. s.c. 63 – 4.95 3.4
scGW [17] prim. s.c. 53 – 5.2 –
G0W0 [17] prim. s.c. 53 – 4.48 –
TDDFT@PBE0 [18] conv. s.c. 216 – 1000 4.85 – 2.0

TABLE I. Summary of the results of previous calculations for the photoexcitation, -ionization and -luminescence energies of
the neutral oxygen vacancy in MgO. We report the structure and number of atoms in the supercell (abbreviated as s.c.)/cluster
used in all calculations. All energies are in eV.

excitations between localized states as well as those from localized to delocalized states. Additionally, the formalism
should account for the correlation between an excited electron and the hole created in the process, since the formation
of strongly bound excitons has been reported for both pristine [22] and defective MgO [16]. Recent calculations
combining the GW method to obtain quasi-particle energies with the solution of the Bethe-Salpeter equation (BSE)
for neutral excitations have yielded accurate results for the excitation energies in bulk MgO [22], as well as for point
defects in MgO [16] and other semiconductors [16, 23]. However, BSE calculations for the oxygen vacancy have only
been performed for cells containing 63 atoms [16] due to the unfavourable scaling of BSE calculations with system size;
in addition, in some cases, BSE calculations performed in large supercells could not identify specific defect excitation
energies within the large number of computed excitations [23].

Here we employ an embedded BSE formalism [24], an approach based on many-body perturbation theory specifically
designed to obtain defect excitation energies. In embedded BSE, the electron-hole correlation function is down-folded
onto a properly chosen active space, formed by localized single particle orbitals. This procedure avoids the calculation
of all excitation energies of the solid and focuses only on those of the defect, thus greatly reducing the computational
cost. This formalism, which leads to the solution of a reduced BSE for the defect states and includes the screening of
the environment, was originally suggested for spatially heterogeneous systems, such as 2D materials on substrates [24].
In our work, we present the first application of the method to defects in bulk semiconductors. Thanks to the reduced
cost of solving the BSE, we could use much larger supercells than previously reported in the literature. In our work, we
resolve the discrepancy between many body perturbation theory and quantum chemical calculations and we discuss a
robust computational protocol that is general and can be applied to weakly correlated defects in semiconductor and
insulators.

The rest of the paper is organized as follows: in section II we describe the methodology adopted in this work,
including computational details. In section III we present our results and section IV summarizes and concludes the
paper.

II. METHODOLOGY

Neutral excitations occuring upon light absorption can be obtained from the solution of the Bethe-Salpeter Equation
(BSE) for the electron-hole correlation function L:

L = L0 + L0ΞL, (1)

where L0 describes the propagation of an independent particle and hole and Ξ is the electron-hole interaction kernel.
Within the GW approximation, the interaction kernel is given by Ξ = −V +W , where W and V are often referred

to as the exchange and direct term, respectively. The former describes the screened Coulomb interaction between
electrons and holes; V describes the exchange interaction of the electrons and holes. The matrix elements of the direct
term are defined as

Wcvk,c′v′k′ =

∫
d3rd3r′ψvk(r)ψ∗v′k′(r)W (r, r′)ψ∗ck(r′)ψc′k′(r′), (2)

where W (r, r′) is the screened Coulomb potential, ψck and ψvk are the conduction (c) and valence (v) quasi-particle
wavefunctions at the point k, respectively. Often, these wavefunctions are approximated by Kohn-Sham orbitals. The
matrix elements of the exchange term are defined as

Vcvk,c′v′k′ =

∫
d3rd3r′ψvk(r)ψ∗ck(r)v(r, r′)ψ∗v′k′(r′)ψc′k′(r′), (3)
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where v(r, r′) is the bare Coulomb potential. The BSE in Eq. 1 can be solved by diagonalizing the so-called Bethe-
Salpeter Hamiltonian HBSE . This Hamiltonian describes the coupling of independent-particle transitions from a
valence orbital v to a conduction orbital c at a given k with a different transition from v′ to c′ at k′. The space
spanned by all possible transitions at all k-points is denoted as the transition space. In this space, HBSE is defined
as

HBSE
cvk,c′v′k′ = ∆Ecvk,c′v′k′ −Wcvk,c′v′k′ + Vcvk,c′v′k′ , (4)

where ∆Ecvk,c′v′k′ = [εck − εvk] δcc′δvv′δkk′ , and εik are the GW quasi-particle energies. The diagonalization of
HBSE :

HBSEXλ = EλXλ, (5)

yields the neutral excited states of the systems, with energy Eλ; Xλ are the corresponding excited states.
The diagonalization of HBSE in Eq. 5 for a defective solid yield all possible excitation energies, and in many cases

it is a difficult task to separate excitations occurring between defect states and those between bulk states; in addition,
such a diagonalization amounts to an unnecessary computational effort, if only excitation between defect states are of
interest. We therefore employ a methodology that only targets the excitations between the localized defect orbitals
whose energies lie in the band gap of the solid. These orbitals form a set of states that we denote as the active space A;
the remaining bulk states belong to the environment E. Using spaces A and E, the correlation function L is expressed
as

L =

(
LAA LAE
LEA LEE

)
, (6)

where LAA and LEE are the correlation functions within the active space and environment, respectively. The blocks
LAE and LEA describe the coupling of excitations in the active space and environment. The function LAA is obtained
from the Löwdin separation of Eq. 1 as

[
L−1

]
AA

=
[(
L−1

0 − Ξ
)
AA

+ ΞAE
(
L−1

0 − Ξ
)−1

EE
ΞEA

]−1

. (7)

We assume that the matrix elements between the localized defect orbitals and bulk states of the environment are small
compared to those between the defect orbitals themselves. Thus, the matrix elements of the direct terms Hd between
active space and environment are assumed to be negligible compared to those of the exchange term Hx. We therefore
assume ΞAE ≈ −V and ΞEA ≈ −V . Finally, a detailed and accurate treatment of the excitations in the environment
is not desired, and we therefore approximate the interaction in the environment as ΞEE ≈ −V . We therefore obtain

[
L−1

]
AA

=
[(
L−1

0 −W + V
)
AA

+ V
(
L−1

0 + V
)−1

EE
V
]−1

=
[(
L−1

0 −W + V
)
AA

+ VAEP
R(ω)VEA

]−1

=
[(
L−1

0

)
AA
−WAA +

[
1 + V χR(ω)

]
V
]−1

=
[(
L−1

0

)
AA
−WAA +

(
ε−1
R (ω)V

)
AA

]−1

(8)

Here, we have expressed the polarizability χR(ω) =
[
L−1

0 + V
]−1

EE
within the constrained random-phase approximation

(cRPA), where transitions in the active space are not included in the definition of the polarizability. Using a constrained
polarizability, we define a constrained dielectric function εR(ω) as ε−1

R (ω) = 1+V χR(ω). The final expression in Eq. 8
is easy to understand: To obtain the excitations within the active space, we only need to explicitly consider the active
space transitions. The effect of all transitions within the environment, and between the environment and the active
space, is included by screening the exchange interaction with the function ε−1

R (ω). We note that while the interaction
kernel in Eq. 1 is static, a dynamical screening is present in Eq. 8, originating from the down-folding procedure. In
practice, we approximate the screened exchange term as H̄x ≈ ε−1

R (ω = 0)V = WR, analogous to the treatment of W
in standard BSE implementations.

We can now combine Eq. 8 with Eq. 4 to obtain the Hamiltonian for the active space as

HeBSE
cvk,c′v′k′ = ∆Ecvk,c′v′k′ −Wcvk,c′v′k′ +WR

cvk,c′v′k′ , (9)

where now the indeces c, v, c′, v′ ∈ A, i.e. they are limited to states in the active space.
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This work Ref. [22]
Eg 7.43 (4.52) 7.26 (4.49)
∆Eion 4.05 (2.00)
∆Edefect 5.54 (3.23)

TABLE II. Electronic structure of the neutral oxygen vacancy (F0 center) in MgO in the dilute limit. We report the bandgap
Eg, the energy splitting between the occupied defect level and the CBM ∆Eion, and the energy splitting between the occupied
and unoccupied defect levels ∆Edefect. All calculations performed at the G0W0(PBE) level of theory and results shown in eV.

A. Computational Details

We carried out DFT electronic-structure calculations and lattice relaxations using the Quantum Espresso code [25,
26] with optimized norm-conserving Vanderbilt (ONCV) pseudopotentials [27], 80 Ry cutoff, and supercells with
the Γ point only. Embedded BSE excitation energies were then obtained from calculations [28] carried out with
the WEST (Without Empty States) code, using matrix elements obtained from the WEST implementation of the
Quantum Defect Embedding Theory (QDET) [29]. In the WEST code, a separable form of the screened Coulomb
interaction W is obtained using the projected eigen-decomposition of the dielectric matrix (PDEP) [28, 30], which
avoids the inversion and storage of large dielectric matrices. Importantly, any explicit summation over empty orbitals
are eliminated using density functional perturbation theory (DFPT) [31] and iterative Lanczos methods [32, 33]. This
implementation allows for MBPT calculations of defects in large supercells, containing hundreds of atoms.

III. RESULTS

As mentioned in the introduction, an oxygen vacancy in MgO gives rise to four low-energy defect levels: A defect
orbital with an s-like wavefunction and energy within the bandgap, and a threefold degenerate orbital with p-like
wavefunction and energy just above the CBM. In the neutral charge state (denoted as V0

O or F0), the in-gap orbital is
doubly occupied; in the positive charge state (V+

O or F+) it is singly occupied, and in the double-positive charge state

(V2+
O or F 2+) it is empty. In order to fully characterize the electronic structure of the defect, we need to compute the

bandgap Eg, the defect energy ∆Edefect defined as the energy difference between the occupied in-gap and unoccupied
defect orbitals above the CBM, and the three following ionization energies ∆Eion. For the neutral oxygen vacancy,

the ionization energy ∆E
(1)
ion is the energy difference between the CBM and the in-gap defect state. For the positively

charged defect, only the spin-up channel of the defect state in the bandgap is occupied and two ionization channels

are available: ∆E
(0)
ion is the difference between the energy of the unoccupied defect state in the band-gap and that

of the valence band maximum (VBM). ∆E
(2)
ion is given by the difference between the CBM energy and that of the

occupied in-gap state.

Figure 1 shows the convergence of G0W0 quasi-particle energies as a function of the number of atoms in the supercell.
As expected, the energy differences for both charge states converge as N−1

atoms. In the dilute limit (Natoms → ∞), we
recover the bulk PBE and G0W0 band gaps reported in the literature (see Table II).

We show in the following that understanding the defect excitation processes requires not only to compute energy
levels but also to determine the localization of the respective wave-functions. To quantify the localization of defect
orbitals, we define a localization factor LV for each Kohn-Sham state ψi:

LΩ′ [ψi] =

∫
Ω′∈Ω

|ψi(r)|2d3r, (10)

where Ω′ is a volume smaller than the supercell volume Ω. The localization factor varies between zero (no charge
density in the considered volume) and one (full localization), and to determine the degree of localization of a given
orbital, we monitor the convergence of L as a function of cell size, for a chosen, constant value ofΩ′. Here the volume
Ω′ includes the nearest-neighbor Mg atoms surrounding the vacancy. As seen in Fig. 1, the localization factor of the
mid-gap state is around 0.75, demonstrating that the charge density is contained largely within the chosen cavity.
We find that L is already well-converged for small supercells, even if the energy of the orbital changes significantly
with supercell size. The p-like defect orbitals, on the other hand, are much less localized and the localization factor
decreases slowly with supercell size,slower than N−1

atoms.
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(a)

(b) (c)

FIG. 1. a) Localization factor for the occupied (full symbols) and unoccupied (open symbols) defect orbitals in the neutral
oxygen vacancy in MgO (V0

O or F center). Circles and stars denote results obtained with supercells of the primitive and
conventional supercell, respectively. Ionization energies ∆Eion and defect energies ∆Edefect for b) the neutral and c) the
positive charge state determined from G0W0 quasi-particle energies. All energies are defined in the text.

A. Absorption by the neutral oxygen vacancy

Absorption of light by the V0
O defect can trigger a number of different excitation processes. Here we focus on three

processes with the lowest excitation energies. (i) An electron from the mid-gap state is excited to the CBM, thus
ionizing the defect. The Coulomb attraction between the excited electron and the ionized defect can bind the excited
electron to the defect, leading to a so-called bound exciton (sometimes also denoted as a defect-bound exciton). (ii)
Alternatively, an electron can be excited from the occupied defect orbital to the threefold degenerate unoccupied
defect orbital. We denote this process as a defect excitation, as the final state of the absorption is an excited state of
the defect without a change of the charge state. (iii) An electron can also be excited from the valence-band maximum
(VBM) to the conduction-band minimum (CBM). As in process (i), the attraction between the excited electron and
the valence hole leads to the formation of an exciton, which in this case we call free exciton. We note that the
excitation energy of the free exciton should, in the dilute limit, be identical to the one obtained from bulk calculations
without any defect.

The energies of the transitions (i)-(iii) as a function of the supercell size are shown in Fig. 2. We find that the
defect-excitation energy decreases as N−1

atoms, where Natoms is the number of atoms in the supercell. The free-exciton
energy, on the other hand, increases with increasing supercell size. Finally, the bound-exciton energy initially decreases
with increasing supercell size, but then increases for larger supercells. For the largest supercell with 249 atoms, we
obtain a bound-exciton energy of 3.7 eV, a defect-excitation energy of 4.8 eV, and a free-exciton energy of 6.8 eV. We
find that the free-exciton energy is in excellent agreement with the corresponding energy of 6.82 eV obtained from
GW-BSE calculations for the pristine lattice [22]. This indicates that the largest supercells used here are sufficient to
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FIG. 2. Defect-excitation (red), bound-exciton (orange), and free-exciton (grey) excitation energies for the neutral oxygen
vacancy (F0 center) in MgO as a function of the number of atoms Natoms in the supercell. Circles denote results obtained with
primitive supercells, and stars those obtained with conventional ones.

reproduce the pristine bulk electronic structure. The computed defect-excitation energy of 4.8 eV underestimates the
experimental value of 5.0 eV. This underestimate stems from the density functional chosen to obtain single particle
wavefunctions used as a starting point of GW calculations. This can be understood by comparing results where
the DFT single particle wavefunctions are obtained from PBE and hybrid functionals, in particular the dielectric-
dependent hybrid (DDH) functional [34]. The defect excitation energies computed with DDH consistently increase by
430 meV, compared to PBE, leading to a defect excitation energy of 5.23 eV and bound exciton energy of 4.13 eV.
For more details, see Ref. [35].

1. Momentum Matrix Elements

As discussed in the previous section, our first-principles calculations predict that the absorption by the neutral
oxygen vacancy leads to excitations between the localized defect orbitals, not to the formation of a bound exciton.
The momentum matrix elements of the different excitations further confirms this finding. In Fig. 3 we show the
momentum matrix elements as a function of the number of atoms in the supercell. The momentum matrix elements
for the free exciton, i.e. the transition from VBM to CBM, increase with increasing supercell size. The non-vanishing
matrix elements are consistent with the results of previous BSE calculations for pristine MgO [22], which reported
the presence of a bright exciton (free exciton).

However, we find that the matrix element for the bound exciton vanishes for all supercell sizes, as both the initial
state (the localized defect orbital) and the final state of the transition (the CBM) have s-like character. The vanishing
matrix element indicates that the formation of the bound exciton is dipole-forbidden and therefore light absorption
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FIG. 3. Momentum matrix elements of the defect-excitation (red), bound-exciton (orange), and free-exciton (grey) for the
neutral oxygen vacancy (or F0 center) in MgO as a function of the number of atoms Natoms in the supercell. Circles (stars)
denote results obtained with primitive supercells (conventional ones).

FIG. 4. Left: Singlet (solid line) and triplet (dotted line) excitation energy of the F0 center in MgO. Circles denote primitive
supercells, stars denote conventional ones. Right: The singlet-triplet splitting as a function of the localization factor of the
unoccupied defect orbitals.

between states that would give rise to a bound exciton is unlikely.

Excitations between defect states, on the other hand, are dipole-allowed, as the initial and final states have s- and
p-character, respectively. We find that the matrix elements for these excitations converge quickly as a function of the
supercell size, and while these matrix elements are smaller than those for the free exciton, they are significantly larger
than those for the dipole-forbidden bound exciton.
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FIG. 5. Electron capture of the neutral oxygen vacancy V+
O as a function of the number of atoms in the supercell. Circles

(stars) indicate results obtained primitive (conventional) supercells.

B. Emission from the Triplet Excited State of the neutral oxygen vacancy

The emission of the neutral oxygen vacancu (or F0 center) has repeatedly been attributed to triplet excited states.
We therefore show in Fig. 4 the singlet and triplet excitation energies of the F0 center. We find that the triplet
excitation energy changes non-monotonically as a function of Natoms. It decreases by about 3.5 eV as the supercell
size increases from 15 (2 × 2 × 2 primitive) to 63 (2 × 2 × 2 conventional) atoms; however, a further increase of
the supercell leads to an increase of the triplet excitation energy. The non-monotonic behavior originates from the
different convergence as a function of cell size, of different terms entering the BSE Hamiltonian: The G0W0 energy
differences decrease as N−1

atoms (see Fig. 1), and the decrease in the direct and exchange term is instead proportional
to the localization factor L of the defect orbital. For the triplet excitations, the exchange interaction vanishes and
the interplay between the different convergence rates is responsible for the non-monotonic behavior shown in Fig. 4.
For the singlet excitations, the competition between the convergence of the attractive direct and repulsive exchange
terms leads to an overall convergence close to N−1

atoms. An intuitive interpretation of our findings is that the singlet-
triplet splitting decreases due to a decrease of the exchange term, as the defect orbital becomes more delocalized. We
emphasize that due to the non-monotonic convergence of the triplet-excitation energy, it is not possible to extrapolate
the singlet-triplet splitting to the dilute limit. We argue that the splitting of 0.33 eV, which we determine from
the 249-atom supercell calculation is the upper limit to the value one would find in the dilute limit. This upper
limit is significantly smaller than the value of 1.62 eV obtained from equation of motion coupled-cluster (EOM-CC)
calculations. The latter employed an extrapolation to the dilute limit from small supercell calculations (with up to
xx atoms), assuming a N−1

atoms convergence of both singlet and triplet excitation energies.

C. Emission from Electron Capture of the neutral oxygen vacancy

The emission due to the hole capture at a V+
O defect has been proposed as an alternative to the emission occurring

from the excited triplet state of the V0
O. In detail, the proposed, alternative process is the following: The absorption

of a V0
O leads to an excited defect state with the same charge state. The excited electron is then transferred to the

conduction band minimum, ionizing the defect to V+
O. The observed emission would then originate from the capture

of an electron by V+
O that then trantions to the neutral charge state, and occurs due to a eCBM +V+

O → V0
O transition.

In Figure 5, we show the calculated emission energy as a function of the number of atoms in the supercells. We find
that the emission energy decreases with supercell size but does not converge as N−1

atoms; rather it is already converged
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for a supercell with 127 atoms, yielding an emission energy of about 2.5 eV, below the experimentally reported value
of 3.2 - 3.4 eV [19, 20]. From our analysis of the error of the PBE functional for the computed absorption energies of
the neutral oxygen vacancy, we estimate that the emission energy may increase by ' 430 meV when using the DDH
functional, yielding a value of 2.93 eV, in better agreement with experiment.

IV. CONCLUSIONS

In summary, we presented a detailed study of the electronic structure of oxygen vacancies in MgO, using an
embedded BSE methodology (eBSE) originally proposed in Ref. [24] for 2D systems and applied here for the first time
to a 3D material. Our implementation of eBSE in the WEST code is based on concepts and algorithms developed
in the context of quantum embedding theory [29, 36, 37]. We investigated competing photoionization and photo-
excitation processes and obtained accurate energies for both processes, through an accurate and consistent treatment
of excitation involving delocalized and localized states. Importantly, we solved a controversy present in the literature
regarding the nature of absorption and emission processes. We find that the absorption detected experimentally at
5 eV is due to the photo-excitation of the neutral oxygen vacancy as predicted by Refs. [13, 15, 18], but contrary to
the reports of Refs. [14, 16, 17] and that the photoemission occurs through a ionization process in agreement with
Refs. [14, 16, 17] but contrary to Ref. [18]. We note that using an accurate and consistent level of theory for absorption
and emission and conducting finite size scaling tests are both critical ingredients of our computational strategy. The
protocol presented here to study oxygen vacancies can be applied to any point defect, which has nearly-degenerate
photo-ionization and photo-excitation energies, and any defect that has defect orbitals close or above the conduction
band maximum.
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