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The mechanism of austenite-martensite interface migration is a key component in understanding
the phase transformations in shape memory alloys. It is also intimately tied to their observed hys-
teresis. Molecular dynamics simulations offer a unique capability to study phase transformations in
detail, however, their associated time scales prevent the observation of interface formation via nucle-
ation and growth near the transformation temperature. To address this challenge, we present a new
simulation methodology in which steady-state austenite-martensite interfaces are allowed to form
close to equilibrium. The resulting structures contain well-defined interfaces which can be perturbed
from equilibrium to study their migration. In NiTi specifically, the austenite-martensite interfaces
are semi-coherent, made up of terrace planes separated by structural disconnections. The discon-
nections advance via kink pairs and provide an atomic-scale mechanism for interface migration. The
methodology and results presented here provide a foundation toward further leveraging molecular
dynamics simulations to better understand how the atomic-scale structure of austenite-martensite
interfaces impacts macroscopic properties such as hysteresis in shape memory alloys.

I. INTRODUCTION

Shape memory alloys (SMAs), materials which un-
dergo a reversible martensitic phase transformation in-
duced by either temperature or stress, are the subject of
intensive research due to their numerous applications in
aerospace, biomedical, and other fields [1]. Among the
numerous SMAs, NiTi alloys are the most studied owing
to their early development, desirable mechanical proper-
ties, and near-ambient transformation temperature [2].
One of the primary characteristics of martensitic trans-
formations in SMAs is hysteresis, due to their first order
nature. This hysteresis is observed in transformations in-
duced by either temperature or stress, although here we
limit discussion to the thermal hysteresis. A large ther-
mal hysteresis in SMAs is typically undesirable, both be-
cause it reduces the sensitivity of the transformation to
temperature, and it results in less reliable behavior over
many cycles [3]. NiTi alloys, with their high tempera-
ture B2 (austenite) and low temperature B19’ (marten-
site) phases, exhibit thermal hysteresis of about 30-50 K
depending on composition and processing conditions [4],
placing them far from ideal SMA behavior.

Reducing the size of thermal hysteresis remains a pri-
mary goal in SMA research, which has spurred numer-
ous investigations into its mechanistic origins. The most
popular current theory of thermal hysteresis invokes the
crystallographic compatibility of austenite and marten-
site phases using the λ2 parameter [3, 5]. This under-
standing is framed in the context of classical nucleation
theory, which requires an energy barrier to first be over-
come before the nucleation and growth of a new phase
can take place. The interfacial and strain energy intro-
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duced by a growing nucleus are of paramount importance
in determining this barrier, which in turn should be di-
rectly related to the width of thermal hysteresis. When
austenite and martensite phases are highly compatible,
minimal interfacial and strain energies develop, leading
to easy nucleation and growth. This crystallographic ap-
proach has proven to be successful in some systems, as
demonstrated by the identification of SMAs with thermal
hysteresis of just a few degrees and remarkable resistance
to fatigue [6, 7], but the spread in values within the same
system can still be quite large, indicating there are addi-
tional factors to be taken into consideration.

The theory of crystallographic compatibility looks at
austenite-martensite interfaces from a high level, taking
into consideration only the lattice parameters of the two
phases [3]. This neglects the fine details of their structure
at the atomic-scale, which could play a significant role in
macroscopic properties such as thermal hysteresis. The
lack of work in this area is understandable considering
the challenge of observing these interfaces at the reso-
lutions required in experiments; only a few TEM stud-
ies have imaged austenite-martensite interfaces at the
atomic-scale [8–11]. In their place, computational mod-
eling methods can provide additional insights. Unfortu-
nately, the length and time scales required to observe
the dynamic structure of these interfaces are currently
beyond the capabilities of ab initio techniques. However,
they are quite well suited to molecular dynamics (MD)
simulations making use of semi-empirical interatomic po-
tentials. Indeed, MD simulations of NiTi in particular
have become a useful tool in SMA research in recent years
due to the development of several new interatomic poten-
tials [12–15]. A number of studies have been conducted
investigating both the temperature- and stress-induced
martensitic transformations, providing atomic-scale de-
tail not previously available [16–19]. The major issue
with all these studies, however, is that they are conducted
at rates which do not allow for well-defined austenite-
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martensite interfaces to form; typical MD simulations
employ temperature ramp rates on the order of 1012 K/s
and strain rates on the order of 108 s−1, many orders of
magnitude faster than experiments. The result is that
the more physical process of nucleation and growth as-
sociated with a first order phase transformation is not
allowed to happen before the system leaves the temper-
ature or strain region within which both phases exhibit
thermodynamic stability. Therefore, the transformations
occur rapidly and oftentimes simultaneously throughout
the entire system, critically with a lack of well-defined
austenite-martensite interfaces.

With this in mind, the primary goal of the present
study was to seek a new, more physically meaningful
approach to studying austenite-martensite interfaces via
MD simulations. This should serve as a first step to bet-
ter understanding their dynamic structure at the atomic-
scale and how it can affect macroscopic properties such
as thermal hysteresis. Therefore, the paper is structured
as follows. First, some technical details of the MD simu-
lations and their analysis are presented. Following this,
we report a series of thermodynamic calculations which
provide important context for the subsequent interface
simulations. The remainder of the paper is then de-
voted to describing steady-state austenite-martensite in-
terfaces, their migration under a thermodynamic driving
force, and characterizing their structure at the atomic-
scale. The results provide several novel insights into
the importance of interface structure to the martensitic
transformation in NiTi.

II. SIMULATION METHODOLOGY

All MD simulations were performed within LAMMPS
[20], and visualizations were made using OVITO [21],
both open-source codes. To model the interatomic in-
teractions in NiTi we selected the modified embedded
atom method (MEAM) potential developed by Ko et al.
[13]. It has become the most widely used NiTi potential
due to its ability to capture both the temperature- and
stress-induced martensitic transformations between the
B2 and B19’ phases as well as its relative computational
efficiency. All MD simulations utilized a timestep of 2
fs. Accurate identification of the B2 and B19’ phases
is of critical importance for determining the austenite-
martensite interface structure. In MD simulations this
is a nontrivial task for which a robust algorithm is yet
to be developed. However, the common neighbor anal-
ysis (CNA) algorithm [22] has been successfully used to
identify B2 in other MD simulations making use of the
MEAM potential employed here, with B19’ then being
identified as a structure which is neither fcc, hcp, or bcc
[13, 18, 19]. While CNA is certainly not an ideal method
of structural identification for this system, it is suitable
for our purposes here, and we made use of it as imple-
mented in LAMMPS with a cutoff distance of 3.62 Å.

III. THERMODYNAMIC CONSIDERATIONS

The martensitic transformation and therefore evolu-
tion of austenite-martensite interfaces in NiTi is driven
by the thermodynamics of the two competing phases.
Therefore, we first performed a series of free energy cal-
culations with the employed MEAM potential. The free
energies were computed in MD simulations via thermo-
dynamic integration (TI) using the following relation:

FMD − F ref =

∫ 1

0

〈
∂U

∂λ

〉
λ

dλ (1)

where F ref is the known free energy of a reference
state, and U , the system potential energy, is given by:
U = λUref + (1 − λ)UMD. The parameter λ is used
to smoothly transition from the interatomic potential at
λ = 0 to the reference state at λ = 1. The integral in Eq.
1 can be evaluated by running a series of equilibrium MD
simulations at prescribed values of λ. While accurate,
this approach can be quite computationally expensive,
as equilibrium simulations must run for a large number
of timesteps to allow for appropriate ensemble averaging,
and a reasonable number of λ values must be selected to
best approximate Eq. 1. Alternatively, non-equilibrium
TI provides a more efficient calculation of free energy,
while retaining an impressive degree of accuracy. This
approach evaluates Eq. 1 by continuously varying λ over
a single simulation. The irreversible switching process in-
troduces a systematic error, which, if the switching time
is long enough, can be eliminated by averaging the re-
sults of both the forward and reverse processes, i.e. λ
undergoes the following cycle: 0→ 1→ 0.

The absolute free energies of bulk B2 and B19’ phases
were evaluated with non-equilibrium TI, as implemented
in LAMMPS by Freitas et al [23]. Initially the free energy
of B2 was evaluated at 400 K with a switching time of
2 ns and an equilibration time of 0.1 ns at λ = 0 and 1.
Shorter switching and equilibration times of 0.1 ns and
0.01 ns, respectively, produced the same result to within
0.1 meV/atom demonstrating good convergence of the
calculation. Therefore, all subsequent calculations made
use of these shorter run times. The reference state was
an Einstein crystal, which has known free energy:

F ref = 3NkBT ln

(
~ω
kBT

)
(2)

where ω is the oscillator frequency of the Einstein crys-
tal related to its spring constant as k = mω2, with m
being the atomic mass. Prior to the TI, the equilib-
rium lattice parameters and spring constant of the phase
of interest were determined at a given temperature via
an isothermal-isobaric (NPT) MD simulation of 20,000
timesteps, with ensemble averaging over the last 10,000
timesteps. As described by Freitas et al [23], the spring
constant can be estimated from the mean-squared dis-
placement of atoms. We found this to produce an ade-
quate reference structure for the B2 phase, but the spring
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FIG. 1. (a) Bulk free energy of B2 and B19’ phases cal-
culated via non-equilibrium TI. Each data point is averaged
over five independent simulations, with error bars represent-
ing the standard deviation. (b) Cooling and heating of a bulk
NiTi simulation cell (16,000 atoms) demonstrating the ther-
mal hysteresis of the martensitic phase transformation.

constant was increased by a factor of 10 for the B19’
phase due to it being too soft and producing inadequate
convergence of the results as a function of switching time.
We note that for a reasonably chosen spring constant, the
free energy of the phase under consideration does not de-
pend on its value. As Ni and Ti are relatively similar, an
Einstein crystal with a single atomic species (averaged
atomic mass and spring constant) was used as the ref-
erence. All free energy calculations were performed on
fully periodic simulation cells containing roughly 16,000
atoms.

Figure 1a shows the results of free energy calculations
for equiatomic B2 and B19’. Linear fits of the data close
to the martensitic transformation temperature (T0) give
a value of 436 K, about 80-100 K higher than typically re-
ported experimental values for the equiatomic NiTi alloy
[4, 24, 25] but in good agreement with previous ab initio
MD simulations [26–29]. To verify the physicality of this
transformation temperature, we performed a thermal cy-
cling simulation on bulk NiTi, in which an initial cell of
B2 (16,000 atoms) was cooled from 600 K to 1 K and

subsequently reheated to 600 K. The simulation was per-
formed at a rate of 0.5 K/ps within the NPT ensemble,
allowing both cell volume and angles to relax simulta-
neously. The results from this simulation are shown in
Figure 1b, which plots the potential energy of the sys-
tem as a function of temperature. Upon cooling, a drop
in the energy, corresponding to the transformation of B2
to B19’, occurs around 250 K. Upon reheating, the B19’
transforms back into B2 around 500 K. Similar results
with this potential have been reported previously [13].
Importantly, T0 falls within this thermal hysteresis, as
should be the case for a first order phase transition. We
note that in experiments T0 is often estimated to be the
midpoint of the hysteresis, i.e. (Af+Ms)/2, but its direct
calculation here shows that is not necessarily the case.
The thermal hysteresis depicted in Figure 1b should not
be confused with the hysteresis observed in experiments;
indeed, it is an order of magnitude larger. This simply
represents the metastability range of the two phases as
predicted by the interatomic potential. The phase trans-
formations correspond to the dissolution of one phase due
to thermodynamic instability [30], and thus only give an
upper bound for thermal hysteresis. This is a direct re-
sult of the rates employed in MD simulations, and the
lack of defects in these simulation cells which preclude
more physical nucleation and growth mechanisms within
the metastability region.

In addition to the equiatomic NiTi alloy, we also inves-
tigated the thermodynamics of non-stoichiometric com-
positions. Tuning the composition of SMAs is a common
method of changing properties such as transformation
temperature and hysteresis; there have been a number
of such studies dedicated to the NiTi alloys [4, 31, 32].
Therefore, it is instructive to test whether the current
potential can capture these important effects. To ac-
complish this, free energy calculations were repeated
on NixTi1−x simulation cells with x = 0.49 and 0.51.
For each Ni concentration five independent simulation
cells were created with randomized substitutional sites.
We also performed hybrid Monte Carlo MD (MC/MD)
simulations on these randomized structures for 100,000
timesteps to ensure no unfavorable clustering occurred,
but there were no noticeable changes in the calculated
free energies. Figure 2a plots the free energy differences
between the B2 and B19’ phases for all three composi-
tions close to T0, with linear fits giving different values
for each composition. Figure 2b plots these T0 values
as a function of Ni concentration and compares them
with the experimental results of Frenzel et al. [4]. The
MD results exhibit the opposite trend of those from ex-
periment, with T0 increasing with increasing Ni concen-
tration and decreasing with decreasing Ni concentration.
This is not necessarily surprising as the potential was
not explicitly developed for non-stoichiometric NiTi, but
nonetheless it provides important confirmation that the
potential should be confined to equiatomic NiTi. There-
fore, this was the case for all subsequent MD simulations.

A final thermodynamic consideration involves surface
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FIG. 2. (a) Bulk free energy difference of B2 and B19’ phases,
as calculated via non-equilibrium TI, plotted for different con-
centrations of Ni. Each data point is averaged over five in-
dependent simulations, with error bars representing the stan-
dard deviation. (b) Transition temperatures determined from
free energy calculations compared with experimental results
from various NiTi compositions. Experimental data courtesy
Ref. [4].

effects. During a phase transformation, a growing nu-
cleus will produce stresses in the matrix phase immedi-
ately surrounding it. On the length scales of MD simu-
lations, these stresses are likely to extend across periodic
boundaries, producing undesired effects on the growth
process being studied. To remove this simulation arti-
fact, we made use of a spherical nanoparticle geometry.
While this allows for relaxation of stresses, the surfaces
are expected to contribute to the thermodynamics of the
two competing phases and must be accounted for. As an
example, Figure 3 shows the thermal cycling results for
spherical NiTi nanoparticles of two different sizes com-
pared to the bulk results shown in Figure 1b. For the
nanoparticles there is a noticeable decrease in the tem-
peratures at which the phase transformations occur; this
effect is more pronounced in the smaller nanoparticle.
This is a general trend and was reported in detail by
Ko et al. in a wide range of nanoparticle sizes; it was
mainly attributed to the B2 surface energy being lower

FIG. 3. Cooling and heating of spherical NiTi nanoparticles,
demonstrating the dependence of thermal hysteresis on sur-
faces, and hence particle size. The bulk data from Figure
1b is reproduced for comparison. The bulk transformation
temperature (T0), which falls outside the hysteresis loops, is
indicated by a dotted line.

than that of B19’ [19]. The effect is strong enough that
the bulk value of T0 falls outside the hysteresis loops of
the nanoparticles investigated here. This indicates that
T0 in the nanoparticles is reduced from its bulk value
due to surface contributions to the free energy. In subse-
quent simulations of austenite-martensite interfaces, the
larger nanoparticle (R = 21 nm) was used, and its hys-
teresis loop in Figure 3 was an important consideration in
selecting appropriate temperatures to ensure the phases
are close to being in equilibrium with one another.

IV. AUSTENITE-MARTENSITE INTERFACES

To overcome the effects of enormously high MD sim-
ulation rates in studying austenite-martensite interfaces,
we introduce a new methodology to allow for their nat-
ural formation close to equilibrium. This process is il-
lustrated in Figure 4. First, we started with a spherical
(R = 21 nm) B19’ nanoparticle equilibrated at a tem-
perature within the hysteresis loop depicted in Figure 3.
Small amounts of austenite formed near the surfaces, but
they did not affect subsequent steps (Figure 4a). Next,
spring forces were applied to a spherical core of atoms
in the center of the nanoparticle. It was then heated
to a temperature outside the hysteresis loop, thus trig-
gering transformation to B2. The purpose of the spring
forces is to act as anchors, locking in the B19’ nucleus
when it would otherwise transform to B2. The result is a
core-shell nanoparticle with a spherical B19’ nucleus be-
ing completely surrounded by B2 (Figure 4b). We used
a radius of 10 nm for the B19’ core; smaller cores tended
to dissolve once the spring forces were removed. With
the spring forces still applied to the core, the nanopar-
ticle was cooled to a temperature back inside the hys-
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teresis loop, where both phases should be able to coex-
ist at least for some time. At this point, the austenite-
martensite interfaces within the core-shell nanoparticle
are artificially maintained by the spring forces, and the
spherical symmetry ensures that no particular crystal-
lographic orientation is favored. Finally, to allow the
interfaces to develop naturally, the spring forces were re-
moved from the B19’ core, and we applied constant en-
ergy (NVE) equilibration to the entire nanoparticle for
2 ns. This approach, which was originally developed for
MD simulations of solid-liquid interfaces [33, 34], allows
the two phases to come into equilibrium with one an-
other, with the system temperature self-regulating as a
result. In contrast, other attempts to equilibrate the two
phases with isothermal (NVT) simulations never resulted
in the formation of well-defined interfaces, as the applied
temperature would force the transformation to proceed
rapidly in either one direction or the other. The result
of the NVE equilibration was that the initially spher-
ical B19’ core adopted a plate morphology, extending
across the entirety of the nanoparticle with two well-
defined, flat austenite-martensite interfaces (Figure 4c,
see also Movie S1 [35]). This result is consistent with ex-
perimental observations of growing martensite and also
underscores the anisotropic nature of the process, with
certain interfaces evidently being more energetically fa-
vorable. Further characterization of these interfaces at
the atomic-scale is the subject of later discussion. The
NVE equilibration also provides an effective T0 for the
nanoparticle system as the two phases come into equi-
librium with one another. After some initial fluctuation,
the temperature settled in the range 420-425 K. We note
that this is 10-15 K below the bulk value of T0, and falls
right on the edge of the nanoparticle hysteresis loop in
Figure 3.

A. Interface Migration

The formation of well-defined austenite-martensite in-
terfaces provides an opportunity unique to MD simula-
tions to study their migration and the associated mecha-
nisms at the atomic-scale. We achieved this by switching
to an NVT simulation with the thermostat temperature
slightly different from the equilibrium temperature deter-
mined from the NVE equilibration. The NVT simulation
was run for 1 ns at the new temperature, and the interface
migrated due to the newly introduced thermodynamic
driving force. An example of the interface migration at
415 K is depicted in Figure 4d (see also Movie S2 [35]);
notably the interfaces remain flat and well-defined as the
B19’ plate grows, an important feature not present in
previous rate-dependent MD simulations [18, 19]. These
same growth characteristics were consistent over the en-
tire temperature range studied. The flat interfaces allow
for easy measurement of the plate thickness as it grows
over time (Figure 5a), which also enables determination
of the austenite-martensite interface velocity (Figure 5b).

TABLE I. Steady-state interface velocities as determined from
the data points in Figure 5b between 0.6 and 1.0 ns.

T (K) v (m/s)
410 8.2 ± 0.2
415 4.6 ± 0.2
420 0.5 ± 0.1

Interface velocities were calculated by taking single slope
measurements at the endpoints in Figure 5a and averaged
slope measurements at interior points. At each temper-
ature investigated, the interfaces exhibit the same qual-
itative behavior: an initial period lasting about 0.4 ns
where the interfaces migrate at a faster rate followed by
a steady-state regime where interface migration slows.
The initial fast period is a transient associated with the
switch from NVE to NVT ensembles, so we only consider
the steady-state velocities to make comparisons. As the
nanoparticle is moved further away from equilibrium, the
B19’ plate grows at a faster rate due to the larger thermo-
dynamic driving force. Table I provides the steady-state
interface velocities for each temperature studied. With
each additional 5 K decrease of the temperature, the in-
terface velocity increases by about 4 m/s. Additional
decreases in temperature below 410 K did not allow a
steady-state to be achieved prior to the entire nanopar-
ticle transforming due to its limited size. It is notable
that the interface velocity measurements made here, es-
pecially those closer to T0, are of an order of magnitude
which is observable on the time scales of experiments. In
previous rate-dependent MD simulations, including the
thermal cycling simulations presented here, transforma-
tions happen over the course of just a few picoseconds,
which would suggest velocities approaching sonic speeds.
Our results here are in much better alignment with the
capability of in situ TEM experiments to observe the
progressive martensitic transformation due to nucleation
and growth [36, 37]. We also note that NVT simula-
tion of the nanoparticle at 425 K resulted in preferential
growth of the B2 matrix (Figure S1 [35]), consistent with
the effective T0 determined from the NVE equilibration.

Despite the more physical nature of the martensitic
transformation observed in the preceding MD simula-
tions, they do not allow for a direct measurement of ther-
mal hysteresis. The reason for this is the geometry of the
system, which differs in important ways from nucleation
and growth in a bulk NiTi sample. The growing B19’
plate in the nanoparticle does not require the formation
of additional interfacial area as would be the case for a
growing nucleus in the bulk. Additionally, due to the
free surface of the nanoparticle there is little to no ac-
cumulation of stress in the B2 matrix. This means that
growth or dissolution of the B19’ plate simply occurs as
a function of the bulk thermodynamics (with some sur-
face contributions) of the competing phases, i.e. ther-
mal hysteresis is zero. In contrast, we can use the same
nanoparticle simulation cell but with a different starting
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FIG. 4. Schematic depicting the MD simulation setup for creation of austenite-martensite interfaces as well as its perturbation
from equilibrium to drive interface migration. Snapshots show a cross-sectional view of the center of the spherical NiTi
nanoparticle. Atoms are colored according to CNA: B2 - blue, other - gray.

FIG. 5. (a) Growth of the B19’ plate during NVT MD sim-
ulations. (b) Austenite-martensite interface velocities deter-
mined from plate thickness values in (a). The data point at 1
ns for 410 K has been omitted because the nanoparticle com-
pletely transformed prior to this.

geometry to illustrate the important role the austenite-
martensite interface plays in determining thermal hys-
teresis. Rather than starting with a spherical B19’ core,
we applied spring forces to a spherical cap at one end of
the nanoparticle. After undergoing the same NVE equi-

libration procedure described previously, the result was
a B19’ nucleus at the surface of the nanoparticle having
the same well-defined, flat austenite-martensite interface
as was the case for the B19’ plate (Figure 6a). In this
case, the B19’ nucleus must increase the interfacial area
in order to grow. As a result, it would be expected that
an additional thermodynamic driving force would be re-
quired to overcome this energy barrier which was not
present in the case of the B19’ plate. We confirmed this
by running NVT simulations for 1 ns at various temper-
atures. In the case of the B19’ plate, growth occurred at
all temperatures below 425 K. However, for this new ge-
ometry growth only occurred at temperatures below 405
K (Figure S2 [35]). We also simulated the opposite sce-
nario, a B2 nucleus at the nanoparticle surface (Figure
6b). For this case, growth only occurred at tempera-
tures above 425 K (Figure S2 [35]). Therefore, for this
model system, we can estimate a thermal hysteresis of
about 20 K solely due to the interfacial energy associ-
ated with the austenite-martensite interface. While this
highly idealized setup still has significant differences from
nucleation and growth in bulk NiTi, the more physical de-
piction of thermal hysteresis is in reasonable agreement
with experiments and emphasizes the important role of
the austenite-martensite interfaces in the process.

B. Interface Structure

We now focus on the atomic-scale structures of the
austenite-martensite interfaces present in the nanopar-
ticle simulations and how they impact mobility. The
simulation snapshots depicted in Figures 4 and 6 were
taken from single timesteps and therefore contain signif-
icant noise due to thermal vibrations of the atoms. This
is apparent when inspecting the B2 phase, which has a
number of atoms scattered throughout not identified as
B2. Consequently, identifying the fine details of the in-
terface structure becomes a near-impossible task. To cir-
cumvent this challenge, we use simulation snapshots with
atomic positions averaged over 1,000 timesteps (at the ve-
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FIG. 6. (a) Snapshot of the NiTi nanoparticle after NVE
equilibration with a B19’ nucleus shaped as a spherical cap.
(b) Snapshot of the same nanoparticle after the B19’ nucleus
has grown - alternatively this can be viewed as the starting
state for a B2 nucleus. Atoms are colored according to CNA:
B2 - blue, other - gray.

locities depicted in Table I this corresponds to interface
migration of less than 0.2 Å). An example is depicted in
Figure 7a, which was taken from the NVT simulation of
the growing B19’ plate at 415 K after 0.4 ns. The av-
erage atomic positions provide a much clearer picture of
the interface structure, showing that it is made up of a
regular array of steps, also known as structural discon-
nections [38, 39]. An additional interface, which formed
with retained austenite near the nanoparticle surfaces,
also becomes clear. Magnified snapshots of the two inter-
faces in Figures 7b and c clearly show a series of coherent
terrace planes separated from one another by disconnec-
tions. Interfaces with this structure are ubiquitous in
the study of solid-solid phase transformations [40], but
comparatively less attention has been given to them in
SMAs and how they may impact the associated marten-
sitic phase transformation [41]. From these snapshots we
can determine the orientation relationships at the coher-
ent terrace planes. The mobile interface has the following

relationship (Figure 7b):(
112
)
B2
//
(
101
)
B19′

[110]B2 // [010]B19′[
111
]
B2
// [101]B19′

We refer to this as interface 1. For the retained austenite
interface, the relationship is (Figure 7c):(

110
)
B2
// (100)B19′

[110]B2 // [010]B19′

[001]B2 // [001]B19′

which we refer to as interface 2. Interface 2 has been
proposed previously [42, 43], but interface 1 has not been
reported before to the best of our knowledge. The ter-
race planes of each interface have an associated bi-axial
coherency strain, which can be expressed as a function
of the B2 lattice parameter (a0) and the B19’ lattice pa-
rameters (a, b, c, β) depending upon the orientation re-
lationship. Parallel to the disconnection lines, which we
define as the y-axis in the terrace plane reference frame,
it is the same for both interfaces:

εyy =

√
2a0 − b(√

2a0 + b
)
/2

(3)

Evaluating this expression with the relevant lattice pa-
rameters depicted in Table II gives a coherency strain
of 0.22%. Typically the coherency strain parallel to the
disconnection lines would be accommodated by an array
of twin boundaries [41]. In our simulations however, for-
mation of twins was suppressed due to the spring forces
locking in a single martensite variant, so therefore the
interfaces are fully coherent parallel to the disconnection
lines. Perpendicular to the disconnection lines, which we
define as the x-axis in the terrace plane reference frame,
the coherency strain is different for the two interfaces. In
interface 1 it can be expressed as:

εxx =

√
3a0 −

√
a2 + c2 + 2ac cosβ(√

3a0 +
√
a2 + c2 + 2ac cosβ

)
/2

(4)

and in interface 2 as:

εxx =
a0 − c

(a0 + c) /2
(5)

For interface 1 this coherency strain is 0.33%, and for
interface 2 it is 1.28%, which is accommodated by the
regular arrays of disconnections. The significantly larger
coherency strain present in interface 2 provides a likely
reason as to why interface 1 formed preferentially in our
MD simulations. We note that the coherency strains are
a direct result of the lattice parameters of the two phases,
suggesting that the specifics of the interatomic potential
could change which interfaces are more favorable. How-
ever, using the accepted experimental lattice parameters
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FIG. 7. (a) Snapshot of the growing B19’ plate at 415 K with atomic positions averaged over 1,000 timesteps. The interfaces
are made up of disconnection arrays. (b,c) Magnified images of interfaces 1 (b) and 2 (c). (d-f) Successive snapshots show
the migration of interface 1 via the advancement of disconnections. The black line of the initial interface structure (d) is
superimposed on all three images to emphasize the motion of the disconnections via the addition of new B19’ atoms. Atoms
are colored according to CNA: B2 - blue, other - gray.

[44] produces the same qualitative result, with interface
1 exhibiting significantly less coherency strain.

The structural disconnections play a prominent role in
the migration of the austenite-martensite interfaces. We
explore their role in the case of interface 1 by compar-
ing a series of position-averaged snapshots from the NVT
simulation at 415 K (Figure 7d-f, see also Movies S3 and
S4 [35]). The disconnections act as preferential sites for
new atoms to be added to the growing B19’ phase, and
their collective advancement leads to growth of the B19’
plate. The snapshots in Figure 7, however, only give
a one dimensional picture of the disconnections, which
are line defects existing within the two dimensional habit
plane, much as dislocations exist within a slip plane. A
top-down view of the interface, which is shown in Fig-
ure 8, provides a more complete picture of their struc-
ture. The disconnections are not simply straight line de-
fects but have numerous kinks along their length, which
make them curve as they traverse the habit plane. It
is these kinks which allow the disconnections to advance
in a way analogous to the terrace-ledge-kink model of
crystal growth [45] (Movies S5 and S6 [35]). New atoms
preferentially attach to the kinks in the disconnections
as this provides them with a greater number of near-
est neighbors in the growing B19’ phase as opposed to
if they attached at a flat portion of the disconnection.

TABLE II. Lattice parameters of the B2 (a0) and B19’ phases
as determined by the MEAM potential at 420 K. All distances
are in Angstroms and angles in degrees.

a0 a b c β
3.01 4.58 4.22 2.86 95.9◦

As the kinks move outward toward the nanoparticle sur-
faces due to the continuous addition of new atoms, the
disconnection progressively advances forward by a single
row of atoms, the exact process depicted in the side-on
view of Figure 7. This is the same process as the kink
pair mechanism of motion associated with dislocations in
some materials [46].

Further description of the structural disconnections as-
sociated with austenite-martensite interfaces can provide
additional insights into their migration. To do this we
make use of the construction developed by Hirth and
Pond [39], which is depicted in Figure 9. Each phase
making up the interface has an associated step vector
(l). Because the phases have different lattice parame-
ters (Table II), summation of the step vectors results
in a nonzero vector associated with the gap between the
crystals in Figure 9. This is defined as the Burgers vector
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FIG. 8. Top-down view of the austenite-martensite interface
showing the array of disconnections as well as a number of
kinks which facilitate their motion. B2 atoms have been re-
moved for clarity, and the remaining atoms are colored accord-
ing to their position along the habit plane normal, enabling
the interfacial steps to be visualized. The bright and dark
rings on the perimeter correspond to surface atoms and can
be disregarded.

of the disconnection (bD); note that in the real interface
this gap is closed by interatomic interactions (Figures 7b
and c). The step vectors in interfaces 1 and 2 can be de-
termined by inspecting Figures 7b and c. For interface 1,
expressed in the reference frames of their parent lattices,
they are:

lB2 =
1

2

[
111
]
B2

and lB19′ =
1

2

[
101
]
B19′

and for interface 2:

lB2 =
[
110
]
B2

and lB19′ = [100]B19′

The step vectors must be transformed to a common ref-
erence frame to determine the disconnection Burgers vec-
tor. Using the appropriate lattice parameters (Table II)

FIG. 9. Schematic of the formation of a disconnection in
NiTi, when two crystals of B2 and B19’ with opposite step
directions are joined together. Each crystal has an associated
step vector (l) and step height (h). Summation of the two
step vectors leads to the Burgers vector of the disconnection
(bD).

TABLE III. Characteristics of the disconnections in interfaces
1 and 2 expressed in the terrace plane reference frame (Figure
9). Included are the coherency strains, step vectors, Burgers
vector, Burgers vector magnitude, and angle of the Burgers
vector with the terrace plane normal. All distances are in
Angstroms and angles in degrees.

Interface 1 Interface 2
εxx 0.33% 1.28%
εyy 0.22% 0.22%
lB2 [0.87, 0,−2.463] [0, 0,−4.26]
lB19′ [−1.24, 0, 2.53] [−0.47, 0, 4.56]
bD [−0.37, 0, 0.08] [−0.47, 0, 0.30]
|bD| 0.38 0.56
θ 78.7◦ 57.6◦

and orientation relationships of the interfaces, the step
vectors can be expressed in the reference frame of the ter-
race plane (see coordinate tripod in Figure 9), thus allow-
ing for direct comparison. The resulting vectors for in-
terfaces 1 and 2 are presented in Table III along with the
Burgers vector magnitude and orientation relative to the
terrace plane. Notably, the disconnections of interface 1
have a Burgers vector which is both smaller in magnitude
and closer to being parallel with the terrace plane. These
characteristics suggest the disconnections in interface 1
should be more energetically favorable and mobile than
those in interface 2 [39], thus providing more evidence as
to why interface 1 formed preferentially in our MD sim-
ulations. We leave a more detailed comparison of these
two interfaces to future work, as the current nanoparticle
simulations can only capture the migration of interface
1. Identification of the relevant orientation relationships
should facilitate additional characterization.
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V. CONCLUSIONS

Hysteresis, a prominent feature of the martensitic
transformation in SMAs, is closely tied to the structure of
austenite-martensite interfaces. MD simulations provide
a unique opportunity to study these interfaces in detail
not achievable by experiments and beyond the current
capabilities of ab initio modeling techniques. Herein, we
have developed a new method for creating well-defined
austenite-martensite interfaces and have used it to study
their mobility and structure in equiatomic NiTi. Criti-
cally, this new approach bypasses the extreme rates typi-
cally associated with MD simulations, which do not allow
well-defined interfaces to form prior to thermodynamic
instability. In well-equilibrated simulations of the coex-
isting phases, the martensite naturally adopts a plate
morphology within the austenite matrix. This is consis-
tent with experimental observations and indicates there
are certain energetically preferred interfaces in NiTi. Ap-
plication of a thermodynamic driving force to the equi-
librated interfaces results in migration at velocities com-
parable to the time scales of experimental observations.
Due to the nanoparticle geometry of the simulations,
no thermal hysteresis was observed. However, chang-
ing the initial shape of the nucleus resulted in an esti-
mated hysteresis of about 20 K solely due to the energy
associated with the austenite-martensite interface. This
is in much better alignment with experiments on bulk
samples of NiTi rather than the results of typical rate-
dependent MD simulations. While not a direct analog
to experiments, our simulations directly demonstrate the

important contribution of austenite-martensite interfaces
to thermal hysteresis in SMAs.

Additional analysis of the austenite-martensite inter-
faces revealed that they are made up of coherent terrace
planes separated from one another by structural discon-
nections. Identification of the orientation relationships at
the terrace planes as well as characteristics of the discon-
nections provides evidence as to why certain interfaces
are energetically preferred in NiTi. The disconnections
provide an atomic-scale mechanism for interface migra-
tion, as new atoms preferentially attach at kinks along
their length in a manner analogous to the terrace-ledge-
kink model of crystal growth. The continual advance-
ment of a train of disconnections leads to the overall mi-
gration of the interface. Overall, the methodology pre-
sented here should serve as an important step toward bet-
ter utilizing MD simulations to understand the marten-
sitic transformation in SMAs. The specific results in
NiTi provide interesting directions for the further study
of austenite-martensite interfaces and their contribution
to hysteresis.
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[37] T. Simon, A. Kröger, C. Somsen, A. Dlouhy, and
G. Eggeler, On the multiplication of dislocations dur-
ing martensitic transformations in NiTi shape memory
alloys, Acta Materialia 58, 1850 (2010).

[38] J. P. Hirth, Dislocations, steps and disconnections at in-
terfaces, Journal of Physics and Chemistry of Solids 55,
985 (1994).

[39] J. P. Hirth and R. C. Pond, Steps, dislocations and dis-
connections as interface defects relating to structure and
phase transformations, Acta Materialia 44, 4749 (1996).

[40] J. M. Howe, R. C. Pond, and J. P. Hirth, The role of
disconnections in phase transformations, Progress in Ma-
terials Science 54, 792 (2009).

[41] R. C. Pond, S. Celotto, and J. P. Hirth, A comparison
of the phenomenological theory of martensitic transfor-
mations with a model based on interfacial defects, Acta
Materialia 51, 5385 (2003).

[42] R. C. Pond and T. Nixon, Nucleation and growth in
martensitic transformations, MRS Online Proceedings
Library 580, 303 (1999).

[43] S. Alkan and H. Sehitoglu, Prediction of transformation
stresses in NiTi shape memory alloy, Acta Materialia
175, 182 (2019).

[44] S. D. Prokoshkin, A. V. Korotitskiy, V. Brailovski,
S. Turenne, I. Y. Khmelevskaya, and I. B. Trubitsyna,
On the lattice parameters of phases in binary Ti–Ni shape
memory alloys, Acta Materialia 52, 4479 (2004).

[45] W. K. Burton, N. Cabrera, and F. C. Frank, The growth
of crystals and the equilibrium structure of their surfaces,
Philosophical Transactions of the Royal Society of Lon-
don. Series A, Mathematical and Physical Sciences 243,
299 (1951).

[46] P. M. Anderson, J. P. Hirth, and J. Lothe, Theory of
dislocations (Cambridge University Press, 2017).


