
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Role of carbon in modifying the properties of
superconducting hydrogen sulfide

Yuki Sakai, James R. Chelikowsky, and Marvin L. Cohen
Phys. Rev. Materials 6, 044801 — Published  4 April 2022

DOI: 10.1103/PhysRevMaterials.6.044801

https://dx.doi.org/10.1103/PhysRevMaterials.6.044801


1 

 

 

THE ROLE OF CARBON IN MODIFYING PROPERTIES OF 
SUPERCONDUCTING HYDROGEN SULFIDE  

Yuki Sakai,1 James R. Chelikowsky,1, 2, 3 and Marvin L. Cohen4, 5 

1Center for Computational Materials, 

Oden Institute for Computational Engineering and Sciences, 

The University of Texas at Austin, Austin, Texas 78712, USA 
2McKetta Department of Chemical Engineering, 

The University of Texas at Austin, Austin, Texas 78712, USA 
3Department of Physics, The University of Texas at Austin, Austin, Texas 78712, USA 

4Department of Physics, University of California  at 

Berkeley, Berkeley, California 94720, USA 
5Materials Sciences Division, Lawrence Berkeley 

National Laboratory, Berkeley,  California 94720,  USA 

(Dated: December 1, 2021) 
 

Abstract 
We examine the role of adding carbon to influence the superconducting properties of hydrogen 

sulfide. We consider a number of unique structures employing a simulation cell containing carbon, 

hydrogen. and sulfur atoms with randomized atomic coordinates. We also reproduced some structures 

reported in the literature. In general, we find the presence of carbon atoms does not raise the 

superconducting transition temperature of hydrogen sulfide compounds. We discuss the origin of this 

trend through a detailed examination of structural and electronic properties of carbon-hydrogen-sulfur 

materials.  
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I. INTRODUCTION 
A recent report on superconducting hydrogen sulfide H3S has opened the possibility of a 

new class of hydrogen-based high temperature superconductors [1]. High pressure studies 

enable one to access this class of superconductors, including proposed metallic hydrides [2]. 

Such studies have become a very active research area [3, 4] with a reported measured TC  

reaching 260 K in lanthanum hydrides [5–7]. Concurrent theoretical studies have also 

accelerated the search for new hydride superconductors: a number of different hydrogen-

based superconductors have been suggested [8], some with a transition temperature 

remarkably above room temperature (e.g., 473 K of Li2MgH16 at 250 GPa) [9]. Perhaps not 

surprising, a related search has focused on other light atom superconductors, including those 

based on doped carbon allotropes such as fullerenes  [10], graphite [11], carbon nanotubes 

[12, 13], and diamond [14–16].  Examples of such studies include a recent report claiming that 

a form of boron-doped disordered carbon, “Q-carbon,” exhibits superconductivity at rather 

large transition temperature [17–20].  This material’s purported TC is observed to be one of 

the highest among carbon-based materials, 55 K, achieved with a high concentration of boron 

atoms [18]. However, this TC is not comparable to those of high TC cuprate superconductors 

[21]. 

Recently room temperature superconductivity has been reported in a ternary carbon- 

sulfur-hydrogen system with an equal ratio of carbon and sulfur atoms by Snider, et al. [22]. 

Their results can be regarded not only as a record TC hydride, but also as a new class of 

carbon-based superconductors. However, to the best of our knowledge, their report of room 

temperature superconductivity has not yet been confirmed by other researchers.  

Theoretically, several candidate structures have been proposed for the ternary materials. 

Methane intercalated to a R3m hydrogen sulfide host crystal (H7CS) is predicted to be a 

superconductor with 180-190 K at a relatively low pressure of 100-200 GPa [23, 24]. Another 

theoretical study indicates a possible disagreement between theoretical predictions and the 

experimental results, despite the excellent agreement for predictions of superconductivity for 

the sulfur hydride and lanthanum hydride cases [25]. A thorough study on a number of HCS 

composition showed a lowering of the DOS at the Fermi energy as the carbon content 

increases, suggesting the difficulty of high Tc conventional superconductivity in ternary 

materials [26].  

Here, we study H-C-S ternary systems with various structures by focusing on systems with 

an equivalent ratio of carbon and sulfur atoms.  We consider structures in a small unit cell with 
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one formula unit of HxCS and in a large unit cell with the composition of H48C6S6. We also 

consider carbon hydride (HxC) systems to investigate possible superconductivity. We choose 

these compositions to understand how the carbon affects the superconductivity in hydrogen 

sulfide and also to find other potential carbon-based superconductors. Using pseudopotentials 

constructed within density functional theory, we obtain relatively high TC structures in both 

HxCS and HxC. The structures examined in this work indicate no sign of a network between 

carbon and sulfur atoms mediated by hydrogen atoms.  As such, our results fail to confirm a 

mechanism for carbon enhancing TC in H-C-S ternary systems. 

 

 
II. COMPUTATIONAL METHODS 

 

We employ a total-energy pseudopotential method constructed within density functional 

theory (DFT) [27–30].  We use a real-space pseudopotential code (PARSEC) with a grid spacing 

of 0.3 a. u. (1 a.u. = 0.5202 Å) to randomize the HCS systems.  Owing to existing software 

implementations, we utilized a plane-wave basis (in Quantum Espresso) for other parts of our 

simulations [31]. 

Troullier-Martins norm-conserving pseudopotentials and Vanderbilt ultrasoft- 

pseudopotentials were both used in our work.  We employed a generalized gradient 

approximation exchange-correlation energy functional proposed by Perdew, Burke, and 

Ernzerhof [32–34]. The cutoff energy for the wave function and the charge density is 40 Ry and 

400 Ry, respectively. We used density functional perturbation theory to compute phonon 

modes and electron-phonon coupling in HCS materials [30, 34]. An electron-phonon line width 

for each phonon mode is calculated from the electron-phonon matrix elements [36]. A 

Gaussian broadening of 0.015-0.04 Ry is used to approximate delta functions, which appear in 

Brillouin zone summations of electron-phonon calculations. The width of broadening is chosen 

so that converged results were obtained. We compute the Eliashberg spectral function and 

electron-phonon coupling strength λ by using the electron-phonon line width. The 

superconducting transition temperature TC is calculated from λ by using Allen-Dynes equation 

[37]. Here we use an effective Coulomb repulsion parameter µ! of 0.10 for the best case   

scenario. 

We initially perform a structural search with simple stoichiometries and small cells for H-C-S 

systems. The ratio between carbon and sulfur is fixed to 1:1 as reported in the experiment. We 
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change the amount of hydrogen x of HxCS from 6 to 10 in order to examine possible hydrogen 

compositions. For each composition, we generate 10 randomized structures. Each of the ten 

structures start from a random  atomic  distribution, save at least a 1 Å  separation between 

atoms in a cubic box. The structure is then relaxed under a constant pressure of 250 GPa 

within a variable cell. The relaxation often gives a similar structure from different initial atomic 

coordinates. Unique selected structures are further investigated with a density of states 

calculation followed by electron-phonon simulations. For completeness, we also perform a 

structure search for HxC2 where x runs from 6 to 10. We place two carbon atoms in the 

simulation cell to make the comparison clear.  A 16 × 16 × 16 k-grid is used for structural 

relaxation while a DOS calculation is performed with a denser 24 × 24 × 24 k-grid. The 

electron-phonon coupling constant is computed with a combination of a 16 × 16 × 16 k-grid 

and a 4 × 4 × 4 q-grid. 

We also consider several different structures of H-C-S ternary materials under a pressure of 

250 GPa. We take a composition H8CS so that enough hydrogen atoms are present so as to not  

overlook any signs of the formation of H-C-S networks because of the shortage of hydrogen 

atoms. Ten random structures of a 60 atom C6S6H48 system are generated in a cubic cell with a 

lattice constant of 8.2 A˚. Initial atomic positions are completely randomized in a large cell. 

The system is equilibrated using constant temperature Langevin molecular dynamics in a 

fixed box. Then, the structure is fully optimized in the same way as performed for the small 

cell. The atomic positions and cell parameters are fully relaxed under a pressure of 250 GPa. 

We further remove hydrogen molecules (H2) from the resultant structure to assess the effect 

of the H2 molecule on the superconducting properties. Structural relaxation is performed with 

a 8 × 8 × 8 k-grid. We use only Γ-point sampling for the q-point of the electron-phonon 

calculations for the large cell. Superconducting properties are studied even when imaginary 

frequency mode appears. We estimate Tc by neglecting the contribution from the entire 

imaginary branch. This approach  has been used previously [8,38] and should yield  reasonable  

superconducting properties when the dynamical instabilities are removed. 

We consider the relative stabilities of HxCS and HxC2 as a function of hydrogen 

concentration using the enthalpy of formation H and pressure: 

 

H(Hx+1CS) = Htot(Hx+1CS) − Htot(HxCS) − µ(H), (1) 
 

as an example expression for HxCS. Htot is the enthalpy at a pressure of 250 GPa. We adopt the 
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enthalpy of Cmca-12 hydrogen as the reference chemical potential [µ(H)] of hydrogen under 

250 GPa [39]. We consider only relative stabilities among the structures to explore the 

hydrogen concentration dependence of the enthalpy of formation. 

 

III. RESULTS AND DISCUSSION 
 

Table I lists the number of the unique structures for each composition obtained from the 

small randomized structures. Typically there are some non-unique structures in HxC while 

HxCS gives mostly unique structures, except for the x = 6 case. This should arise from the more 

degrees of freedom in ternary HxCS. Some of the structures obtained here have been reported 

in the literature. For example, the H7CS structure where the center sulfur atom of the body 

centered cubic H3S is replaced with a methane (CH4) molecule [23–25] is found in this work as 

well.  

 

Comp
ositio

n 

Number of 
structures 

Maxim
um N 
(EF ) 

Minim
um N 
(EF ) 

Average     
N (EF ) 

H6CS 7 0.666 0.185 0.425 

H7CS 9 0.632 0.321 0.461 

H8CS 10 0.483 0.241 0.396 

H9CS 9 0.541 0.288 0.468 

H10CS 9 0.615 0.000 0.390 

H6C2 6 0.385 0.000 0.078 

H7C2 5 0.298 0.176 0.225 

H8C2 6 0.000 0.000 0.000 

H9C2 6 0.558 0.162 0.298 

H10C2 8 0.465 0.000 0.058 

 

TABLE I. The number of unique structures obtained by optimizing the structures of randomly distributed 

atoms with small number of atoms. All stoichiometries have 10 different initial structures.   Non-unique 

structures are eliminated by comparing the enthalpies of the structures. Here the densities of states at 

the Fermi energy (N(EF) is given in states/eV) are also listed. Here maximum, minimum, and average are 

taken among the same composition. The N(EF) listed here is computed from the density of states 

calculation with a finer k-grid. 
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The densities of states are also listed in Table I. The electronic properties of HxCS are mostly 

metallic, indicating the emergence of superconductivity. On the other hand, for the HxC under 

250 GPa, the H6C, the H8C, and the H10C cases are mostly insulating as C-C and C-H bond tends to 

saturate unpaired electrons with even numbers of hydrogen atoms. The only two exceptions are 

one in the case of H6C and one in H10C where an unusual structural network is found. Otherwise 

similar atomic networks to those of general hydrocarbon molecules can be seen even under a 

pressure of 250 GPa, resulting in non-metallic and non-superconducting properties. In contrast, 

those with odd number of hydrogen atoms are metallic because of the ease of forming unpaired 

electrons. 

 

FIG. 1. (Color online) Enthalpy of formation (eV) of HxCS systems as a function of hydrogen proportion, 

defined in Eqn. 1. Blue circles show the results obtained from the small cells while red squares at x = 8.1 

show the enthalpy of the large cell with the composition of H48C8S8. The chemical potential of hydrogen 

is taken as the enthalpy of the Cmca-12 structure of hydrogen. The zero in the plot is taken as the 

enthalpy of the lowest enthalpy structure of H6CS. 

The enthalpy of formation of HxCS as a function of hydrogen proportion is shown in Fig 1. 

The previously found H7CS structure with methane intercalated hydrogen sulfide has the 

lowest enthalpy among the all structures studied here. The enthalpy does not show a 

monotonic change as a function of the number of hydrogen atoms. We do not find a 

well-defined limit for the maximum hydrogen content in these systems. This agrees 

with a previous study showing a non-monotonic change as a function of hydrogen 

content [25]. 

The enthalpy of formation as a function of hydrogen content for the HxC2 systems is shown 

FIG. 1. (Color online) Enthalpy of formation (eV) of HxCS systems as a function of hydrogen

proportion, defined in Eqn. 1. Blue circles show the results obtained from the small cells while

red squares at x = 8.1 show the enthalpy of the large cell with the composition of H48C8S8. The

chemical potential of hydrogen is taken as the enthalpy of the Cmca-12 structure of hydrogen. The

zero in the plot is taken as the enthalpy of the lowest enthalpy structure of H6CS.

has the lowest enthalpy among the all structures studied here. The enthalpy does not show

monotonic change as a function of the number of hydrogen atoms. This indicates that

we cannot see the clear limit for the maximum hydrogen content in these systems. This

agree with the previous study showing the non-monotonic change as a function of hydrogen

amount [25].

The enthalpy of formation as a function of hydrogen amount for the HxC2 systems is

shown in Fig. 2. In contrast to the previous HxCS cases, this system does not favor the

increase of the proportion of the hydrogen atoms if we separately see the odd-number and

even number hydrogen content cases. Here the odd-number hydrogen cases are relatively

high in enthalpy compared with even number cases. As we discussed earlier, the even number

compositions are mostly insulating while the odd-number cases are metallic. The saturation

of unpaired electrons and being an insulator lowers the enthalpy of formation of insulating

the structures compared with metallic cases.

We study the phonon and electron-phonon properties of structures with the lowest en-

thalpy or the highest N(EF ) in each composition as the low enthalpy structures are most

likely to be synthesized while the high N(EF ) may contribute to high superconducting

6
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in Fig. 2. In contrast to the previous HxCS cases, this system does not favor an increase of the 

proportion of the hydrogen atoms if we separately note the odd-number and even number 

hydrogen content cases.   The enthalpy for the odd-number hydrogen cases is relatively large 

when compared with even number cases. As we discussed earlier, the even number 

compositions are mostly insulating while the odd-number cases are metallic. The saturation of 

unpaired electrons in an insulator lowers the enthalpy. 

We examine the phonon and electron-phonon properties of structures with the lowest 

enthalpy or the highest N(EF) in each composition, as the low enthalpy structures are most 

likely to be synthesized while the high N(EF) may contribute to high superconducting 

temperatures.
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FIG. 2. (Color online) Enthalpy of formation (eV) of HxC2 structures as a function of hydrogen 

proportion. The chemical potential of hydrogen is taken as Cmca-12 hydrogen structure. The zero of 

the plot is taken as the enthalpy of the lowest enthalpy structure of H6C2. 

 

Table II presents the superconducting parameters of these selected structures. Here we list 

only structures without imaginary frequency modes or with only one imaginary phonon 

branches. Those with one imaginary frequency branch are marked with asterisk at their λ 

values. Superconducting properties are listed by neglecting the contribution from the 

imaginary phonon branch to assess the properties in these systems. Even low enthalpy 

structures show imaginary frequency phonon modes and are not dynamically stable. For 

example, the lowest enthalpy structure of H8CS is five-hold coordinated methane intercalated 

hydrogen sulfide (one hydrogen atom added to the methane intercalated structure). The 

enthalpy is clearly lower than other H8CS structures,  but the over coordination is likely to 

exhibit an instability. In contrast, the high enthalpy structures with high N (EF ) do not 

necessarily show dynamical instabilities. 

The methane intercalated hydrogen sulfide H7CS reported in the literature is confirmed to 

be stable with relatively high TC of 149 K. Another dynamically stable structure is H9CS with the 

highest [N (EF )] at this composition and shows the TC of 61 K. Even though this structure is 

dynamically stable, the low ωlog (503 K) implies the existence of strongly soften phonon modes 

and its instability. The other stable structure is the lowest enthalpy structure at H6CS but its 

superconducting properties are not promising. 
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Max. N (EF ) Min. Htot 
 

 λ ωlog TC  λ ωlog TC 

H6CS 1.99* 957 137  0.44 1090 7.4 

H7CS - - -  1.20 1663 147 

H8CS 0.93* 1143 71  - - - 

H9CS 1.59 503 61  1.11* 1073 87 

H10CS 1.64* 1001 124  0.62* 1065 32 

H6C2 2.41* 1067 172  - - - 

H7C2 0.67* 1134 35  1.32* 852 85 

H9C2 - - -  0.42* 1618 9.1 

TABLE II. Superconducting parameters of selected structures (with the highest density of states or with 

the lowest total energy) for HxCS and HxC2. The electron phonon coupling strength λ, logarithmic 

average phonon frequency, 

 more imaginary modes are not listed here. The H8C2 structures are 

dismissed because they are all insulators. The H10C2 structures are also dismissed because the only 

metallic structure is dynamically unstable.  

 

The HxC2 structures selected here are not dynamically stable in contrast to the above HxCS cases. 

Interestingly the metallic H6C2 structures exhibit relatively high TC of 172 K. The Eliashberg 

spectral function is shown in the middle panel of Fig 3. The contribution from low frequency 

modes are dominant when compared with the spectral function of R3m H7CS (see the bottom 

panel of Fig.3). The middle frequency modes (200- 300 meV) in H7CS execute scissor-like motion 

involving both hydrogen atoms bonded to sulfur and carbon atoms. The contribution from 

hydrogen stretching modes is very limited (relevant frequencies are above 400 meV). On the 

other hand soft CH stretching modes mixed with other motions contributes to the α2F(ω) in the 

case of H6C2.   Same trend applies to H6CS. These structures are not dynamically stable, but a 

further structure search might find a stable structure with interesting superconducting 

properties. 
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FIG. 3. (Color online) Eliashberg spectral function (red solid lines) and cumulative electron-phonon 

coupling strength λ (blue dashed lines) as a function of phonon frequency (meV). Top, middle, and 

bottom panels correspond to H6CS with TC of 137 K, H6C2 with TC of 172 K, and R3m H7CS with TC of 149 

K, respectively. 

 

The selected structures are illustrated in Fig. 4. Figures 4(a)-4(c) are the structures of HxCS. 

Sulfur atoms and hydrogen atoms form a network in the dynamically stable structure H9CS 

shown in Fig. 4(b) while the hydrocarbon can be seen as a guest intercalated to this sulfur-

hydrogen network. This guest-host relationship is similar to the stable methane-intercalated 

hydrogen sulfide H7CS [25]. In other high TC but dynamically unstable structures, carbon and 

sulfur atoms also do not form any network like H3S where sulfur atoms are connected through 

hydrogen atoms. This indicates that carbon and sulfur atoms are rather isolated with each 

other than form the effective structure to realize high TC under a high pressure. 

Figure 4(d) illustrates the structure of insulating H6C2. Here carbon and hydrogen atoms 

form ethane like molecules. There are no unpaired electrons and no network is formed 

between carbon atoms through hydrogen atoms. When more hydrogen atoms are 

incorporated, the insulating tendency does not change. The structure of H10C2 shown in Fig. 4 

contains extra hydrogen molecules and no metallic properties are observed. Low enthalpy is 

achieved by forming non-interacting molecules even with the high pressure. On the other 

hand, the metallic H6C2 shown in Fig. 4(e) have carbon atoms in the unusual 5-fold 

coordination. Although the enthalpy is high and the structure is dynamically unstable, it is 

interesting to see the relatively high superconducting temperature in this 5-fold coordinated 

network of carbon and hydrogen atoms. 

FIG. 3. (Color online) Eliashberg spectral function (red solid lines) and cumulative electron-phonon

coupling strength � (blue dashed lines) as a function of phonon frequency (meV). Top, middle, and

bottom panels correspond to H6CS with TC of 137 K, H6C2 with TC of 172 K, and R3m H7CS

with TC of 149 K, respectively.

intercalated hydrogen sulfide H7CS [25]. In other high TC but dynamically unstable struc-

tures, carbon and sulfur atoms also do not form any network like H3S where sulfur atoms

are connected through hydrogen atoms. This indicates that carbon and sulfur atoms are

rather isolated with each other than form the e↵ective structure to realize high TC under a

high pressure.

Figure 4(d) illustrates the structure of insulating H6C2s. Here carbon and hydrogen atoms

form ethane like molecules. There is no unpaired electron and no network is formed between

carbon atoms through hydrogen atoms. Even more hydrogen atoms are incorporated, the

insulating tendency does not change. The structure of H10C2 shown in Fig. 4 contains extra

hydrogen molecules and no metallic properties are observed. Low enthalpy is achieved by

forming non-interacting molecules even with the high pressure. On the other hand, the

metallic H6S2 shown in Fig. 4(e) have carbon atoms in the unusual 5-fold coordination.

Although the enthalpy is high and the structure is dynamically unstable, it is interesting to

see the relatively high superconducting temperature in this 5-fold coordinated network of

carbon and hydrogen atoms.

The structures discussed above have a relatively small unit cell and there is not much

room for the introduction of randomness. The randomness is visible by increasing the size

9
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FIG. 4. (Color online) Ball-and-stick model structures of (a) dynamically unstable but high TC H6CS, (b) 

dynamically stable H9CS, and (c) another unstable but high TC  H10CS. The structures of (d) insulating H6C2, 

(e) metallic H6C2, and (f) insulating H10C2 are also illustrated. White, brown, and yellow spheres represent 

hydrogen, carbon, and sulfur atoms, respectively. The VESTA software is used to generate images [40]. 

The lattice parameters and atomic coordinates of these structures are provided in Suppl. Material [41]. 

 

The structures discussed above have a relatively small unit cell and as a consequence may 

contain some correlated structural elements.  This issue can be mitigated by increasing the cell 

size.  This made is apparent by increasing the cell size to contain 60 atoms as shown in Fig. 5. 

Despite the change in cell size, the enthalpy of formation is well within the range of the 

enthalpy of the small-cell structures. The tendency of the formation of S-H network as for H3S 

remains independent of the formation of hydrogen and hydrocarbon molecules and is 

consistent with the small-cell study. This confirms the lack of a C-H-S network in the ternary 

system even under high pressure. We note that a similar difficulty in forming networks among 

carbon and sulfur atoms , even under pressure , has been previously reported and discussed in 

the literature [42]. 
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FIG. 5. (Color online) Fully optimized ball-and-stick model structure of H48C6S6 with the lowest enthalpy 

among 10 structures. Atoms outside the cell is also illustrated when these atoms form bonds with the 

atoms inside the cell. White, brown, and yellow spheres represent hydrogen, carbon, and sulfur atoms, 

respectively. The lattice parameters and atomic coordinates of this structures are provided in Suppl. 

Material [41]. 

In brief, two of our studied structures are insulating.  Of the metallic structures, the 

maximum, minimum, and average densities of states among are 1.55, 0.139, and 0.806 

states/eV/cell respectively. The highest and the lowest TC among the 10 structures is 76 and 46 

K, respectively.  The average TC of the metallic structures is 64 K, indicating no large deviation 

in TC.  The consistent and low value of TC confirms the difficulty in obtaining a room 

temperature value for this system by the addition of C atoms. 

 

IV. SUMMARY 

In summary, we examined H-C-S materials with various compositions. The most stable and 

realistic HxCS material with a high TC is the previously reported R3m H7CS where methane 

molecules are intercalated into the hydrogen sulfide host. Based on the structures studied 

here, carbon and sulfur atoms do not form a network through hydrogen atoms, indicating that 

introducing carbon into hydrogen sulfide does not promote superconductivity. HxC2 systems 
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are mostly insulating, but unusual coordination can lead to metallic and superconducting 

properties with relatively high TC. Although the high TC H6C2 studied here are not dynamically 

stable, we expect further structural searches could find a similar structure with dynamical 

stabilities. 
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