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We perform first-principles density functional theory calculations to determine the equilibrium defect struc-
tures, formation energies, charge transition levels, and electronic structures of Sn and S vacancies in monolayer
SnS. Both Sn and S vacancies exhibit multiple charge transition levels and in-gap defect states, indicating that
they may be stable in different charge states depending on the Fermi level in the system. Depending on the
charge state of the vacancy, the easily-distorted SnS lattice undergoes different relaxations, and in some cases,
symmetry-breaking reconstructions, creating defect states within the gap that electrons can occupy at a lower
energetic cost. Due to significant atomic relaxations between the equilibrium defect structures in different
charge states, optical charge transitions involving both types of vacancies exhibit significant Stokes shifts of
over 1 eV, which may provide opportunities for increased efficiency in light emission diode, solar cell, and solar
concentrator applications.

I. INTRODUCTION

Layered bulk SnS (herzenbergite) has been studied as a po-
tential thin-film photovoltaic absorber because of its indirect
bandgap of 1.1 eV (similar to silicon) and high optical ab-
sorption coefficients [1]. More recently, single-layered SnS
has also attracted interest due to its unique properties, many
of which derive from its corrugated orthorhombic structure.
While most of the widely-studied 2D materials (graphene,
transition metal dichalcogenides, e.g., MoS2) are hexagonal,
2D SnS is isoelectronic to phosphorene and has an analo-
gous rectangular crystal structure. However, due to the two
different atomic species, the symmetry of the crystal is re-
duced, leading to a more distorted puckered structure shown
in Fig. 1, which gives rise to a strong piezoelectric and ferro-
electric response. Strong intrinsic piezoelectricity has been
predicted [2] and recently experimentally measured [3] in
monolayer SnS, suggesting possible applications as piezo-
electric nanogenerators. Monolayer group-IV monochalco-
genides have been predicted to be multiferroic with coupled
ferroelectricity and ferroelasticity and low switching barriers,
which suggest potential applications in nonvolatile memory,
sensors, and nonlinear optoelectronics [4]. Recently, purely
in-plane room temperature ferroelectricity has been demon-
strated in monolayer SnS [5], in contrast to the more com-
monly reported out-of-plane ferroelectricity in other 2D ma-
terials. 2D SnS may also have applications for spintronics and
valleytronics applications due to the unique band structure,
which has two pairs of valleys that can be separately excited
with linearly polarized light [6].

While monolayer SnS is predicted to be energetically sta-
ble [7, 8], the synthesis of high-quality monolayers via exfo-
liation has been challenging due to the strong interlayer inter-
actions between the lone-pair electrons of Sn, which are much
stronger than the typical inter-layer van der Waals forces [9].
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FIG. 1. Top and side views of the pristine monolayer SnS structure.
Sn atoms are depicted in blue and S atoms in orange. In the top view,
the Sn-S bonds are colored differently based on whether they are in
the top layer (red bonds) or bottom layer (grey bonds). The a and b
lattice vectors of the rectangular unit cell are also indicated.

Within the last few years, few-layer to single-layer SnS has
been synthesized via techniques such as physical vapor trans-
port [10], physical vapor deposition [5, 11], chemical vapor
deposition [12], and liquid exfoliation [13]. Most recently,
Khan et al. demonstrated a liquid metal-based technique to
synthesize large-area single-crystal monolayer SnS [3]. These
and other recent synthesis and characterization efforts for
2D SnS underscore the great interest in this material and its
unique properties, which could have potential applications
in areas including electronics, optoelectronics, non-volatile
memory, and nanosensors.

Like in their bulk counterparts, 2D semiconductors contain
both intrinsic defects, e.g., vacancies and antisites, as well as
extrinsic defects, e.g., substitutional and interstitial dopants
and impurities, all of which can affect the material’s elec-
tronic, optical, and magnetic properties. In contrast to bulk
materials, the reduced electronic and elastic screening of point
defects in 2D materials can lead to significant changes in the
charge transition levels and enhanced symmetry-breaking de-
fect reconstructions, resulting in increased Stokes shifts. De-
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fects in 2D materials that exhibit large Stokes shift open the
opportunity to enhance the efficiency in energy technologies
such as light emission diodes, solar cells, and solar concentra-
tors [14–16].

Therefore, a good fundamental understanding of the effect
of defects, dopants, and impurities on the properties of 2D SnS
is crucial to identify and realize its potential for the aforemen-
tioned novel applications. Density functional theory (DFT)
calculations have emerged as a valuable tool for predicting
and characterizing point defects in solids [17], and more re-
cently, in 2D materials as well. DFT studies on defects in
layered bulk SnS predict Sn and S vacancies as well as the
Sn on S antisite to be the most stable intrinsic defects with
in-gap defect states [1, 18–20]. However, under much of the
Sn-rich, p-type conditions for which SnS is most favorable,
both SnS and VS have negative formation energies, indicating
a possible instability of bulk SnS. Since the vacancies are the
dominant defects in bulk SnS under most conditions, and are
expected to also dominate in the monolayer, therefore we fo-
cus on the vacancies in this study. Furthermore, the intrinsic
p-type conductivity in bulk and thin film SnS has been at-
tributed to Sn vacancies [1, 10, 18], while the presence of S
vacancies has been predicted to affect the absorption of vari-
ous toxic gas molecules on SnS monolayers used as a potential
material for gas absorbent and sensing applications [21]. DFT
studies of vacancies, dopants, or surface adsorbates in mono-
layer SnS have been reported [22–24]; however, all of these
studies focused on characterizing only neutral defects, even
though many defects in layered bulk SnS have been predicted
to be stable in charge states ranging from +4 to −4 [18, 19].

In this work, we perform DFT calculations to determine
the equilibrium defect structures, formation energies, charge
transition levels, and electronic structures of charged Sn and
S vacancies in monolayer SnS. Section II describes our com-
putational approach and provides the details of our DFT cal-
culations, including the charge correction scheme, which we
use to ensure the correct electrostatic boundary conditions for
charged defects in 2D materials. Section III presents our re-
sults first for the pristine SnS monolayer, followed by the
defect energetics and electronic structures. We predict that
both Sn and S vacancies have multiple charge transition lev-
els which fall within the bandgap, indicating that they can be
stable in different charge states depending on the Fermi level
in the system. We find that the equilibrium defect structure
depends on the defect’s charge state, and due to the “floppi-
ness” of the SnS structure, the lattice can distort significantly
around the defects, at times breaking symmetry. Atomic re-
constructions, which modify the bonding structure, help sta-
bilize the defects by creating lower-energy defect states in the
gap, which additional electrons can occupy at a lower ener-
getic cost. We compare our results with defects in other 2D
semiconductors and layered SnS, and discuss possible impli-
cations of the giant predicted Stokes shifts in Section IV.

II. COMPUTATIONAL DETAILS

We perform all our calculations of pristine and defected
monolayer SnS using density functional theory (DFT) as
implemented in the plane-wave code VASP [25]. We use
projector-augmented wave potentials [26, 27] with valence
electron configurations of 4d105s25p2 and 3s23p4 to model
Sn and S, respectively. We treat the exchange-correlation us-
ing three different sets of functionals – the Perdew-Burke-
Ernzerhof (PBE) [28] generalized gradient approximation
(GGA) functional, the strongly constrained and appropriately
normed (SCAN) [29] meta-GGA functional, and the hybrid
HeydScuseriaErnzerhof functional HSE06 [30, 31] (only for
calculations of pristine SnS properties). For the calculations
with SCAN, we also include long-range van der Waals inter-
actions via the SCAN+rVV10 functional [32]. We perform
spin-polarized calculations employing a plane-wave cutoff en-
ergy of 520 eV, which ensures energy convergence to within
1 meV/atom. To converge the Brillion zone integration to sim-
ilar accuracy, we use Methfessel-Paxton smearing [33] with a
smearing energy width of 0.10 eV and Γ-centered Monkhorst-
Pack k-point meshes [34]. For the structural relaxations, we
use k-point meshes corresponding to at least 400 k-points per
reciprocal atom in 2D. For the density of states calculations,
we double the density of the k-point meshes in all directions
and use Gaussian smearing with a reduced smearing width of
0.02 eV.

We model the defective systems by constructing 3 × 3 × 1,
4 × 4 × 1, and 5 × 5 × 1 supercells based on the orthorhombic
4-atom unit cell, varying the amount of vacuum spacing be-
tween layers to be 10, 15, and 20 Å and removing atoms ac-
cordingly to create the vacancy defects. We perform the defect
calculations using both PBE and SCAN+rVV10 functionals.
We fix the supercell lattice vectors for all defect supercells to
the equilibrium lattice constants for the corresponding func-
tional (see Table I) and perform the atomic relaxations using
the conjugate gradient algorithm. For some of the defects, we
find that the structures in the smaller supercells relax to differ-
ent structures than in the larger cells, likely due to overlap of
elastic strain fields and/or shallow defect wave functions, lead-
ing to incorrect structural and electronic ground states with
fractional band occupancies. Therefore, we report the defect
structures, formation energies, and densities of states obtained
from the largest (5×5×1) supercells, in which we believe the
finite-size effects to be sufficiently minimized. In addition,
we enforce integer band occupancies during our calculations
to avoid unphysical electronic ground states with fractional
band occupancies, which may arise due to wavefunction over-
lap [17].

The formation energy E f [Xq] of a point defect X with
charge q is determined from DFT calculations using a super-
cell approach following

E f [Xq] = Etot[Xq]−Etot[pristine]−
∑

i

niµi +qEF +Ecorr, (1)

where Etot[Xq] and Etot[pristine] are the total DFT-derived en-
ergies of the supercell containing the defect X and the pristine
supercell, respectively, ni is the number of atoms of species i
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added/removed to create the defect, µi is the chemical poten-
tial of the corresponding species, and EF is the Fermi level,
which serves as the chemical potential of the electron reser-
voir. In this work, we consider the Sn-rich/S-poor limit, for
which the Sn chemical potential is referenced to the α-Sn
phase, and the S chemical potential is given by µS(S-poor) =

µSnS − µα-Sn.
The final term in Eq. (1), Ecorr, contains corrections to the

formation energy necessary to account for the spurious elec-
trostatic interactions between periodic images and the com-
pensating background charge, which is implicitly introduced
in supercell calculations using plane-wave DFT approaches
to neutralize the overall supercell. Modeling charged de-
fects in single-layer materials is particularly challenging be-
cause the uniform compensating background charge induces
a quadratic potential across the vacuum, which leads to the
unphysical divergence of the energy with vacuum spacing.
In this work, we apply the correction scheme developed by
Freysoldt and Neugebauer [35] to accurately compute the for-
mation energies of charged Sn and S vacancies in monolayer
SnS. The correction scheme employs a surrogate Gaussian
charge model to estimate the energy correction required to
remove the electrostatic artifacts due to the periodic bound-
ary conditions and uniform compensating background charge,
thus restoring the appropriate electrostatic boundary condi-
tions for charged 2D systems. This correction scheme has an
advantage in that it does not require any extrapolation, which
can sometimes be misleading [36], and its effectiveness has
been demonstrated in our previous studies of S vacancies [37]
and dopants and dopant-vacancy complexes [38] in MoS2 and
for defects in phosphorene [39].

III. RESULTS

A. Pristine monolayer SnS

Table I compares properties of pristine monolayer SnS
computed in this work using the PBE, SCAN+rVV10, and
HSE06 exchange-correlation functionals with those reported
in the literature. The crystal structure of pristine monolayer
SnS as depicted in Fig. 1 has an orthorhombic unit cell,
with in-plane lattice parameters a and b as listed accord-
ingly in Table I. Our DFT-computed lattice constants at the
PBE level agree well with those reported in previous stud-
ies [2, 22, 23, 40–42]. SCAN+rVV10 and HSE06 functionals
predict a slight expansion of the unit cell along the longer a
direction and a slight contraction along the shorter b direc-
tion compared to PBE. The armchair and zigzag side views
of the crystal structure clearly show that SnS has a corrugated
structure similar to the structure of isoelectronic phosphorene.
Each Sn (S) atom is threefold coordinated and bonded to two
S (Sn) atoms in the same layer and one S (Sn) atom in the
other layer. For illustrative purposes, the Sn-S bonds in the
top layer have been drawn in red, while those in the bottom
layer are in grey.

SnS has an indirect bandgap with the VBM located between
the Γ and X points and the CBM in between the Γ and Y

points. Our PBE-computed bandgap agrees to within about
0.1 eV with those reported in previous studies [2, 22–24, 41];
however, since PBE is well known to underestimate the
bandgaps of semiconductors, we also evaluated the bandgap
with the SCAN+rVV10 and HSE06 exchange-correlation
functionals. As expected, the bandgap increases from 1.50 eV
to 1.83 eV (SCAN+rVV10) to 2.21 eV (HSE06), with most
of the increase being due to the downward shift of the VBM,
corresponding to an increased ionization energy. The ex-
perimental optical bandgap of monolayer SnS is reported
to be about 1.4 eV [3]. Including the exciton binding en-
ergy, estimated using the Bethe-Salpeter Equation to be ap-
proximately 0.5 eV [43], suggests a fundamental bandgap of
around 1.9 eV. While significantly larger than the bandgap cal-
culated using PBE, this value is close to that calculated using
SCAN+rVV10. Hence, we believe that the SCAN+rVV10
functional should provide quantitatively meaningful results,
and moving forward, we will primarily focus on the energetics
and electronic structure computed using the SCAN+rVV10
functional.

A key input to the Freysoldt-Neugebauer charge correction
scheme is the dielectric profile of the monolayer. The sur-
rogate model assumes an isotropic dielectric slab; while this
may not strictly be valid for a monolayer, the simplified di-
electric model correctly reproduces the asymptotic screening
properties of the repeated slab system. We compute the static
dielectric tensor – including both electronic and ionic contri-
butions – within DFT for a system comprising the monolayer
surrounded by vacuum and estimate the monolayer’s averaged
permittivity following the approach detailed in Refs. [37, 44].

The electronic contribution to the dielectric tensor, i.e.,
the high-frequency dielectric response, is only slightly
anisotropic in the two in-plane directions, differing by only
about 2%. However, the low-frequency dielectric response,
which includes the effects of ionic relaxation, is highly
anisotropic. Unlike in the hexagonal MoS2 structure, where
the ionic contribution to the dielectric response is negligi-
ble, the “floppy” nature of the rectangular SnS structure re-
sults in a large ionic contribution to the dielectric response.
At the PBE level, the ionic contribution to the in-plane di-
electric tensor components is ≈ 63% and ≈ 74% along the a
and b directions, respectively, comparable to that reported for
layered bulk SnS [18, 19]. The anisotropic structure of SnS
leads to significantly different ionic relaxation along differ-
ent directions, such that the in-plane dielectric response along
the b direction is about 50% larger than that along the a di-
rection. The ionic contribution to the out-of-plane dielectric
tensor component is negligible. We had difficulty converging
the calculations for the ionic contribution to the dielectric re-
sponse at the SCAN and HSE06 levels. Therefore, the values
for the slab-averaged permittivity reported in Table I combine
the electronic contribution evaluated with SCAN or HSE06
with the ionic contribution from PBE. We believe that this ap-
proximation is sufficient since the charge correction scheme is
not too sensitive to the choice of permittivity – changing the
permittivity by ±15% changes the formation energies by less
than 0.1 eV and the CTLs by less than 0.05 eV, which does
not qualitatively change our results.
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TABLE I. In-plane lattice constants a and b, bandgap Egap, ionization energy (I. E.), electron affinity (E. A.), average permittivity εslab, and
slab thickness dslab for monolayer SnS evaluated using different exchange-correlation functionals.

a (Å) b (Å) Egap (eV) I. E. (eV) E. A. (eV) ave. εslab (ε0) dslab (Å)
PBE 4.32 4.07 1.50 4.66 3.16 49.3 5.73

4.24 [40], 4.25 [22], 4.26 [2],
4.28 [23], 4.31 [41], 4.34 [42]

4.03 [2, 22], 4.05 [42],
4.07 [23, 40, 41] 1.37 [2], 1.4 [22–24], 1.46 [41]

SCAN+rVV10 4.38 3.96 1.83 4.97 3.14 46.8 5.71
HSE06 4.37 3.98 2.21 5.16 2.95 45.5 5.84

2.0 [24], 2.03 [41], 2.09 [42]

VS
VSn

VBMs CBMs

0+1

+2

−1

−2

PBE
SCAN+rVV10

FIG. 2. Defect formation energies of the Sn vacancy (blue) and S va-
cancy (orange) in monolayer SnS as a function of the Fermi level, un-
der Sn-rich/S-poor conditions, calculated with the PBE (dotted lines)
and SCAN+rVV10 (solid lines) functionals. The slopes of the line
segments, which correspond to the defect’s stable charge state over
that range of energies, are indicated on the plot. The vertical black
dashed and solid lines indicate the valence and conduction band edge
positions relative to the vacuum level, evaluated with each corre-
sponding functional.

B. Defect energetics

Figure 2 shows the defect formation energies of the Sn and
S vacancies in monolayer SnS as a function of the Fermi level,
calculated with the PBE and SCAN+rVV10 functionals. The
slopes of each line segment correspond to the most thermody-
namically stable charge state of the defect over that range of
energies. Therefore, the kinks in the formation energy plots
indicate charge transition levels (CTLs), which correspond to
the positions of defect states within the bandgap. Our calcu-
lations with the SCAN+rVV10 functional predict that the Sn
vacancy may be stable in the neutral, −1, or −2 charge states
and has acceptor-type 0/ − 1 and −1/ − 2 CTLs, which fall
within the bandgap. We note that PBE gives slightly differ-
ent predictions, as it finds the −1 charged Sn vacancy to be
slightly unstable. Hence only a single 0/ − 2 CTL is observed
in this case. However, since the singly-charged vacancy was
found to be stable over only a small energy range, we still
consider the PBE and SCAN+rVV10 results to be in good
agreement. Meanwhile, both functionals predict that the S va-
cancy may be stable in charge states ranging from +2 to −2,
with both donor-type +2/ + 1 and +1/0 CTLs and acceptor-

type 0/ − 1 and −1/ − 2 CTLs falling within the bandgap.
The defect formation energies and CTLs predicted by both
functionals are in generally good agreement with one another
and qualitatively lead to the same conclusions; hence, mov-
ing forward, we only present the results computed using the
SCAN+rVV10 functional.

Figure 3 compares the thermodynamic and optical CTLs
for both vacancies. In Figs. 3(a) and (b), the solid lines indi-
cate the formation energies of the defect when it is in its fully
relaxed geometry for each charge state, computed using the
SCAN+rVV10 functional, reproducing the result shown by
the solid lines in Fig. 2 above. In addition, we have also eval-
uated the formation energies of the defect in configurations
where the defect geometry of a different charge state has been
“frozen in”, which are depicted as dashed and dotted lines.
This enables us to differentiate between the thermodynamic
CTLs – in which the transition occurs slowly enough that the
defect has enough time to fully equilibrate into its new ground
state – and optical CTLs – in which the transition occurs too
quickly such that the atomic geometry of the initial charge
state is “frozen in” on the time scale of measurement. These
CTLs are denoted as optical CTLs to indicate that such tran-
sitions typically occur during optical excitation/de-excitation
processes; full consideration of optical effects – such as cal-
culations of exciton binding effects and optical transition ma-
trix elements – are beyond the scope of this work. The cor-
responding thermodynamic and optical (absorption and emis-
sion) CTLs are also represented as solid, dotted, and dashed
horizontal lines in the level diagrams in Figs. 3(c) and (d).

First, let us focus on the Sn vacancy. As is evident from
Figs. 3(a) and (c), the optical CTLs can differ by hundreds
of meV and are not necessarily symmetric with respect to the
corresponding thermodynamic CTL. For example, the 0/ − 1
thermodynamic CTL occurs at −4.35 eV, while the −1 → 0
optical CTL (adiabatic electron loss process) is about 0.4 eV
lower in energy, while the 0 → −1 optical CTL (adiabatic
electron capture process) is about 0.75 eV higher in energy.
The large 1.15 eV difference between the optical CTLs corre-
sponds to the Stokes shift (the energy difference between op-
tical absorption and emission peaks), and arises because the
charging/uncharging of the Sn vacancy defect in SnS is as-
sociated with large atomic relaxations. The structures of the
neutral and −2 charged Sn vacancies can be seen in Figs. 4(d)
and (e) (the structures of the vacancy in the −1 and −2 charged
states are similar, hence only the latter is shown). The red
bonds in those figures illustrate the differences in the relaxed
Sn-S bonding surrounding the vacancy in the top layer of SnS.
While the negatively-charged Sn vacancies relax into a sym-
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VBM CBM

(a) VSn

(b) VS

(c) VSn (d) VS

FIG. 3. Thermodynamic and optical charge transition levels for (a, c) the Sn vacancy and (b, d) the S vacancy in monolayer SnS, calculated
with the SCAN+rVV10 functional. In (a) and (b), solid, dashed, and dotted lines of slope q correspond to the formation energy of the vacancy
with charge q evaluated at the defect structure relaxed in the same charge state, with an additional electron, and with one fewer electron.
These formation energies correspond to thermodynamic charge transition, adiabatic electron loss, and adiabatic electron capture processes,
respectively. The thick bold lines indicate the most energetically favorable thermodynamic formation energy (as plotted in Fig. 2). The optical
CTLs are labeled in the figure, with the arrows indicating the direction of charge transition in each case; note that these are not necessarily
symmetric with respect to the corresponding thermodynamic CTL. In (c) and (d), solid, dotted, and dashed lines indicate the thermodynamic,
absorption, and emission levels corresponding to the CTLs in (a) and (b).

metric configuration, the atomic relaxations around the neu-
tral Sn vacancy are particularly interesting, as the largest dis-
tortions and “defective bonding” appear slightly away and to
one side of the vacant site, at the base of the diamond-shaped
bonding structure. The distorted ground state structure for the
neutral Sn vacancy has not been reported in previous studies
on vacancies in monolayer SnS [23, 40], perhaps due to finite
size constraints on the structural relaxation, since those calcu-
lations had been performed in smaller 3 × 3 supercells. In our
calculations utilizing 5 × 5 and 6 × 6 supercells, the distorted
ground state was found to be around 350 meV lower in energy
than a symmetric ground state similar to those found for the
negatively-charged Sn vacancies. We note that the −1 → −2
optical absorption CTL appears lower than the 0 → −1 op-
tical absorption CTL due to the different electronic structures
of the originating vacancy charge state: the lowest unoccupied
level in the neutral vacancy is at a higher energy than that in
the −1 charged vacancy (c.f. Figs. 4(a) and (b)).

Figure 3(b) shows that the S vacancy exhibits a similar be-
havior for the CTLs as the Sn vacancy. However, since the
S vacancy may be stable in one of five charge states for en-
ergies spanning the bandgap, there are more possible CTLs

to consider. To simplify the analysis, we only consider the
transitions involving a single charge transfer, which should be
much more likely to occur in practice. Again, the energy dif-
ferences between the electron capture and electron loss optical
CTLs (i.e., the Stokes shift) are on the order of hundreds of
meV and can be attributed to the significant lattice relaxation
energy associated with the different ground state structures of
the S vacancy in different charged states (c.f. Figs. 5(d) - (i)).
As we will see in the following section, the occupation of de-
fect states by electrons favors ionic relaxations that lower the
defect state’s energy, hence leading to different ground state
structures for different charged states.

C. Defect electronic structures

Figure 4 depicts the projected densities of states for the
Sn vacancy in the neutral, −1, and −2 charge states, along
with charge isosurfaces and simulated scanning tunneling mi-
croscopy (STM) images of the relevant defect orbitals. The
defect densities of states are projected separately onto the s-
and p-orbitals of the Sn and S atoms, while the total density
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FIG. 4. Projected densities of states for the Sn vacancy in the (a) 0, (b) −1, and (c) −2 charge states, calculated with the SCAN+rVV10
functional. The densities of states are projected separately onto the s- and p-orbitals of the Sn and S atoms. For comparison, the total density
of states of pristine SnS is shown in grey shading. The energies are plotted with respect to the vacuum energy, with the highest occupied level
indicated by the vertical dashed line. The charge densities of the orbitals corresponding to the defect peaks marked “1” and “2” are depicted in
(d) and (e). In each case, the charge density is visualized via charge isosurfaces and simulated STM images of both top and bottom surfaces.
The charge densities show that the empty mid-gap defect state present in the neutral Sn vacancy is localized around a Sn atom slightly away
from the defect. The white scale bar denotes a length of 1 nm.

of states of pristine monolayer SnS is shown in grey shading
for comparison. We observe that the VBM is primarily made
up of S 3p states, while the CBM is primarily Sn 5p states.
Based on the projected densities of states, the indicated defect
peaks “1” and “2” both appear to have a similar orbital char-
acter, dominated by S 3p states. However, a more detailed
analysis based on the visualizations of the corresponding de-
fect orbitals reveals that the defect states of the neutral and
negatively charged Sn vacancy are, in fact, very different.

The defect orbitals corresponding to peaks “1” and “2” are
shown in Figures 4(d) and (e), respectively. The orbitals are
visualized via both charge isosurfaces and simulated STM im-
ages of the top and bottom surfaces of the monolayer. The Sn-
S bonding structure of the top layer (where the vacancy was
created) is overlaid for comparison of the atomic and elec-
tronic structures. We observe that the defect orbitals around
the neutral Sn vacancy are localized around the diamond-
shaped bonding structure to the left of the vacant site, breaking
the lattice symmetry. Meanwhile, the defect orbitals around
both −1 and −2-charged Sn vacancies are similar, preserving
the lattice symmetry and remaining localized around the va-
cancy site. Note that although the projected densities of states
and charge isosurfaces show a significant contribution from
S 3p states in the defect orbitals, they tend not to show up

clearly in the simulated STM images, which are dominated
by the Sn orbitals as they extend further from the surfaces of
the monolayer.

Figure 5 depicts the projected densities of states for the S
vacancy in the +2, neutral, and −2 charge states, along with
charge isosurfaces and STM images of the relevant defect or-
bitals. Although our calculations predict that the S vacancy
may be stable in five charge states ranging from −2 to +2,
since the ranges of stability for the −1 and +1 states are small,
we focus here on the evenly charged states, which we believe
will be more relevant in practice. As before, the defect densi-
ties of states are projected separately onto the s- and p-orbitals
of the Sn and S atoms, and we identify that all the defect peaks
labeled “1” to “6” are dominated by Sn 5p states.

Closer inspection of the defect orbitals once again reveals
that the in-gap defect states have a noticeably different char-
acter depending on the charge state of the defect. The de-
fect orbitals visualized via charge isosurfaces and simulated
STM images are presented in Figures 5(d) – (i). Comparing
the defect orbitals for the +2, neutral, and −2 charged S va-
cancies, it is clear that the electronic structure – as well as
the atomic structure – of the vacancy changes as electrons are
added to the system. Breaking the lattice symmetry creates
defect states that can be occupied by electrons at lower energy,
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FIG. 5. Projected densities of states for the S vacancy in the (a) +2, (b) 0, and (c) −2 charge states, calculated with the SCAN+rVV10
functional. The densities of states are projected separately onto the s- and p-orbitals of the Sn and S atoms. For comparison, the total density
of states of pristine SnS is shown in grey shading. The energies are plotted with respect to the vacuum energy, with the highest occupied level
indicated by the vertical dashed line. The charge densities of the orbitals corresponding to the defect peaks marked “1” to “6” are depicted in
(d) to (i), respectively. In each case, the charge density is visualized via charge isosurfaces and simulated STM images of both top and bottom
surfaces. The charge densities show that the in-gap defect states have noticeably different character depending on the charge state of the defect,
with the asymmetric orbitals reflecting the symmetry-breaking of the lattice around the negatively charged defect. The white scale bar denotes
a length of 1 nm.

thus providing the driving force for structural relaxations. The
simulated STM images of the defect in each charge state are
distinctly unique, suggesting a means to experimentally iden-
tify and distinguish defects in different charge states in mono-
layer SnS.

IV. DISCUSSION

Most of the research on 2D semiconductors, their intrin-
sic properties, and especially studies of defects and dopants
in 2D semiconductors, has focused on the transition metal

dichalcogenides, which have relatively stiff lattices based on
the hexagonal crystal structure. As a result, minimal atomic
relaxations tend to occur around point defects such as vacan-
cies and substitutional dopants in those 2D materials. In con-
trast, monolayer SnS has a relatively “floppy” corrugated or-
thorhombic structure that requires low energy to distort, giv-
ing this material many unique properties, including strong
piezoelectric [2, 3] and ferroelectric [4, 5] response. We
predict significant lattice distortions around the vacancies in
monolayer SnS, which also have implications on their elec-
tronic properties and CTLs. We note that the distorted va-
cancy structures were not reported in previous DFT stud-



8

ies [23, 40], which modeled the vacancies using smaller 3 × 3
supercells. Indeed, we found that it was necessary to go up to
larger supercell sizes of at least 5 × 5 to obtain the lower en-
ergy distorted structures reported in this work. This suggests
that one needs to be very careful when performing calcula-
tions of defects in SnS or similar systems in which finite-size
effects may preclude certain symmetry-breaking structural re-
laxations, leading to inaccurate prediction of ground state de-
fect structures.

Previous studies of the NV center in diamond [45, 46] and
the isoelectronic ONVB defect in cubic boron nitride [47] de-
termined sizable Stokes shifts of the order of 0.2 eV, which
amount to less than 5% of the bandgaps in these bulk semi-
conductors. However, the size of the Stokes shifts in these ma-
terial systems pales in comparison with our predicted Stokes
shift of about 1 eV, spanning about half the size of the bandgap
of 2D SnS. The larger predicted Stokes shifts in 2D SnS arise
due to the considerable relaxation energies associated with
the various ground-state structures of the Sn and S vacan-
cies in different charge states, and can be attributed to the 2-
dimensional orthorhombic structure of 2D SnS which allows
for much larger lattice relaxations than would be possible in
bulk semiconductors.

Such giant predicted Stokes shifts could have some interest-
ing implications and potential applications. If a charge tran-
sition occurs on a time scale that does not allow complete
structural relaxation, the corresponding optical CTL will be
observed instead of the thermodynamic CTL. Differences in
optical CTLs on the order of hundreds of meV to greater than
1 eV as predicted in this system should be clearly observable
in experiments, manifesting as an energy difference between
the optical absorption and emission peaks, a phenomenon
known as the Stokes shift. A larger Stokes shift reduces over-
lap between absorption and emission spectra, which improves
the signal-to-noise ratio in applications such as fluorescent
dyes for biological imaging [48]. A larger Stokes shift is also
desirable for applications in luminescent solar concentrators
as it reduces the overlap between the absorption and emis-
sion peaks, thus reducing reabsorption loss and increasing ef-
ficiency [14, 15, 49, 50]. On the other hand, a Stokes shift
reduces the power conversion efficiency in photovoltaic appli-
cations through loss in the open-circuit voltage, as the energy
difference corresponding to the Stokes shift is dissipated as
heat through phonon emission [51, 52]. Hence, a detailed un-
derstanding of the Stokes shift, the factors contributing to it,
and how to control it is crucial for optimizing this material for
potential applications, including light emission diode, solar
cell, and solar concentrator applications.

One potential method for tuning the Stokes shifts is by tai-
loring the types and concentrations of defects in the system. In
quantum dots, Stokes shifts have been attributed to the pres-
ence of defects, including vacancies and dopants. For ex-
ample, the large Stokes shift in PbS colloidal quantum dots
has been attributed to the presence of vacancies [51], while
Cu(In)-doped CdS [53, 54] and Ag-doped CdTe [55] quan-
tum dots have been reported to exhibit large tunable Stokes
shifts. Our work suggests that vacancies can also generate
large Stokes shifts in monolayer SnS, although further ex-

TABLE II. Comparison of the charge transition levels for the Sn and
S vacancies in monolayer and layered bulk SnS. The CTL positions
(in eV) are reported relative to the VBM in each case. For dou-
ble charge transitions (e.g., +2/0 and 0/−2), only a single value is
reported, spanning two columns. The values in parentheses indi-
cate CTLs which fall outside the PBE bandgap but within the ex-
perimental bandgap following the “extended gap scheme” applied in
Ref. [19]. Our results predict that the CTLs for the Sn and S vacan-
cies in monolayer SnS are all deeper than the corresponding CTLs in
the layered bulk SnS.

VSn VS
0/−1 −1/−2 +2/+1 +1/0 0/−1 −1/−2

Monolayer SnS

This
work

PBE +0.54 +0.21 +0.31 +1.39 +1.47
SCAN+

rVV10 +0.62 +0.72 +0.29 +0.42 +1.57 +1.66

Bulk SnS
Ref. [19] PBE +0.03 +0.13 +0.64 (+1.13) (+1.17)
Ref. [18] PBE+D3 N.A. N.A. +0.65 N.A. N.A.

perimental validation is required. A recent DFT study pre-
dicted that vacancies in monolayer phosphorene may also be
associated with Stokes shifts [39], albeit on the order of 0.3–
0.4 eV compared to the shifts of up to more than 1 eV which
we predict in SnS. In contrast, the S vacancy in MoS2 has
been reported to be associated with minimal Stokes shifts,
likely due to the limited structural relaxations of its stiffer lat-
tice [56, 57].

Comparing our predicted vacancy formation energies and
thermodynamic CTLs in monolayer SnS with those reported
in the literature for layered bulk SnS, we find that the vacan-
cies in the monolayer have similar CTLs as those in the lay-
ered bulk, although they are deeper within the bandgap than
the corresponding CTLs in the bulk. Table II compares the
CTLs for the Sn and S vacancies in monolayer SnS computed
in this work, with the corresponding CTLs reported by Mal-
one et al. [19] and Kumagai et al. [18] for layered bulk SnS.
For the Sn vacancy, we predict the 0/ − 1 and −1/ − 2 CTLs
to be about 0.5 – 0.75 eV above the VBM, while Malone et
al. [19] predicted both CTLs in bulk to lie less than 0.2 eV
above the VBM, and Kumagai et al. [18] predicted that the
Sn vacancy is most stable in the −2 charge state across the
entire bandgap (i.e., no CTLs within the bandgap). For the S
vacancy, we predict the +2/ + 1 and +1/0 CTLs to be 0.25
– 0.4 eV above the VBM, whereas both Malone et al. and
Kumagai et al. predict the +2/0 CTL to be around 0.65 eV
above the VBM. Finally, we predict the S vacancy to have
0/−1 and −1/−2 CTLs within 0.2 eV below the CBM, while
the corresponding bulk CTLs were not predicted to fall within
the PBE bandgap, although Malone et al. reported the 0/ − 1
and −1/ − 2 bulk CTLs to fall just below the CBM when the
bandgap was extended to match the experimental bandgap.

Our predictions that the acceptor states of the Sn vacancy
and the donor states of the S vacancy are deeper in the mono-
layer than in the layered bulk are likely due to the increase
in the electronic bandgap of the monolayer, and the additional
dielectric screening in bulk which helps stabilize the defects in
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their charged state and reduces their ionization energy. This
suggests that unlike in its bulk counterpart, Sn vacancies in
monolayer SnS are unlikely to be the source of p-type con-
ductivity in the monolayer. A similar trend in the positions of
the defect states has been predicted for S vacancies in mono-
layer and layered bulk MoS2 [37]. Some differences in CTL
positions may also arise due to uncertainties in the band edge
positions for different exchange-correlation functionals.

V. CONCLUSION

Using first-principles density functional theory calcula-
tions, we perform a detailed study of the equilibrium defect
structures, formation energies, charge transition levels, and
electronic structures of Sn and S vacancies in monolayer SnS.
Both vacancies are stable in multiple charge states, and we
utilize the charge correction scheme of Freysoldt and Neuge-
bauer to obtain accurate defect formation energies and charge
transition levels under the appropriate electrostatic boundary
conditions for charged 2D systems. We show that the easily-
distorted orthorhombic SnS lattice undergoes different relax-
ations around each vacancy depending on its charge state,
creating lower energy defect states that can be occupied by
electrons. We predict that the significant atomic relaxations
between the equilibrium defect structures in different charge

states give rise to giant Stokes shifts of over 1 eV for opti-
cal transitions during which the defect structure does not have
sufficient time to fully relax. This is in contrast to vacancies
in the more commonly studied 2D transition metal dichalco-
genides, which are not associated with large lattice distor-
tions and, hence, are unlikely to exhibit such behavior. Large
Stokes shifts have been observed in some organic molecules
and quantum dots which have found applications in fluores-
cent dyes and luminescent solar concentrators. The realization
of large Stokes shifts in monolayer SnS may open new oppor-
tunities for increased efficiency in applications such as light-
emitting diodes, solar cells, and solar concentrators. We hope
that this work serves as a motivation for further detailed com-
putational and experimental studies of defects and dopants in
monolayer SnS and other emerging 2D semiconductors to un-
cover unique phenomena which will be crucial to realize the
potential of 2D materials in novel applications.
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