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Abstract 

Sesquioxides are an important class of compounds which are used in various applications such as 

optical glasses, high power electronics, and gate dielectrics. Using density functional theory, we 

investigated bixbyite La2O3, In2O3, and Ga2O3, hexagonal La2O3, corundum In2O3, and monoclinic 

Ga2O3. We compared the predicted structural properties for each material using the Local Density 

Approximation (LDA) and the Generalized Gradient Approximation (GGA-PBE). We found that 

LDA predicts the correct ground states structure for all three sesquioxides, however, GGA-PBE 

predicts the incorrect ground state structure for La2O3. To gain better insight on why this happens, 

we calculate the phonon properties and the free energy for all structures to determine phase 

transition temperatures. Additionally, we determined the transition pressure for In2O3. We also 

studied several surface terminations for each compound and determined the lowest energy surface 

for each structure as well as the interfacial energy for La2O3. 

 

I. Introduction 

 

Sesquioxides are compounds with the chemical structure M2O3 in which M is a metal atom. They 

are an important group of oxides that can be used as conductors, semiconductors, and insulators. 

La2O3, In2O3, and Ga2O3 all have a similar chemical formula with metal atoms possessing a 3+ 

valence charge. However, they have different electronegativities and ionic radii with La being the 

least electronegative and largest ion and Ga being the most electronegative and smallest ion. These 

differences result in the sesquioxides having different ground state structures, conductivity, and 

band gaps, which opens the possibility for tuning materials through alloying. By alloying these 

materials, one can tune physical properties such as the conductivity, optical and electronic band 

gaps, and phase stability, which can be optimized for use in high frequency and high-power 

applications [1]. However, there are some issues with alloying these materials such as phase 

separation, unpredictability of the phase that will form, and structural instability [1]. To understand 

how these alloys will form, a thorough understanding of ground state and metastable structures is 

essential.  

 

La2O3 is a rare earth metal oxide used for nonvolatile memory [2], thin-film transistors [2], and 

optical glasses [3–5]. Additionally, La2O3 has potential as a high-k gate dielectric in metal-oxide-

semiconductor (MOS) devices due to its wide band gap of ~5 eV and dielectric constant, k, of ~27 
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[2]. One of the main challenges with La2O3 is its hygroscopic nature. Some treatments for this are 

annealing with O2 to reduce the amount of lanthanum carbonate [6], doping La2O3 with a second 

metal element such as Y, Ta, and Nb [2], and post-deposition ultraviolet ozone treatment [2]. A 

second challenge with La2O3 is the presence of defects in the bulk and interface with Si, which 

lowers the effective k value and causes charge trapping [2]. Higher quality films are necessary to 

reduce the interface trap density [6]. Hence, a thorough understanding of La2O3 is necessary to 

determine how to treat the surface and prepare it for use as a gate dielectric.  

The ground state structure of La2O3, shown in Fig. 1a, is the hexagonal phase (A-La2O3) (space 

group 𝑃3̅𝑚1), which has 5 atoms in the unit cell with 7-fold coordinated La atoms surrounded by 

two types of O atoms with four-fold (O1) and six-fold coordination (O2) [2]. During thin film 

growth on GaN (0001), the metastable bixbyite phase (C-La2O3) (space group 𝐼𝑎3̅), shown in Fig. 

1b, forms when the film is below a certain thickness, called the critical thickness, when grown in 

layer by layer fashion [7,8] and sometimes forms polymorphic films with A-La2O3 [9]. This could 

be a result of surface energy considerations. While the energy of bulk A-La2O3 is lower than that 

of C-La2O3, if the surface energy of A-La2O3 is higher than that of C-La2O3, the cubic phase may 

be stabilized when the film thickness is below the critical thickness. The surface energy can play 

an important role in stabilizing the phase with higher bulk energy. If the surface area is relatively 

large compared to the bulk region, then the low energy of the surface may dictate the phase of the 

material rather than the lower energy bulk structure. Using computational methods, we can 

determine the bulk energy and lowest energy surface termination for each phase and predict the 

critical thickness.  

In2O3 is a semiconducting oxide that is often used as a transparent conducting oxide (TCO) when 

doped with Sn or Ti. While In2O3 can be used as a semiconductor, growing high quality In2O3 

films remains a challenge due to unintentional doping or intrinsic point defects [10]. Since TCOs 

do not require high quality films, doped polycrystalline In2O3 films are used as TCOs. Recently, 

interest in using In2O3 as a semiconductor has renewed because it can be used in transparent 

electronics and improve applications such as gas sensors or transparent contacts. To improve 

crystal quality and understand how to apply In2O3 in semiconductor applications, we need to better 

understand its bulk and surface properties, which affect band bending, carrier concentration, the 

Seebeck coefficient, and conductivity [10].  

 

At ambient temperatures and pressures, In2O3 exists in the bixbyite phase (C-In2O3), shown in Fig. 

1b. The bixbyite structure has 80 atoms in the unit cell with ¼ of the In3+ ions occupy trigonally 

compressed octahedral sites (In1), ¾ occupying distorted octahedral sites (In2), and both 

surrounded by 4-fold coordinated O2- ions. At high pressures and high temperatures, In2O3 

transforms to the corundum phase (rh-In2O3) (space group 𝑅3̅𝑐) [11], shown in Fig. 1c and more 

recent studies show rh-In2O3 can be synthesized in ambient conditions [12–14]. The corundum 

structure has 30 atoms in the conventional unit cell with O2- ions occupying a hexagonal close 

packed arrangement and In3+ ions occupying two-thirds of the available octahedral sites. C-In2O3 

is well studied due to its use as a TCO, however, some studies suggest that rh-In2O3 may perform 
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better as a TCO due to its higher conductivity and more stable capacity [11,15,16], necessitating 

more studies on bulk and surface properties of rh-In2O3.  

 

Ga2O3 is an ultra-wide band gap semiconductor with potential applications in high power 

electronic devices, solar-blind ultraviolet photodetectors, and electro-optical devices [1]. Recently, 

2-inch and 4-inch wafers of β-Ga2O3 have been synthesized using the Czochralski method and 

edged-defined film-fed growth method, respectively. This has led to a rise in studies of β-Ga2O3 

due to its potential use in commercial applications such as Ga2O3-based field effect transistors, 

Schottky barrier diodes, and solar-blind UV detectors. Ga2O3-based applications still face several 

challenges due to limited control over impurities and defects and a need for better understanding 

of unintentional defects, deep level trap states, and carrier transport mechanisms.  

 

The ground state structure of Ga2O3 is the monoclinic structure (space group 𝐶2/𝑚), shown in 

Fig. 1d, denoted β-Ga2O3. There are 20 atoms in the β-Ga2O3 conventional unit cell with Ga3+ ions 

occupying distorted octahedral (Ga1) and tetrahedral sites (Ga2) and O2- ions (O1, O2, and O3) 

occupying three inequivalent sites in a distorted cubic close-packed arrangement. Ga2O3 has 

several polymorphs including α-Ga2O3, γ-Ga2O3, δ-Ga2O3, and κ-Ga2O3. The α-Ga2O3 phase is a 

rhombohedral structure with the 𝑅3̅𝑐 space group and is analogous to the corundum structure. γ-

Ga2O3 is a cubic structure with space group 𝐹𝑑3̅𝑚. The δ-Ga2O3 phase, which we will denote as 

C-Ga2O3 throughout this work, was first identified by Roy et al. [17] as the bixbyite structure. 

However, it has been suggested that, rather than a distinct polymorph, C-Ga2O3 is a form of ε-

Ga2O3, which is an orthorhombic phase with space group 𝑃𝑛𝑎21 [1,18]. However, when alloying 

Ga2O3 with In2O3, the InxGa1-xO3 alloy can exist in both the bixbyite and monoclinic phases [1]. 

Hence, it is important to understand the C-Ga2O3 phase to understand how it can incorporate into 

C-In2O3. Monoclinic Ga2O3 has low crystallographic symmetry, which leads to anisotropy of the 

physical, optical, and electrical properties of Ga2O3. Hence, a thorough understanding of the 

surface arrangement for different β-Ga2O3 terminations is necessary to investigate how physical 

properties differ for each of the experimentally observed surface terminations.  

 

In this work, we study the surface energy for various surface terminations of several key 

polymorphs for each of the three sesquioxides and compare the results when using different 

exchange correlation functionals. To explore the effects that the surface energy may have on the 

phase observed during thin film growth, we use first principles calculations to study the bixbyite 

phases of La2O3, In2O3, and Ga2O3 and the hexagonal, corundum, and monoclinic phases of  La2O3, 

In2O3, and Ga2O3, respectively. We have calculated the cohesive energies using LDA and GGA-

PBE exchange correlation functionals, the free energies using phonon properties for each 

compound, as well as the energy of several surface terminations for each material in the ground 

and metastable phases. 

 

II. Methods 
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Density functional theory (DFT), as implemented in the Vienna ab initio Simulation Package 

(VASP) code, is used to perform all calculations [19]. The Perdew-Burke-Ernzerhof (PBE) 

generalized-gradient approximation (GGA-PBE) and local density approximation (LDA) were 

used for the exchange correlation energy functional. We use projector-augmented-wave potentials 

[20] to describe La, In, Ga, and O with valence electron configurations 5s25p66s25d1 for La, 

4d105s25p1 for In, 3d104s24p1 for Ga, and 2s22p4 for O. For all calculations, each self-consistent 

electronic calculation is converged to within 10−6 eV per cell, and the ionic relaxation is iterated 

until the forces are less than 0.01 eV/Å. 

A 5×5×5 k-point grid was used for structural optimization of bulk structures bixbyite La2O3, In2O3, 

and Ga2O3 (space group 𝐼𝑎3̅). For hexagonal La2O3 (space group 𝑃3̅𝑚1), corundum In2O3 (space 

group 𝑅3̅𝑐), and monoclinic Ga2O3 (space group 𝐶2/𝑚), 9×9×6, 9×9×3, and 5×19×11 k-point 

grids were used, respectively. To perform density of states (DOS) calculations, each k-point grid 

was increased by 2 along each direction. Additionally, structural optimizations of bulk La (space 

group P63/mmc), bulk In (space group I4/mmm), and bulk Ga (space group Abma) were performed 

using 8×8×6, 9×9×3, and 10×10×8 grids, respectively. A 500 eV energy cutoff was used for all 

bulk calculations. To calculate the phonon properties, we employed the finite displacement using 

VASP and calculated the phonon dispersion and DOS using the Phonopy package [21]. For bulk 

phonon calculations, we used 2×2×1, 3×3×2, and 1×4×2 supercells of rh-In2O3, A-La2O3, and β-

Ga2O3, respectively, and one unit cell for all bixbyite structures.  

To investigate the surface properties of the La2O3, In2O3, and Ga2O3 surfaces, we used slabs at 

least 10 Å thick with at least 10 Å of vacuum to ensure adequate separation between surfaces. A 

600 eV energy cutoff was used to optimize the structure of the slabs along with the same electronic 

and ionic convergence criteria used for the bulk structures. We studied the (001), (011), and 

(111)  surfaces for bixbyite phases using (5×5×1), (5×3×1), and (5×5×1) k-point grids, 

respectively. Additionally, we studied the (001), (110), (100), and (11̅2) surfaces for hexagonal 

La2O3 using (9×9×1), (6×6×1), (5×5×1), and (3×9×1) grids, respectively. Similarly, the (001), 

(110), (100), and (11̅2) surfaces for corundum In2O3 were studied using (9×9×1), (6×8×1), 

(8×3×1), and (8×8×1) k-point grids, respectively. For monoclinic Ga2O3 (100), (112̅), (2̅01), 

(310), and (101) surfaces were studied using (5×9×1), (5×7×1), (7×7×1), (5×7×1), and (5×25×1) 

k-point grids, respectively.  

 

III. Results and Discussion 

Bulk Properties 

We start by computing the bulk properties and, where possible, compare our computed values with 

experiment. The lattice constants calculated for each bulk structure are reported in Table I. For all 

structures except rh-In2O3, the lattice constants determined using GGA-PBE more favorably 

matched experimentally determined lattice constants. The lattice constants calculated using LDA 

and GGA-PBE favorably match previously reported theoretical values for bulk La [22], A-La2O3 
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[22–24], C-La2O3 [25], rh-In2O3 [26–29], C-In2O3 [26,27,29], β-Ga2O3 [29–32], and C-Ga2O3 

[29,31].  

 

The formation energies for the La2O3, In2O3, and Ga2O3 phases are also reported in Table I. The 

formation energy is a measure of the internal energy of a material and a lower (more negative) 

formation energy indicates a more stable structure. When using GGA-PBE, we found the 

theoretical formation energies for all three oxides were higher than what was measured 

experimentally [33]. The formation energies determined using GGA-PBE indicate C-La2O3 is 

more stable than A-La2O3, which is not observed in experiment. On the other hand, the formation 

energies calculated with LDA match experimental values [33] very well and correctly predict the 

correct ground state structure is A-La2O3. The formation energies calculated using both GGA-PBE 

and LDA predict the correct ground state structures are C-In2O3 and β-Ga2O3, which supports 

experimental observations. Overall, the LDA functional predicts formation energy values that 

match more closely to experiment and may be more suitable for energetic studies of these 

sesquioxides. 

 

The calculated band gaps of all three sesquioxides, listed in Table I, are underestimated using both 

GGA-PBE (Fig. 2) and LDA (Fig. 3), which is typical for these methods. We determine a band 

gap of 3.93 eV using GGA-PBE and 3.74 eV using LDA for A-La2O3, which compare favorably 

to previously calculated values [24,34–36]. For C-La2O3, we determined band gaps of 3.34 eV and 

3.53 eV using LDA and GGA-PBE, respectively, and to our knowledge there are no previous 

reports of the theoretical band gap for comparison. We find the band gap of rh-In2O3 to be 0.97 eV 

using GGA-PBE and 1.29 eV using LDA, which also agree with previously calculated values 

[11,27]. For C-In2O3, we determine a band gap of 0.94 eV using GGA-PBE and 1.18 eV using 

LDA, which also compare favorably to values previously calculated  [11,26,27,29,37]. The band 

gap values of 2.04 eV and 2.49 eV using GGA-PBE and LDA, respectively, for β-Ga2O3 also agree 

with previously calculated values [29,38]. We determine slightly larger band gap values of 2.75 

eV and 2.25 eV for C-Ga2O3 which are comparable to previously calculated values [29]. 

 

For all phases and all three sesquioxides, the DOS of the valence band are very similar with O p 

states dominating the top of the valence band. In and Ga atoms have similar electronegativities 

and similar electron configurations, hence it reasonable their oxides band structures are similar. La 

has a lower electronegativity and, unlike In and Ga which have valence electrons in s and p shells, 

La valence electrons occupy s and d shells. These differences lead to different behavior in the 

conduction bands of these oxides. In La2O3, the bottom of the conduction band is largely made up 

of d states. The effective mass of an electron is inversely proportional to the second derivative of 

the conduction band minimum and influences transport properties of a material. In the La2O3 band 

structure [39] the conduction band is broad, resulting in a higher effective mass and low carrier 

mobility.  Contrastingly, the conduction bands in In2O3 and Ga2O3 are made up of s states spread 

out over several eV. Looking at the conduction band minima in the In2O3 [11] and Ga2O3 [1] band 
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structures have greater curvature, resulting in a lower effective mass and greater carrier mobility. 

This property, when combined with the low DOS at the conduction band minimum, allow these 

materials to remain transparent and semiconducting while La2O3 behaves as a high-k insulator. 

 

To better understand the stability of the oxides, we calculated the phonon DOS for each oxide in 

each phase (Fig. 4). As is the case for most metal oxides, we observe the displacement of metal 

atoms contributes to the lower frequency modes and the oxygen atoms contribute to higher 

frequency modes. As mentioned previously, C-Ga2O3 is not observed in experiment. The phonon 

DOS contains no imaginary modes; that is, C-Ga2O3 is dynamically stable. In all phases of In2O3 

and La2O3, there are distinct regions in which the metal atom or oxygen atom have a greater 

contribution to the DOS with little overlap. For example, in rh-In2O3, the phonon modes from 0 to 

~7.5 THz are predominantly due to the In atom and modes below ~7.5 THz are due to the 

contribution from the O atom. However, in Ga2O3, we observe roughly equal contribution of the 

metal and oxygen states at ~10 THz. This is prevalent in unstable C-Ga2O3 and completely absent 

in ground state C-In2O3. We also observe minimal overlap between metal and oxygen vibrational 

modes in metastable C-La2O3. Perhaps this overlap plays a role in the stabilization of the bixbyite 

phase.  

 

Next we calculate the phonon contribution to the free energy. The formula used to calculate the 

free energy is 

 

𝐺 =  𝑈𝑇𝑜𝑡 + 𝑈𝑣𝑖𝑏 − 𝑆𝑇 + 𝑃𝑉 

 

In this equation, G is the free energy, UTot is the potential energy which is obtained from the ionic 

relaxation of the bulk material, Uvib is the vibrational energy, S is the phonon entropy, T is 

temperature, P is pressure, and V is volume. We assume the volume of the cell remains constant, 

so the PV term is always equal to 0.  Plots of the free energy for all phases of La2O3, In2O3, and 

Ga2O3 are shown in Fig. 5.  

 

When we consider the harmonic free energy, we may determine a transition temperature at which 

the A-La2O3 phase is predicted to be more stable than the C-La2O3 phase. Using GGA-PBE, we 

find at 1070 K the A-La2O3 phase is stabilized by the entropic term. While this temperature is 

lower than the melting temperature of 2577 K [33], clearly, this is a transition temperature that is 

not observed in experiment since A-La2O3 is the more stable polymorph in ambient conditions. 

Therefore, in this instance GGA-PBE does not describe the material properly. Hence, phonons 

cannot be neglected when using the GGA-PBE functional for energetic studies of La2O3. The result 

calculated with the LDA functional predicts that the A-La2O3 phase is lower in energy at all 

temperatures, which agrees with experimental observations. Per formula unit, A-La2O3 is lower in 

energy than C-La2O3 by 0.11 eV. Here, we find the phonon contribution to the free energy cannot 
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overcome this difference in total energy between the two phases. Hence, C-La2O3 cannot be 

stabilized simply by high temperatures, as observed in experiment. 

 

The formation energies calculated using both LDA and GGA-PBE calculations correctly indicate 

that the C-In2O3 phase is the ground state. Using the free energy, we calculate a transition 

temperature for the C- In2O3 to rh-In2O3 transition at 720 K using GGA-PBE and a lower transition 

temperature of 560 K using LDA, both of which are below the In2O3 melting point of 1912 K [33]. 

These temperatures correspond to frequencies of approximately 12 THz and 15 THz, respectively. 

Looking at the phonon DOS, it is clear the stabilization of the rh-In2O3 phase is due to the 

vibrational contribution of O atoms at high temperatures. Rh-In2O3 is a high-temperature, high-

pressure phase. To determine a transition pressure, we calculated energy vs. volume for both 

phases of In2O3 [Fig. 6] and determined the transition pressure by interpolating the tangent between 

the minima of both curves. For a direct transition between the bixbyite and corundum phases, we 

determine a transition pressure of 13.9 GPa using GGA-PBE and 11.0 GPa using LDA. These 

values agree well with previously determined theoretical values using GGA-PBE [40]. In 

experiment, the phase transition to rh-In2O3 requires an increase in both pressure and temperature 

[28,40], hence we cannot directly compare our results to experiment. This indicates that in order 

to sufficiently lower the energy and stabilize the corundum phase, changes to both the total energy 

and entropy are required to undergo a phase transition. An increase in pressure is necessary to 

decrease the bond lengths which results in larger splitting between electronic states. This allows 

electrons to occupy lower energy states and decreases the total energy. An increase in temperature 

will lower free energy by increasing the magnitude of the -S∆T term. Experimentally, the rh-In2O3 

phase is observed at pressures as low as 6.5 GPa and up to 14 GPa [28,40]. The theoretical 

transition pressures we have calculated are higher than those observed in experiment likely because 

we need to consider both temperature and pressure. 

 

Our calculations using both LDA and GGA-PBE predict that β-Ga2O3 phase is the ground state. 

Considering the free energy, we found that GGA-PBE predicts a transition temperature of 2870 

K, which is far above Ga2O3 melting point of 1807 K [33], and LDA predicts that the bixbyite 

phase is always less stable than β-Ga2O3, which agrees with experimental observations [1]. Similar 

to what we have found for C-La2O3, our results show the phonon contribution to the free energy 

is not enough to overcome the difference in the internal energy between the bixbyite and 

monoclinic phases. Hence, high temperature conditions will not stabilize C-Ga2O3.  

 

Surface properties 

Next, we look at the surface energies for several low-index terminations of the various La2O3, 

In2O3, and Ga2O3 phases. For the bixbyite structures, we looked at the (001), (011), and (111) 

surfaces. We looked at two possible terminations of the (001) surface in which the surface is either 

terminated with the metal or oxygen atoms. For both hexagonal La2O3 and corundum In2O3 we 

looked at the (001), (110), (100), and (11̅2) surface terminations, which correspond to the c-, 
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m-, a-, and r-planes, respectively. For monoclinic Ga2O3, we studied the (100), (112̅), (2̅01), 

(310), and (101) surfaces. For each slab, the top and bottom surfaces were chosen such that they 

are equivalent. For slabs that have inversion symmetry, we were able to create a stoichiometric 

slab with equivalent top and bottom surfaces and for slabs without inversion symmetry, we created 

non-stoichiometric slabs.  

 

Following the formalism outlined in Ref. [41], the surface energy for stoichiometric slabs is 

calculated using the equation, 

 

𝛶𝑠𝑢𝑟𝑓𝑎𝑐𝑒 =
1

2𝐴
[𝐸𝑠𝑙𝑎𝑏 − 𝑁𝑀2𝑂3

𝐸𝑀2𝑂3
] 

 

Here, Υ𝑠𝑢𝑟𝑓𝑎𝑐𝑒 is the surface energy, A is the surface area with a factor of 2 accounting for the top 

and bottom surfaces, 𝐸𝑠𝑙𝑎𝑏  is the energy of the sesquioxide slab, 𝑁𝑀2𝑂3
 is number of bulk 

sesquioxide units, and 𝐸𝑀2𝑂3
 is the energy of the bulk sesquioxide. For slabs that do not possess 

inversion symmetry, we need to use the chemical potential to calculate the surface energy using 

the following equation, 

 

𝛶𝑠𝑢𝑟𝑓𝑎𝑐𝑒 =
1

2𝐴
[𝐸𝑠𝑙𝑎𝑏 − 𝑁𝑀(𝐸𝑀 + 𝜇𝑀) −

1

2
𝑁𝑂(𝐸𝑂2

+ 𝜇𝑂2
)] 

 

In this equation, 𝑁𝑀 (𝑁𝑂) is the number of metal (oxygen) atoms in the slab, 𝐸𝑀 (𝐸𝑂) is the energy 

of one unit cell of bulk metal (molecular O2), 𝜇𝑀 (𝜇𝑂2
) is the chemical potential of bulk metal 

(molecular O2). To simplify the number of variables in this equation, we use the following 

relationship,  

𝐸𝑀2𝑂3
+ 𝜇𝑀2𝑂3

= 2(𝐸𝐺𝑎 + 𝜇𝐺𝑎) +
3

2
(𝐸𝑂2

+ 𝜇𝑂2
) 

 

We assume that the surface is in equilibrium with its own bulk, hence 𝜇𝑀2𝑂3
 is equal to 0 eV. The 

formation energy of M2O3 is defined as 𝐸𝑓 = 𝐸𝑀2𝑂3
− 2𝐸𝑀 −

3

2
𝐸𝑂2

. Using this definition and 

rearranging the previous equation, we get the relationship 𝜇𝑀 =
1

2
(𝐸𝑓 −

3

2
𝜇𝑂2

). We can then allow 

the chemical potential to vary over the range 0 ≤ 𝜇𝑂2
≤

2

3
𝐸𝑓 , where 𝜇𝑂2

= 0 eV represents 

oxygen-rich conditions and 𝜇𝑂2
= 

2

3
𝐸𝑓 represents metal-rich conditions. 

 

The surface energies for all three sesquioxides in the bixbyite phase are listed in Table II. For all 

three sesquioxides, both LDA and GGA-PBE predict that the lowest energy surface termination is 

the (111)  termination and the highest energy surface is metal-terminated (001) . Despite 
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differences in the ionic radii, electronegativity of the metal atoms, and stability of the bixbyite 

phase, the three compounds show the same trend in highest to lowest surface energy terminations 

and even similar surface energy values. To our knowledge, there are no previous reports on the 

surface energy of bixbyite Ga2O3 or La2O3, however, previous studies on In2O3 have indicated the 

same trend we have observed. [42,43] Of the three surface terminations we have studied for the 

bixbyite phase, the (111)  plane has the greatest planar density which reduces the surface energy 

by breaking fewer bonds at the surface. In bulk bixbyite, the metal and oxygen atoms are 6- and 

4-fold coordinated. We see a small reduction in coordination at the (111) surface. After relaxation, 

the metal atoms are 5- and 6-fold coordinated while the O atoms are 3-fold coordinated. 

Contrastingly, the metal atoms at the (100) metal-terminated surface reduce to 3- and 4-fold 

coordinated while 1/3 of O atoms 3-fold coordinated and the remaining 2/3 are 4-fold coordinated. 

While most of the surface O atoms resemble bulk O, the significant reduction in coordination of 

the metal atoms destabilizes the surface.  

 

The surface energies we have calculated for rh-In2O3 are shown in Table III. We find the lowest 

energy surface termination predicted by LDA and GGA-PBE vary. LDA predicts the lowest 

energy surface termination is (112̅) (Fig. 7a) while GGA-PBE predicts it is (001) (Fig. 8a). 

Despite having a relatively low surface energy, the (001) surface showed the greatest reduction 

in coordination. In reduced from 6-fold coordinated in bulk rh-In2O3 to 3-fold coordinated at the 

(001) surface while the O atoms reduce from 4- to 3-fold coordinated. Additionally, the (112̅)  

and (110) surfaces have relatively low and high surface energies, respectively, but both have 5- 

and 3-fold coordinated In and O atoms at the surface, showing there is no clear relationship 

between coordination and surface stability in rh-In2O3. When comparing rh- and C-In2O3, GGA-

PBE predicts that the lowest energy surface termination is the (001) rh-In2O3 surface while LDA 

predicts (111) C-In2O3 is the lowest energy surface. If the (001) rh-In2O3 surface is indeed lower 

in energy, we expect to experimentally observe the corundum phase in the early stages of In2O3 

crystal growth, below some critical thickness. The existence of rh-In2O3 during growth of In2O3 

has been observed in growth of In2O3 nanocrystals smaller than 5 nm [44], while no such 

observation is reported in growth of In2O3 nanotowers [45], nano crystals [46,47], or thin films 

[48]. Given the varying experimental observations, we cannot definitively state whether the 

surface energies calculated using the LDA or GGA-PBE functional better correspond to what is 

observed in experiment.  

 

As mentioned previously, we studied the (100), (112̅), (2̅01), (310), and (101) surfaces of β-

Ga2O3. The surface energies for all terminations are listed in Table IV and the lowest energy 

terminations are shown in Fig. 7b and Fig. 8b. To determine the lowest energy surface 

reconstruction of the (100) plane, we study two stoichiometric, mixed-terminated surfaces. Using 

GGA-PBE, we found that the surface energy of the A termination is 0.774 J m-2, which is higher 

than the surface energy value of 0.459 J m-2 for the B termination. The surface energy values we 

have calculated are lower than the values reported by Bermudez [49]. However, we find that the 
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difference in energy between the (100)-A and (100)-B terminations is 0.315 J m-2, which is 

comparable to the energy difference of 0.45 J m-2 between the two terminations reported by 

Bermudez. Using LDA, we determined the surface energy of the (100)-A termination is 0.906 J 

m-2 which is lower than the surface energy of the (100)-B termination, 1.393 J m-2. The difference 

in surface energy is 0.487 J m-2, which remains comparable to the difference we calculated using 

GGA-PBE and that reported by Bermudez. For the (1̅12) plane, we study one nonstoichiometric, 

mixed-terminated surface. Using GGA-PBE, we find the surface energy is 3.976 J m-2 under Ga-

rich conditions and 1.990 J m-2 under O-rich conditions, indicating the surface is more stable in O-

rich conditions. Using LDA, we determine the surface energy is 1.625 J m-2 and 7.089 J m-2 under 

Ga- and O-rich conditions, respectively, indicating the surface is more stable under Ga-rich 

conditions. To our knowledge, surface energy calculations for the  (1̅12) surface termination have 

not been previously reported. To determine the lowest energy surface reconstruction of the (2̅01) 

surface, we studied five surface terminations: two distinct Ga-terminations, two distinct O-

terminations, and one mixed termination. The lowest value for the surface energy is 0.768 J m-2 

using GGA-PBE and 1.083 J m-2 using LDA, which was achieved with the mixed termination in 

both calculations. Although a different calculation method was used, the surface energy and 

relaxation energy we have determined is comparable to the values reported by R. Schewski et. al 

[50]. For the (310) surface, we studied one Ga-terminated and one O-terminated surface using 

non-stoichiometric slabs. The calculation using GGA-PBE predicts the lowest energy surface 

termination is achieved with a Ga-terminated surface under Ga-rich conditions and has a surface 

energy of 1.472 J m-2. Conversely, the calculation using LDA predicts the lowest energy surface 

termination is achieved with an O-terminated surface under O-rich conditions. To study the (101) 

surface, we studied a mixed-terminated surface and an O-terminated surface. Using GGA-PBE, 

the surface energy for the O-terminated surface is 1.510 J m-2, which is slightly lower than the 

surface energy of 1.573 J m-2 for the mixed-terminated surface. The values we have calculated are 

comparable to the surface energy value of 1.5-2 J m-2 reported by Schewski et al.[50]. Overall, 

LDA and GGA-PBE predict (100)-A and (100)-B are the lowest energy surface terminations. 

 

In both (100)-A and (100)-B surfaces, we see the Ga1 atom remains 4-fold coordinated and the 

Ga2 atom reduced from 6- to 5- fold coordinated. The O3 atom at the surface remains 3-fold 

coordinated while the coordination of the O1 atom in (100)--B reduces from 3 to 4 and in the O2 

atom in (100)-A it reduces from 2 to 3. Overall, we see only a slight reduction in the coordination 

of surface atoms. In the less stable surfaces, such as O-terminated (310)  and O-terminated (2̅01)-

B, we a very similar change in coordination of the Ga and O atoms as observed for the (100)-

surfaces, however the number of unsaturated bonds has increased at the (310) and (2̅01)-B due 

to the greater number of atoms at the surface. The surfaces are destabilized by the greater number 

of bonds broken to create these surfaces and the greater number of atoms that experience a reduced 

coordination. 
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The surface energies for A-La2O3 are listed in Table V. We see that both LDA and GGA-PBE 

predict the (001)termination is the lowest energy (Fig. 7c and Fig. 8c) and the energy we have 

determined is comparable to previously reported values [51]. At this surface, the La atoms are 6-

fold coordinated, slightly lower than the 7-fold coordinated La in bulk A-La2O3. The coordination 

of the O atoms at this surface also slightly reduced from 4- to 3-fold coordinated. The (100) 

termination is the least stable and we find that, while the La atoms remain 7-fold coordinated, the 

significant reduction of O atoms from 6-fold to 2-fold coordination destabilized the surface. 

 

When comparing C- and A-La2O3, GGA-PBE predicts that the (111) C-La2O3 surface is lower in 

energy than the (001) A-La2O3 surface by only 0.015 J/m2 whereas LDA predicts the (111) 

surface is lower by 0.101 J/m2. The ground state structure of La2O3 is the hexagonal phase, but the 

lowest energy termination is the (111) surface of C-La2O3.This suggests that there may be a 

thickness at which the low surface energy of the metastable C-La2O3 dominates the low energy of 

bulk A-La2O3, called the critical thickness, which has been previously observed in metastable 

phases of hafnia [52].  

 

Since LDA predicts the correct ground state structure, we calculate the critical thickness using the 

surface energies we calculated using LDA. If we assume the interfacial energy between C- or A- 

La2O3 and the substrate are the same, the critical thickness can be estimated using the following 

equation, 

ℎ =  
𝛾𝐴−𝐿𝑎2𝑂3

𝑠𝑢𝑟𝑓𝑎𝑐𝑒
− 𝛾𝐶−𝐿𝑎2𝑂3

𝑠𝑢𝑟𝑓𝑎𝑐𝑒

𝐸𝐶−𝐿𝑎2𝑂3

𝑐𝑜ℎ − 𝐸𝐴−𝐿𝑎2𝑂3

𝑐𝑜ℎ  

 

where 𝛾𝑋−𝐿𝑎2𝑂3

𝑠𝑢𝑟𝑓𝑎𝑐𝑒
 and 𝐸𝑋−𝐿𝑎2𝑂3

𝑐𝑜ℎ  are the surface energy and cohesive energy of C- or A-La2O3. Using 

the surface energies of (111) C-La2O3 and (001) A-La2O3, we calculate a critical thickness of 1.5 

Å, which is much smaller than the critical thickness of at least 5 nm observed in experiment [7,8]. 

Additionally, a height of 1.5 Å does not form a full unit cell of either C- or A-La2O3, meaning this 

theoretical prediction is non-physical.  If we now consider that the interfacial energy is not equal, 

we can calculate the difference in the interfacial energy using the equation,    

𝐸𝐴−𝐿𝑎2𝑂3

𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒
− 𝐸𝐶−𝐿𝑎2𝑂3

𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒
= ℎ(𝐸𝐶−𝐿𝑎2𝑂3

𝑐𝑜ℎ − 𝐸𝐴−𝐿𝑎2𝑂3

𝑐𝑜ℎ ) +  𝛾𝐴−𝐿𝑎2𝑂3

𝑠𝑢𝑟𝑓𝑎𝑐𝑒
− 𝛾𝐶−𝐿𝑎2𝑂3

𝑠𝑢𝑟𝑓𝑎𝑐𝑒
 

Where 𝐸𝑋−𝐿𝑎2𝑂3

𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒
 is the interfacial energy between C- or A-La2O3 and the substrate. If we consider 

the smallest experimentally observed experimental thickness of 5 nm, the interfacial energy of A-

La2O3 is higher than that of C-La2O3 by 3.45 eV/Å2. Considering the largest experimentally 

observed critical thickness of 15 nm, the interfacial energy of A-La2O3 is higher by 10.33 eV/Å2. 

While the surface energy of (111) C-La2O3 is lower than that of (0001) A-La2O3, our calculations 

show that the interfacial energy likely predominantly drives the stabilization of the C-La2O3 phase 

during the early stages of film growth rather than the surface energy alone. 



 12 

IV. Conclusions 

In this work, we have investigated the bulk and surface properties of La2O3, In2O3, and Ga2O3. We 

determined that although we can calculate lattice constants closer to the experimental values using 

the GGA-PBE functional, the correct ground state structure for La2O3 is predicted only using the 

LDA functional. This incorrect prediction was remedied by including the entropic contribution 

with respect to temperature and we determined a transition temperature of 1070 K. Hence, the 

GGA-PBE functional could be used when investigating structural properties of La2O3, but the 

LDA functional should be used when measuring energetic properties.  

 

We determined theoretical C-In2O3 to rh-In2O3 transition temperatures and pressures of 560 K and 

11.0 GPa using LDA and 720 K and 13.9 GPa using GGA-PBE. Using the GGA-PBE functional, 

we find the C-Ga2O3 phase is stable at temperatures above 2870 K, which is much higher than the 

Ga2O3 melting point of 1807 K [33]. On the other hand, our calculations using LDA predict the 

monoclinic phase remains more stable at high temperatures, which agrees with experimental 

observations.  

 

We determined the lowest energy surface terminations for La2O3, In2O3, and Ga2O3 and any 

inconsistencies between the lowest energy surface determined using LDA or GGA-PBE 

functionals. The surface energies for La2O3 and In2O3 using LDA and GGA-PBE are comparable, 

however the predicted surface terminations for β-Ga2O3 are more sensitive to functional choice. 

We also determined a theoretical critical thickness of 1.5 Å to observe metastable bixbyite La2O3, 

which is much lower than the experimentally determined critical thickness of at least 5 nm. Using 

the experimental critical thickness, we determined that the interfacial energy of A-La2O3 is higher 

than that of C-La2O3 by 3.45 eV/Å2, indicating that the interfacial energy drives the formation of 

metastable bixbyite La2O3 in film growth. 
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Tables 

 

Table I. Lattice constants, band gaps, and formation energies of bulk La, In, Ga, La2O3, In2O3, 

and Ga2O3.  

Structure Method a (Å) b (Å) c (Å) Band gap 

(eV) 

Formation 

energy (kJ/mol) 

Bulk La Theory (LDA) 3.534  11.939   

Theory (GGA-

PBE) 

3.758  12.091   

Exp. [22] 3.765   12.15 [22]   

      

C-La2O3 Theory (LDA) 11.191   3.34 -1824.2 

Theory (GGA-

PBE) 

11.398   3.53 -1675.9 

Exp. 11.36 [7]    -1793.7 [33] 

      

 A-La2O3 Theory (LDA) 3.882  5.941 3.74 -1835.0 

Theory (GGA-

PBE) 

3.937  6.179 3.93 -1664.3 

Exp. 3.94 [7]  6.13 [7] 5.5 [53] -1793.7 [33]  

      

Bulk In Theory (LDA) 3.174  4.875   

Theory (GGA-

PBE) 

3.294  5.053   

Exp. 3.252 [54]  4.947 [54]   

      

C-In2O3 Theory (LDA) 10.069   1.18 -946.6 

Theory (GGA-

PBE) 

10.117   0.94 -774.9 

Exp. 10.126 [40]   3.70 [55] [26] -925.8 [33]  

      

rh-In2O3 Theory (LDA) 5.468  14.383 1.29 -935.5 

Theory (GGA-

PBE) 

5.581  14.768 0.97 -751.8 

Exp. 5.491 [40]  14.526 [40] 3.80 [55] [26] -925.8 [33]  

       

Bulk Ga Theory (LDA) 4.447 4.401 7.512   

 
Theory (GGA-

PBE) 

4.543 4.552 7.874   

 Exp. [56] 4.5103 4.4861 7.6463   

       

C-Ga2O3 Theory (LDA) 9.201   2.75 -1230.7 

 
Theory (GGA-

PBE) 

9.400   2.27 -882.6 

 Exp. 10.00 [57]    -1089.1 [33]  

       

β-Ga2O3 Theory (LDA) 12.143 3.021 5.761 2.49 -1235.6 
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Theory (GGA-

PBE) 

12.445 3.084 5.876 2.04 -899.0 

 Exp. 12.22 [58] 3.04 [58] 5.80 [58] 4.7 [55] [26] -1089.1 [33]  

       

 

 

 

 

Table II. Surface energies (J/m2) for bixbyite La2O3, In2O3, and Ga2O3 calculated using GGA-

PBE and LDA. All slabs used are stoichiometric. 

 
 Surface Termination 

Surface energy 

before relaxation 

Surface energy after 

relaxation 

Relaxation 

energy 

La2O3 GGA-

PBE 

(001) La 2.747 1.733 1.014 

(001) O 2.345 1.274 1.071 

(011) Mixed 1.114 0.758 0.355 

(111) Mixed 0.902 0.614 0.288 

      

LDA (001) La 2.583 1.525 1.057 

(001) O 3.331 1.446 1.885 

(011) Mixed 1.389 0.997 0.393 

(111) Mixed 1.140 0.819 0.321 

       

In2O3 GGA-

PBE 

(001) In 2.848 2.108 0.740 

(001) O 2.451 1.840 0.610 

(011) Mixed 1.440 1.099 0.341 

(111) Mixed 1.097 0.776 0.321 

      

LDA (001) In 3.289 2.310 0.979 

(001) O 2.973 2.249 0.724 

(011) Mixed 1.737 1.397 0.340 

(111) Mixed 1.519 1.153 0.366 

       

Ga2O3 GGA-

PBE 

(001) Ga 3.266 1.700 1.566 

(001) O 3.397 1.564 1.833 

(011) Mixed 1.670 1.053 0.617 

(111) Mixed 0.788 0.711 0.077 

      

LDA (001) Ga 3.962 2.355 1.607 

(001) O 4.131 2.295 1.836 

(011) Mixed 2.109 1.474 0.636 

(111) Mixed 1.639 1.065 0.574 
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Table III. Surface energies (J/m2) for rh-In2O3 calculated using GGA-PBE and LDA. All slabs 

used are stoichiometric with mixed terminations. 

 Surface 
Surface energy 

before relaxation 

Surface energy after 

relaxation 

Relaxation 

energy  

GGA-

PBE 

(001)  1.393 0.634 0.758 

(110) 1.444 1.073 0.370 

(11̅2) 1.191 0.938 0.253 

(100) 1.764 1.153 0.610 

    

LDA (001)  2.345 1.422 0.923 

(110) 1.864 1.593 0.271 

(11̅2) 1.601 1.371 0.229 

(100) 4.048 1.682 2.366 
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Table IV. Surface energies (J/m2) for β-Ga2O3 calculated using GGA-PBE and LDA. 

 

Surface Termination 

Environment 

(Ga- or O-

rich) 

Surface energy 

before relaxation 

Surface energy 

after relaxation 

Relaxation 

energy 

GGA-

PBE (2̅01) Ga (A) 
Ga 1.320 1.204 

0.116 
O 4.554 4.438 

(2̅01) O (A) 
Ga 7.347 5.212 

2.135 
O 4.113 1.978 

(2̅01) Ga (B) 
Ga 1.276 1.211 

0.065 
O 4.510 4.445 

(2̅01) O (B) 
Ga 7.268 7.014 

0.254 
O 4.034 3.780 

(2̅01) Mixed – 2.100 0.768 1.332 

(310) Ga 
Ga 1.796 1.472 

0.324 
O 6.194 5.870 

(310) O 
Ga 9.618 6.466 

3.151 
O 5.219 2.068 

(101) Mixed – 2.724 1.573 1.150 

(101) O – 3.431 1.510 1.920 

(100)-A Mixed – 1.264 0.774  

(100)-B Mixed – 0.688 0.459 0.490 

(1̅12) Mixed 
Ga 4.919 3.976 0.229 

O 2.933 1.990 0.943 

       

LDA 
(2̅01) Ga (A) 

Ga 1.762 1.631 
0.130 

O 6.408 6.277 

(2̅01) O (A) 
Ga 8.585 6.054 

2.531 
O 3.939 1.408 

(2̅01) Ga (B) 
Ga 1.774 1.654 

0.120 
O 6.420 6.300 

(2̅01) O (B) 
Ga 8.376 7.040 

1.336 
O 3.730 2.394 

(2̅01) Mixed – 2.743 1.131 1.612 

(310) Ga 
Ga 2.402 2.102 

0.300 
O 8.700 8.400 

(310) O 
Ga 11.117 7.536 

3.581 
O 4.819 1.238 

(101) Mixed – 3.314 1.999 1.316 

(101) O – 4.098 2.059 2.039 

(100)-A Mixed – 1.156 0.943 0.212 

(100)-B Mixed – 1.566 1.451 0.116 
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(1̅12) Mixed 
Ga 10.492 7.432 

3.061 
O 4.764 1.703 

 

 

Table V. Surface energies (J/m2) for A-La2O3 calculated using GGA-PBE and LDA. All slabs 

have mixed terminations.  

 Surface 
Environment 

(La- or O-rich) 

Surface energy before 

relaxation 

Surface energy after 

relaxation 

Relaxation 

energy 

GGA-

PBE 

(001)  – 0.637 0.629 0.008 

(110) – 1.322 0.949 0.373 

(11̅2) – 1.149 0.781 0.368 

(100) 
La 1.780 1.109 

0.672 
O 3.200 2.529 

      

LDA (001)  – 1.021 0.920 0.101 

(110) – 1.640 1.259 0.381 

(11̅2) – 1.511 1.102 0.409 

(100) 
La 2.111 1.355 

0.756 
O 3.762 3.007 

 

 

Figure captions 

 

Figure 1. Bulk structures of a) hexagonal La2O3, b) the bixbyite phase, c) corundum In2O3, and 

d) monoclinic Ga2O3. 

  

Figure 2. Density of states per formula unit (f. u.) calculated using GGA-PBE for bixbyite 

a) La2O3, b) In2O3, and c) Ga2O3 and d) hexagonal La2O3, e) corundum In2O3, and f) monoclinic 

Ga2O3. 

  

Figure 3. Density of states calculated using LDA for bixbyite a) La2O3, b) In2O3, and c) 

Ga2O3 and d) hexagonal La2O3, e) corundum In2O3, and f) monoclinic Ga2O3. 

  

Figure 4. Phonon density of states for ground state and metastable structures of a) La2O3, b) 

In2O3, and c) Ga2O3 calculated using LDA and bixbyite d) La2O3, e) In2O3, and f) 

Ga2O3 calculated using GGA-PBE. 

  

Figure 5. Free energy plots of a) La2O3, b) In2O3, and c) Ga2O3. 

  

Figure 6. Energy vs. volume plots for bulk bixbyite and corundum In2O3 using a) LDA and b) 

GGA-PBE. 

  

Figure 7. Lowest energy surface terminations calculated using LDA, a) La2O3 (111), b) 

In2O3 (111), c) Ga2O3 (100)-A. 
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Figure 8. Lowest energy surface terminations calculated using GGA-PBE, a) La2O3 (111), b) 

In2O3 (0001), c) Ga2O3 (100)-B. 
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Figure 6: Free energy plots a)

b)

c)



Figure 7: Energy vs volume
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Figure 8: LDA lowest energy slabs
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Figure 9: GGA lowest energy slabs
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