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The transition metal oxides MnO, FeO, NiO, and CoO are essential materials systems for catal-
ysis applications and energy technologies. These materials exhibit a magnetic phase transition
from paramagnetism to antiferromagnetism upon cooling. In this work, we show that an accurate
treatment of the surfaces requires a description of the disordered local magnetic moments of the
paramagnetic phase. We determine how the magnetic phase transition and the presence of solvent
affect the surface energies using density-functional theory and a solvation model. To accurately
account for the correlations in the d-electron system, and to match the observed magnetic order
and bandgaps of the room temperature phases, we include the Hubbard-U correction. In the case
of MnO, FeO, and CoO, which are paramagnetic semiconductors or insulators at room tempera-
ture, we demonstrate the importance of the local magnetic moments and model the materials using
special quasirandom structures. To determine the equilibrium shape of MnO, FeO, NiO, and CoO
nanocrystals, we calculate the surface energies of their low-energy (100), (110), and (111) facets
and perform the Wulff construction. For the (111) facet, we consider various reconstructions that
remove the polar nature of the unreconstructed surface. The processing conditions of these oxide
nanoparticles, in most cases, involves a solvent. To analyze the influence of the solvent environment
on the surface energies of different facets and thereby the crystal shape, we calculate the surface
energies of these oxides in water using the continuum solvation model VASPsol. We find that the
surface energies decrease due to the dielectric screening. However, as the ratio of surface energies
remains sufficiently similar, we predict that the equilibrium crystal shape is only weakly affected by
the presence of the solvent.

I. INTRODUCTION

The rocksalt structured transition metal monoxides
(TMOs) – MnO, FeO, CoO, and NiO – are of great in-
terest due to their diverse physical properties and have
a broad range of applications in catalysis [1, 2], electron-
ics [3], electrochemical energy storage [4, 5], and oth-
ers [6]. At low temperatures, they are all antiferromag-
netic insulators with large bandgaps. At room tempera-
ture, MnO, FeO, and CoO are paramagnetic insulators.
The strong localization of d-electrons and the magnetic
behavior of these materials pose a challenge for an ac-
curate description of the properties of these systems in
computational methods, such as density functional the-
ory.

The electronic structure of the TMOs is sensitive to
magnetic ordering. At low temperatures, all four oxides,
MnO, FeO, CoO, and NiO, display an antiferromagnetic
type II (AF-II) magnetic ordering, where up and down
spins order in (111) layers that alternate along the [111]
direction [7]. The AF-II ordering is responsible for the
insulating nature of these monoxides, whereas ferromag-
netic and non-spinpolarized calculations wrongly predict
metallic behavior [8, 9]. The AF-II ordering is associated
with a structural distortion. Below the Néel temperature,
the cubic structure displays a rhombohedral distortion
for MnO and NiO [10–12] and a monoclinic distortion
for FeO and CoO [7, 13–15]. The Néel temperatures are
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116 K (MnO), 198 K (FeO), 291 K (CoO), and 525 K
(NiO) [16]. For MnO, FeO, and CoO, the Néel tempera-
ture is below room temperature, and hence these oxides
exist in a paramagnetic state at ambient conditions.

The surfaces of these rocksalt oxides are actively stud-
ied by both theoretical [17] and experimental meth-
ods [18]. The (111) surfaces of MnO [19], FeO [20–25],
CoO [25–27], and NiO [25, 28–38] received particular at-
tention due to their polar nature and reactivity [39, 40]
and are all extensively studied to understand their sur-
face structure and properties. Previous studies suggest
that the (111) octopolar reconstruction is the most sta-
ble reconstruction for NiO(111) [35]. The octopolar re-
constructed (111) surface consists of three-faceted (100)
pyramids or islands on the surface. The CoO(111) sur-
face forms a Co3O4 layer in oxygen-rich conditions and
otherwise adsorbs oxygen or hydroxyl groups that pas-
sivate the surface and prevent reconstruction [25]. The
FeO(111) surface forms a Fe3O4 layer under oxygen-rich
conditions [25, 41, 42], and under iron-rich conditions the
surface reconstructs [25]. The MnO(111) surface shows
an octopolar reconstruction [43] or can get stabilized by
adsorption of OH groups [44, 45]. Given the several ap-
plications [1–6] and interest in the these oxide surfaces,
there is a need to accurately describe the Hamiltonian
for the room temperature phases of these oxides.

While there are many studies of the structure of the ox-
ide surfaces, little is known about the role of magnetism
and solvation on the surface structure and energies. Sur-
face energies are difficult to measure and furthermore af-
fected by the presence of solvent, adsorbates, defects, and
impurities. First-principles approaches can provide in-
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sight into the surface energies and the relative stability
of oxide surfaces.

In this work, we determine the effect of the paramag-
netic and antiferromagnetic state on the surface energy
of the rocksalt TMOs, MnO, FeO, CoO, and NiO, using
density-functional theory (DFT). Since the magnetic or-
dering affects the electronic and other properties, we aim
to describe the room-temperature paramagnetic state for
MnO, FeO, and CoO, and the antiferromagnetic state for
NiO.

We start with a validation of the accuracy of our DFT
methodology for the electronic and magnetic structure
of the oxides. To correctly describe the energy and elec-
tronic structure of the antiferromagnetic ground state of
these oxides requires a description of the d-electron corre-
lations for which we employ the Hubbard-U correction.
We find that an accurate description of the paramag-
netic state for MnO, FeO, and CoO at ambient condi-
tion requires an explicit description of the disordered lo-
cal moments as non-spinpolarized calculations result in
unphysically high energies and incorrect bandgaps. We
describe the disordered local moments through special
quasirandom structures (SQS) in a sufficiently large su-
percell. Trimarchi et al., recently showed that supercells
employing SQS structures of local disordered moments
can capture the experimentally observed insulating be-
havior of the paramagnetic transition metal oxides [46].

Based on this description of the magnetic and elec-
tronic structure, we determine the surface energies and
predict the shape of the nanocrystals. Our calculations
predict a cube crystal shape for all four oxides. For MnO,
the surface energies remain nearly the same across the
magnetic transition, while for FeO and CoO, the surface
energy is, in fact, lower in the high-temperature param-
agnetic state. Finally, we observe that dielectric screen-
ing of the crystalline surfaces in water described by the
solvation model VASPsol [47, 48] slightly lowers the sur-
face energies but only weakly affects the crystal shapes.
This work provides a methodology to estimate the surface
properties of TMOs using a validated DFT description of
magnetic ordering and structure.

II. METHODS

A. Density-functional calculations

We perform DFT calculations using the projector-
augmented wave method as implemented in the Vienna
Ab-initio Simulation Package (VASP) [49–51]. For the
exchange-correlation functional we employ the Perdew-
Burke-Ernzerhof (PBE) approximation [52]. For the
choice of PAW potential, we follow the suggestion of the
Materials Project [53, 54] and include for Mn, Fe, and
Ni the 3p electrons as valence electrons. To account for
the electronic correlation of the d orbitals and correct
the underestimate of the bandgap and unphysical neg-
ative surface energies of the PBE functional, we apply

(100) (110) (111)

O
TM

FIG. 1. (Color online) Side views of the (100), (110), and
unreconstructed polar (111) surface slabs of the transition
metal oxide systems.

the Hubbard-U correction for all four transition metal
oxides with the values of U for each of the four transition
metals (TM) taken from MaterialsProject [54, 55]. The
U values are provided in Tab. III. Previous work
suggests that NiO has both Mott-Hubbard and
charge transfer type character leading to the band
gap [56]. Future calculations with computation-
ally more demanding hybrid functionals such as
the HSE06 functional could improve the descrip-
tion of the hybridization between the Ni d and O
p states along with the correlation between the
Ni d orbitals. To ensure an accuracy of the energies of
1 meV/atom and of the surface energies of better than 1
meV/Å2 we use a plane-wave basis cutoff energy of 450
and 600 eV for vacuum and solvent calculations, respec-
tively, and k-point meshes with a density of 30 per Å−1.
A higher cutoff energy is required for solvent calculations
to ensure sufficient resolution for the interfacial region.
For the structural relaxations, we find an improved con-
vergence using the quasi-Newton method compared to
the conjugate gradient method.

B. Surface structures

We create slabs of the (100), (110), and (111)
facets of the four TMOs with the MPInterfaces
package [57], as illustrated in Fig. 1. For each
slab, the structure of the top and bottom layers
is equivalent, leading to equal contributions to the
surface energy from both surfaces. We relax the
positions of the atoms in the two outermost layers
at the top and bottom surface while keeping the
remaining atoms in the center of the slab fixed
and constrain the in-plane lattice parameters to
the relaxed bulk values. To determine the effect
of the slab thickness on the surface energy, we
perform calculations for slabs containing 5 to 12
layers of atoms, corresponding to a thickness of 8
to 20 Å, and extrapolate to infinite slab thickness
(see Sec. III E). We find that to converge the
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FIG. 2. (Color online) (a) Top view of the top three lay-
ers of a metal terminated octopolar (oct-M) reconstruction.
A pyramid of M1-O3-M4 (Blue-Red-Grey) is formed on the
surface. (b) Top view of the oxygen terminated stripes recon-
struction (stripes-O), which has alternate rows of the oxygen
in the top-most layer removed.

energies of the slabs to 1 meV/atom and the sur-
face energies to better than 1 meV/Å2 requires
a vacuum spacing of at least 6 Å. To further re-
duce the interactions between the slabs, we set
the vacuum spacing for all calculations to 15 Å.

The (111) surfaces of the rocksalt structure for ionic
materials are polar and highly unstable [58]. We fol-
low the work on surface reconstructions of MnO(111) by
Franchini et al. [19], and select two types of stoichiomet-
ric and charge-neutral reconstructions – octopolar and
stripes – for each oxide with metal or oxygen termina-
tions. Figure 2(a) shows the octopolar reconstruction,
consisting of islands of either metal or oxygen atoms
where 3/4 of the atoms in the top layer and 1/4 of the
atoms in the second layer are removed. Figure 2(b) illus-
trates the stripes reconstruction that removes alternating
parallel rows of either metal or oxygen atoms in the top
surface layer. We first calculate the energies for each re-
construction for a similar bulk thickness to determine the
most favorable reconstruction for each system. Then we
construct slabs of thicknesses ranging from 14 to 20 Å
for the energetically most favorable reconstruction and
extrapolate the surface energy to infinite slab thickness.

C. Solvation calculations

The synthesis and applications of the nanocrystals of
these oxides often involve solvents and electrolytes [2].
To determine the effect of water on the surface energies
and shapes of TMO nanocrystals, we calculate the sol-
vation energy of the surfaces using the continuum sol-
vation model VASPsol [47, 48]. Similar to the vacuum
case, we perform calculations for different thicknesses of
slabs for the (100), (110), and the stable reconstructed
(111) facets for each system in water. We determine
the shape of the transition metal nanocrystals in vacuum
and water using the Wulff construction with the MPIn-
terfaces package [57]. The implicit solvation model
considers the electrostatics, cavitation, and dis-
persion effects of the dielectric solvent. However,

TABLE I. Comparison of the rhombohedral distortions
(R3̄m) for the relaxed AF-II structures of MnO and NiO
with previous DFT calculations and experimental work. The
rhombohedral distortion angle is ∆α = α− 90◦ and V is the
volume per formula unit. This work and Ref. [59] use
the PBE functional with Hubbard-U correction. The
U values are reported in Table III. Ref. [59] used
U = 4 eV for all oxides.

∆α (deg.) V (Å3)

MnO DFT (this work) 0.77 22.66

DFT [59] 0.72 22.6

Exp. [7, 11, 12, 60] 0.43 - 0.62 21.7 - 21.8

NiO DFT (this work) 0.05 18.76

DFT [59] 0.07 18.5

Exp. [10, 11, 61] 0.08 - 0.1 18.1 - 18.2

TABLE II. Comparison of the monoclinic distortions (C2/m)
for the relaxed AF-II structures of FeO and CoO with prior
DFT calculations and experimental work. The monoclinic
distortion angle is ∆β = β − 125.264◦, a′, b′, and c′ are the
lattice constants of the pseudo-orthorhombic lattice constants
as defined by Schrön et al. [59], and V is the volume per
formula unit. This work and Ref. [59] use the PBE
functional with Hubbard-U correction. The U values
are reported in Table III. Ref. [59] used U = 4 eV for
all oxides.

∆β (deg.) c′/a′ b′/a′ V (Å3)

FeO DFT (this work) -0.67 1.02 0.973 21.18

DFT [59] -0.48 1.025 0.975 20.9

Exp. [15, 60, 62] -0.62 1.023 0.991 20.0 - 20.3

CoO DFT (this work) 0.89 0.984 0.978 19.61

DFT [59] 0.80 0.976 0.985 19.8

Exp. [14, 60] 0.3 0.988 0.999 19.3

to study the chemical aspects of solvation on sur-
faces, more expensive calculations with explicit
layers of water molecules should be performed.
Such a study could also determine the effect of
the applied electric potential on the surface struc-
ture, adsorbed hydrogen and hydroxyl ions, and
surface energies [48].

III. RESULTS

A. Structural distortions

Below the Néel temperatures, the AF-II magnetic or-
der breaks the cubic symmetry of the rocksalt structured
TMOs. This results in a rhombohedral distortion R3̄m
symmetry for MnO [7, 11, 12, 60] and NiO [10, 11, 61],
and a further lowering of the symmetry to a monoclinic
C2/m structure is observed for FeO [15, 60, 62] and
CoO [14, 60].
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We create simulation cells with rhombohedral and
mononclinic distortions and relax the TMO structures.
Tables I and II compare the calculated rhombohedral and
monoclinic distortions, respectively, with previous DFT
calculations [59] and experimental measurements [7, 10–
12, 14, 15, 60–62]. For all four TMOs, we find the
same structural distortions as experimentally observed
and with the structural parameters in close agreement
with the previous DFT study and the measured values.
The small differences between the previous and present
DFT studies are likely due to differences in the compu-
tational parameters such as pseudopotential choices and
k-point density.

We created supercells from these structures for
slab calculations. The lattice parameters of the
supercells can be calculated from the volume of
the cubic supercell, Vscell, which is 32 times the
volumes provided in tables I and II, and angle, α
for the rhombohedral cell,

a = 3

√
Vscell√

1 + 2 · cos3 α− 3 · cos2 α
(1)

For the monoclinic case, the lengths of the three
lattice parameters is given by

a = 3

√
Vscell

b/a · c/a
(2)

B. Magnetic structure of bulk phases

To accurately describe the magnetic structure of
the four TMOs, we relax their structure for non-
spinpolarized (NM), ferromagnetic (FM), and antiferro-
magnetic type II ordering (AF-II) configurations. The
AF-II configuration with the respective distorted struc-
tures results in the lowest energy for all four oxides,
in agreement with the experimental observations that
these oxides are antiferromagnetic insulators at low tem-
peratures, validating the PBE+U approach for the low-
temperature magnetic phases.

C. Disordered local moment paramagnetism

MnO, FeO, and CoO are paramagnetic at room tem-
perature. Paramagnetic phases are frequently described
using non-spinpolarized DFT. However, the NM configu-
rations of all four oxides have 0.8 to 2.0 eV higher energies
than the AF-II configuration, which is inconsistent with
the observed Néel temperatures of the oxides. Further-
more, for MnO, CoO, and NiO the NM configuration re-
sults in a metallic electronic structure, in contrast to the
experimentally measured large bandgaps [63–73]. This
demonstrates that a non-spinpolarized solution does not

well describe these TMOs in agreement with the recent
DFT study by Trimarchi et al. [46]. Also, the ferromag-
netic ordering also fail to capture the bandgaps for these
oxides.

We test whether a disordered local moment state can
more accurately describe the energetic stability and elec-
tronic structure of the paramagnetic phase compared
to the NM configuration. We model the disordered lo-
cal moments using special quasirandom structures (SQS)
that are generated with the mcsqs code of the Alloy The-
oretic Automated Toolkit [74]. Figure 3 illustrates the
AF-II ordering and an SQS representation of the disor-
dered local moments.

Among many possible SQS structures, we create seven
different structures with the number of inequivalent pair
and triplet clusters ranging from 7 to 40 in the 64 atom
unit cell. We find that for a given TMO the energy and
volume for five of the SQS structures are very similar
and vary with a small standard deviation of 1, 2, 11,
and 2 meV/atom for the energy and 0.02, 0.06, 0.03, and
0.03 Å3/atom for the volume for MnO, FeO, CoO, and
NiO, respectively. Two SQS configurations exhibit an
energy 0.2 - 1.1 eV higher than the other five SQS con-
figurations for all four TMOs. We observe that the five
low-energy SQS structures also exhibit similar densities
of states and bandgaps. In our following analysis, we
consider the lowest energy SQS structure for each TMO
that possess a net zero magnetic moment and displays a
similar electronic structure as experimentally observed.

Table III compares the energies and bandgaps of the
different magnetic configurations for each of the four ox-
ides with experimental observations to validate the differ-
ent magnetic descriptions. The SQS structures are only
slightly higher in energy than the AF-II structures, but
similar in terms of their electronic properties. The en-
ergy differences are consistent with the measured Néel
temperatures, indicating that the local moment configu-
ration more accurately describes the paramagnetic state
in these four oxides. Also, the SQS structures exhibit

FIG. 3. The 2×2×2 supercell of CoO with (a) antiferromag-
netic type II ordering and (b) disordered spins using a special
quasirandom structures.
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TABLE III. Comparison of the energy, ∆Ebulk (calc.) in eV/atom, and electronic structure of the four TMO in the NM, AF-II,
and SQS magnetic configurations with available experimental data. The energy, ∆Ebulk, is measured relative to the AF-II
ground state configuration of the spins. The bandgaps, Egap in eV, calculated with the PBE+U method slightly underestimate
the experimental values. In addition, we show the calculates d-orbital splitting, ∆Ed in eV, and the used Hubbard-U parameter
in eV for the TM d-electrons.

MnO FeO CoO NiO

NM AF-II SQS NM AF-II SQS NM AF-II SQS NM AF-II SQS

∆Ebulk (calc.) 2.02 0 0.005 1.01 0 0.009 0.79 0 0.074 1.16 0 0.012

Egap (calc.) 0 1.8 0.9 2.8 1.8 1.8 0 2.3 1.6 0 3.5 2.3

Egap (exp.) 3.6 - 3.8 [63] 2.4 [64] 2.5 [65], 2.6 [66] 3.7 [67], 4.0 [66]

3.9 [68], 4.1 [66] 3.6 [69], 5.4 [70] 4.0 [66], 4.3 [71]

∆Ed 3.8 2.8 2.8 3.2 2.4 1.8 3.8 2.8

U 3.9 5.3 3.32 6.2

similar volumes with the volume of the AF-II structures,
about 0.5% smaller than for the AF-II configurations for
MnO, FeO, CoO and NiO.

D. Bulk electronic density of states and bandgaps

To confirm the importance of the local moments in
the paramagnetic state and to validate our approach, we
compare the prediction of the electronic bandgaps with
experimental data for the four oxides. Fig. 4 shows the
electronic spin density of states (DOS) projected on the
s states of the cations and oxygen and the d states of the
cations for the AF-II and SQS configurations of MnO,
FeO, and CoO and NiO. For the AF-II configurations,
Fig. 4a, we project the DOS onto the states of just one
up-spin cation. The down spin cation exhibits an in-
verted DOS, keeping the overall electronic structure an-
tiferromagnetic. In case of the SQS configurations, the
projected DOS shown in Fig. 4(b) is the average over all
the up spin atoms in the structure, accounting for the
contribution of all up spin atoms in the SQS supercell.

For both the AF-II and the SQS configurations, we
observe that the d-band splitting, i.e., the gap in the
DOS contributed only by the d states, is larger than the
overall bandgap. The cation d states dominate the va-
lence band maximum, and the transition metal s states
comprise the conduction band minimum with a small but
finite DOS. The DOS of the cation d bands are two orders
of magnitude higher than of the s bands, with the oxy-
gen p bands displaying an intermediate density of states.
We note that the p-bands lie away from bandgap and do
not provide additional information. With the increasing
number of d electrons from Mn to Ni, the d-DOS in-
creases as the added electrons occupy spin states follow-
ing Hund’s rule of multiplicity. We observe significant
difference in the density of states between the AF-
II and the random local moment SQS configura-
tions, even though the energy differences between
the ordered and disordered states are quite small.
First, the conduction band states that are dom-

inated by the s orbitals significantly change and
move into the bandgap region for almost all ox-
ides. This reduces the bandgap but does not alter
the ground state energy. Second, the peaks are
broadened in the SQS configuration due to the
increased spin disorder and corresponding small
local structural distortions.]

Next, we compare the electronic structure of the dis-
ordered local moment configurations with experimental
observations. We focus in particular on the measured
bandgap, the d-band splitting, and the small contribu-
tion of the s states to the DOS at the bottom of the
conduction band. For MnO, the Mn d-band splitting
is 3.8 eV in the AF-II configuration and 2.8 eV in the
case of disordered local moments. The calculated d-band
splitting agrees closely with the larger values of the mea-
sured bandgaps, ranging from 3.6 to 4.1 eV [63, 66, 68],
which may be explained by the high DOS of the d states.
However, the cation s bands extend below the
conduction band d states. The resulting low DOS
tail of s bands reduces the bandgap, which is par-
ticularly profound in MnO and FeO. A similar tail
of low DOS at the conduction band minimum was exper-
imentally observed [68].

For FeO, the bandgap is similar in both the AF-II and
the disordered local moment configuration. The SQS
configuration displays a set of peaks in the s-DOS at the
bottom of the conduction band, which are not found in
the AF-II configuration. For CoO, the d-band splitting
is 2.4 and 1.8 eV for the AF II and SQS configurations,
respectively, both of which are smaller than the experi-
mental bandgap. We also find that the energy difference
between the disordered local moment configuration and
the AF-II ordering is larger for CoO compared to the
other three TMOs, which invites further study on the
contributions of local moments to the energy of the dif-
ferent TMOs.

NiO shows the largest d-band splitting in the four
TMOs. The Néel temperature of NiO is 525 K. We also
calculate and show the DOS of the SQS configuration of
NiO. The s-states at the conduction band minimum lead
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FIG. 4. The spin-density of states (DOS) projected onto the s and d orbitals for the (a) AF-II ordered and (b) disordered
local moment (SQS) structures of MnO, FeO, CoO, and NiO. The s-orbital DOS contains contributions from both metal and
oxygen atoms, whereas the d-orbital DOS consists of contributions from the TM atoms only. We show the DOS of only one
TM atom (up spin) in case of AF-II structures, whereas, for the SQS structures, we average over all up-spin TM atoms. The
plots show that the metal d-orbital exhibit a large band splitting and higher density of states compared to the s orbitals which
extend into the bandgap region of the d orbitals.

to a bandgap of 3.5 eV which is close to the experimen-
tally observed bandgap of 3.8 eV to 4.3 eV [67, 70, 71].

To summarize the results for the TMO bulk phases, we
find that the magnetic ordering strongly affects their elec-
tronic structure [9] and breaks the cubic symmetry. The
band gaps and features like the tails of s-orbital states
near the conduction band minima in the density of states
are similar to the results by Trimarchi et al. [46]. The
small difference in these calculated properties are likely
due to the choice of U -values, supercell sizes, and other
calculation parameters. The agreement of our calcula-
tions with experiment demonstrate that modeling the
paramagnetic phase by disordered local moments, rep-
resented by SQS configurations of the spins, provides an
accurate description of energetic stability and electronic
structure of the paramagnetic state.

E. Surface energies

We calculate the surface energies of the (100), (110),
and (111) facets for the four oxides for the AF-II mag-
netic configuration for all four TMOs and for the dis-
ordered local moment configuration for MnO, FeO, and
CoO to describe the room temperature paramagnetic
phase. To elucidate the importance of the random lo-
cal moments on the surface energy for the paramagnetic
phase, we also consider the NM configuration for MnO
and FeO. To estimate the effect of an aqueous environ-
ment on the surface energies, we also determine the sur-
face energy using the continuum solvation model VASP-
sol [47, 48].

We construct slabs with varying thickness for the three
facets from the bulk calculations of the four oxides using
the MPInterfaces package [57]. As discussed in Sec. III B,
the cubic symmetry is broken by the magnetic order of
the rocksalt AF-II and SQS structures results in distor-
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tions of the rocksalt cubic structure [59]. While the rhom-
bohedral distortions in MnO and NiO due to the AF-II
order are quite small, the monoclinic distortions in FeO
and CoO are more significant. When neglecting the dis-
tortions, we find that a small residual strain for MnO
and NiO, and a larger strain for FeO and CoO that re-
sults in inconsistent energies. Therefore, we include the
monoclinic distortions in the FeO and CoO slabs and ne-
glect the rhombohedral distortions in MnO and NiO. We
find that neglecting the small rhombohedral distortions
for MnO and NiO changes the surface energies by a neg-
ligible amount of less than 2 meV/Å2.

The polar (111) surfaces of the rocksalt structure re-
construct and we determine the most stable reconstruc-
tions for each of the four oxide systems. Figure 5 com-
pares the energies of the unreconstructed and recon-
structed (111) surfaces of the AF-II and random local mo-
ment SQS configurations for the four oxides. The thick-
ness of slabs for all reconstructions are maintained within
a similar range for appropriate comparison. We observe
that the octopolar reconstructed surfaces have lower sur-
face energies than the stripes reconstruction and the bare
slabs. The oxygen-terminated octopolar reconstruction is
the most stable one for all AF-II structures in vacuum,
whereas the metal-terminated octopolar reconstruction
is the most stable one for the SQS structures of FeO and
CoO. The energies of the reconstructions for FeO are all
within a few meV, suggesting that the (111) FeO surface
might undergo different reconstruction or disorder under
different conditions. In contrast, the other oxides clearly
prefer the octopolar reconstruction for the (111) surface.

To estimate the effect of an aqueous environment on
the surface energies, we relax all slabs also using the con-
tinuum solvation model, VASPsol, with a relative per-
mittivity of εr = 80, representing water. The presence
of the solvent reduces the energies of the slabs by a few
meV and the stable reconstructions remained the same
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FIG. 6. The energies of the (100) slabs as a function of the
number of atomic layers for the random local moment SQS
configuration. The surface area of the slabs is maintained
constant while increasing the number of atoms and atomic
layers in the slab. The data from the calculations is fit using
multivariate linear regressions of the energy. The solid and
dashed lines correspond to the fits for the vacuum and solvent
calculations, respectively.

for all systems as in vacuum except for AF-II CoO, where
octopolar reconstruction with metal ends is lowest en-
ergy configuration in solvent medium, illustrating that
the presence of solvent can modify which surface struc-
tures is most stable.

To extrapolate the surface energies to infinite slab
thickness, we perform the surface energy calculations as
a function of increasing slab thickness. For the ran-
dom local moment configurations represented by the SQS
structures, the surface spin configurations vary with slab
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FIG. 7. Surface energies of the metal oxides extrapolated to
infinite slab thickness for the antiferromagnetic and param-
agnetic phases in the AF-II and SQS configurations, respec-
tively. The solid bars represent the AF-II configurations and
the striped bars the random-local moment configurations rep-
resented by the SQS structures. The error bars are also shown
for surface energies of each facet. The surface energies of the
(100) facets in all oxides is sufficiently low compared to the
other facets, such that all the oxides form cubic nanocrystals.

thickness. Hence, in addition to correcting for the finite
slab thickness, the extrapolation also effectively averages
over the different surface spin configurations. We fit the
total energy, Ehkl of the finite-thickness slabs to the func-
tion

Ehkl = NEbulk + 2Ahkl γhkl, (3)

where N is the number of atoms in the slab, Ebulk is the
bulk energy, Ahkl the surface area, and γhkl the surface
energy of the {hkl} facet.

To obtain a single value for the bulk energy, Ebulk, from
the data for all slabs of a given material, we perform a
single multivariate least squares optimization using the
SciPy [75] function scipy.optimize.minimize() to simulta-
neously fit the total energies of all the calculations, three
facets – (100), (110), and (111) – in two different en-
viroments – vacuum and water – as a function of the
number of atoms in the slab. We use squared weights to
bias the fit of the energy towards thicker slabs, which are
expected to have reduced interactions between their top
and bottom surfaces. For each material, the fit results in
the six surface energies for the three facets in each of the
two environments, and a single bulk energy.

Figure 6 illustrates, as an example, the fit for the (100)
surfaces of the SQS structures of MnO, FeO, and CoO.
The results for the other facets look similar. The slopes
of the lines in Fig. 6 indicate the bulk energy and the
extrapolation to zero layers corresponds to the surface
energy. The solid and dashed line correspond to the vac-
uum and solvent calculations, respectively. The presence
of solvent only slightly reduces the surface energies.

Figure 7 compares the extrapolated surface energies of

the four oxides for the AF-II and random local moment
configurations, and Table IV provides the fitted surface
energies and their uncertainties. We find that the (100)
surface is generally the lowest energy facet. Several of
the surface energies of MnO and FeO in the AF-II and
disordered local moment configurations are nearly degen-
erate. However, the SQS configurations exhibit slightly
higher surface energies for MnO and slightly lower ones
for FeO. For CoO, the SQS configurations exhibit lower
surface energies for all surfaces. The observed reduction
in surface energy due to the loss of magnetic order in-
creases from MnO to FeO to CoO, which corresponds
to their increasing energy difference of the paramagnetic
and AF-II configurations and Néel temperatures of TN =
116 K, 198 K, and 291 K, respectively. The same trend
is observed in the differences of the bulk energies due to
transition from the AF-II to random ordering shown in
Table III. We also calculated the standard deviation of
the atomic displacement in the bulk supercells of the SQS
configurations for each oxide. We find that the magni-
tude of the relaxations due to the magnetic disorder is
largest in CoO, smallest in MnO, with FeO in between.
So, as TN increases, the oxide surfaces tend to relax more
and further minimize their surface energy in the param-
agnetic disordered local moment phase.

In addition, we calculate the standard deviation of the
distribution of surface energies from each calculation of
a facet to estimate the uncertainty of the surface ener-
gies, shown in Fig. 7. The surface energies from different
calculations converge for FeO and NiO, represented with
negligible error bars, whereas, the (111) surface energy
of the SQS configuration of MnO and the surface ener-
gies of CoO show somewhat larger fluctuations. The SQS
slabs of reconstructed (111) facet tend to settle in local
minima resulting in the error. CoO slabs also exhibit the
same problem.

To investigate the errors in CoO, we fitted the bulk en-
ergy for each facet separately and compared them for all
materials. We find that the difference in the fitted bulk
energies for CoO is large compared to negligible differ-
ences in other oxides. This suggests that the slab thick-
ness is not sufficient for the middle layers to resemble
bulk CoO. Although thicker slabs might provide better
description of the CoO surfaces, it is challenging as the
calculations become more expensive and tend to relax
into local minima. The complex behavior of CoO com-
pared to other oxides needs to be studied further.

The surface energies determine the equilibrium crys-
tal shape. Using the Wulff construction implemented in
the MPInterfaces python package, we find that the AF-II
and paramagnetic disordered local moment phase exhibit
a cubic equilibrium crystal shape for the four oxides in
both the AF-II and paramagnetic phase in vacuum and
solvent. Noteworthy, describing the paramagnetic phase
of MnO using a non-spinpolarized calculation would lead
to a significantly reduced ratio of the surface energies of
(111) and (100) and an octahedral crystal shape. In an
aqueous solvent, the high-energy (110) and (111) facets
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TABLE IV. Fitted surface energies of all TMOs in AF-II
and paramagnetic SQS phases. The corresponding errors
(in parantheses) are the standard deviation of surface ener-
gies from calculations of different thickness for each facet. ,
∆Efit

bulk, is the difference between the fitted bulk energies and
the bulk energy calculated.

∆Efit
bulk Surface energy (meV/Å2)

(eV/atom) (100) (110) (111)

MnO AF-II 0.001 39.1 (0.1) 92.2 (0.1) 80.7 (0.2)

SQS -0.001 40.3 (0.1) 93.0 (1.8) 93.2 (4.7)

FeO AF-II 0.003 36.4 (0.7) 89.6 (0.4) 98.3 (1.1)

SQS 0.007 28.6 (0.4) 88.6 (1.2) 98.0 (1.1)

CoO AF-II -0.009 52.4 (3.8) 107.1 (1.3) 104.2 (2.6)

SQS -0.014 44.5 (6.3) 93.2 (5.4) 87.4 (3.6)

NiO AF-II -0.002 51.5 (1.1) 121.8 (1.1) 107.2 (0.8)

reduce their energies to a greater extent compared to the
low energy (100) surface. However, the relative ratios of
the surface energies do not change enough to lead to a
change in crystal shape.

IV. CONCLUSION

In this study, we have calculated the bulk and surface
properties of the four magnetic oxides, MnO, FeO, CoO,
and NiO using the DFT+U approach. We consider the
low-temperature antiferromagnetic type-II phases and
the room temperature paramagnetic phases. We show
that an accurate description of the energy and elec-
tronic structure of the paramagnetic phases requires a
disordered local moment representation instead of a non-
spinpolarized approach and use special quasirandom su-
percell structures for the paramagnetic phase.

The calculated electronic structure of the AF-II and
paramagnetic structures are consistent with experimen-
tal data. The densities of states show a weak s-orbital

contribution that extends below the d-dominated con-
duction band states, which are caused by the significant
d-d splitting in these oxides. Our results are consistent
with optical absorption measurements and indicate that
the d-d splitting dominates the optical absorption. The
low-intensity s-states are expected to lead to a weak sig-
nal in optical absorption measurements consistent with
experimental observations.

Using our validated DFT approach, we calculate the
(100), (110), and (111) surface energies of the AF-II
and paramagnetic phase for each oxide. We show that
the most stable reconstruction of the polar (111) surface
is the octopolar reconstruction with oxygen and metal
termination being nearly degenerate for all oxides. For
the paramagnetic phase of FeO we find that the metal-
terminated stripes reconstruction is similar in energy.
Using a finite-size extrapolation, we obtain the surface
energies of the oxides in vacuum and solvent. The final
energies and error bars suggest that larger supercells with
monoclinic distortions are important for FeO and CoO,
whereas the small rhombohedral distortions for MnO and
NiO do not have significant affect on their surface prop-
erties. On the downside, care should be taken to prevent
relaxing to local minima.

The Wulff construction shows that all four oxides dis-
play a cubic equilibrium crystal shape. The presence of
an aqueous solvent lowers the surface energies by differ-
ent fractions for each facet, however, the shape of the
nanocrystal remains cubic.
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