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The symmetry of local moments plays a defining role in the nature of exotic ground states stabi-
lized in frustrated magnetic materials. We present inelastic neutron scattering (INS) measurements
of the crystal electric field (CEF) excitations in the family of compounds MgRE2Se4 (RE ∈ {Ho,
Tm, Er and Yb}). These compounds form in the spinel structure, with the rare earth ions com-
prising a highly frustrated pyrochlore sublattice. Within the symmetry constraints of this lattice,
we fit both the energies and intensities of observed transitions in the INS spectra to determine the
most likely CEF Hamiltonian for each material and comment on the ground state wavefunctions in
the local electron picture. In this way, we experimentally confirm MgTm2Se4 has a non-magnetic
ground state, and MgYb2Se4 has effective S = 1

2
spins with g‖ = 5.188(79) and g⊥ = 0.923(85). The

spectrum of MgHo2Se4 indicates a ground state doublet containing Ising spins with g‖ = 2.72(46),
though low-lying CEF levels are also seen at thermally accessible energies δE = 0.591(36), 0.945(30)
and 2.88(7) meV, which can complicate interpretation. These results are used to comment on mea-
sured magnetization data of all compounds, and are compared to published results on the material
MgEr2Se4.

I. INTRODUCTION

The strategic combination of frustrated lattice ge-
ometries and strong local-ion anisotropy is a well-
established route for stabilizing novel spin states in quan-
tum materials1–3. This fact endows a special significance
to the local crystal electric field (CEF) Hamiltonian of
magnetic moments4, which dictates size, dimensionality,
and allowed interactions in effective spin systems at low
temperatures. In f -electron systems in particular, spin
and orbital degrees of freedom are strongly coupled, lead-
ing to dramatic changes in the CEF splittings depend-
ing on the number of valence electrons. Additionally the
small radius and shielding of the f -electron orbitals leads
to small CEF splittings, necessitating full consideration
of excited states. As a result, even within a family of
closely related structures, each change in the number of
valence electrons creates an entirely new effective spin
system and leads to a wide range of interesting behav-
iors.

A particularly important example from recent years is
the so-called ‘227’ family of pyrochlore oxides, A2RE2O7

(A = cation, RE = rare earth), where rare-earth mo-
ments occupy a frustrated sublattice of corner-sharing
tetrahedra5. The phase diagram of these materials is
exceedingly rich, and includes such diverse states as
non-collinear order6, spin glass7, classical spin liquid8,9,
and both classical10–12 and quantum13–18 variants of the
“spin ice” states. This variety mirrors the number of dif-
ferent local symmetries selected through the interaction
between the valence shell and the CEF4, which spans
possibilities from strongly Ising-like10,12 to XY19,20 to
Heisenberg6,21,22 moments. Virtual transitions associ-
ated with low-lying CEF states have further been cred-

ited with inducing quantum fluctuations23,24, while ef-
fects of multipolar local ion symmetries are suggested to
lead to unexpected spin orders25, quantum spin ice26,27,
or other enriched spin liquid states28.

FIG. 1. Local environment of the A-site in the pyrochlore
oxides (left) and the local environment of the RE-site in the
chalcogenide spinels (right). The rare earth ion is displayed
in green, O2− in red, and chalcogenide X2− in orange.

This wide variety of exotic states in the single family
of isostructural 227 oxides has generated strong interest
in other materials in which rare earth moments comprise
pyrochlore sublattices, with potentially new CEF envi-
ronments. Of these, perhaps most prominent have been
the rare-earth (RE) spinel chalcogenides: ARE2X4, with
X ∈ {S, Se}. Both spinel and 227 pyrochlore families
have global Fd3̄m symmetry and the magnetic cations
comprise identical frustrated sublattices. The local envi-
ronment of the moments are substantially different, how-
ever, as demonstrated in Fig 1. The A-site cations in 227
pyrochlores are surrounded by heavily-distorted cubes of
O2− atoms, with a large trigonal distortion along the
〈111〉 directions. In contrast, the moments in spinels lie
at the center of nearly perfect octahedral cages of X2−
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anions, with trigonal fields arising from both the com-
pression or expansion of the REX6 octahedra and the an-
tiprism of neighboring cation sites29–31. This substantial
difference in local environment allows specific rare earth
ions to adopt a drastically different symmetry in the two
material families. For example, Er3+ has XY-like mo-
ments in the ‘227’ pyrochlores32 and Ising-like moments
in the spinels31.

Among ternary rare-earth chalcogenides, the spinel
phases have been confirmed for compounds with A ∈
{Cd, Mg} and RE ∈ {Ho, Er, Tm, Yb}33,34. Earliest
measurements of material properties were performed in
the 1960’s-1980’s, and employed mostly X-ray diffrac-
tion (XRD)33–36, magnetization35–40 and Mössbauer
spectroscopy41. X-ray diffraction measurements33–36

confirmed early on the ideal cubic Fd3̄m structure for the
entire series, and further indicated that this high symme-
try persists to the lowest measured temperatures. This
observation stands in contrast to the symmetry-lowering
cooperative structural transitions that are typically ob-
served in spinel oxides42–45.

Original magnetization studies reported no order in the
compound CdHo2X4 above 2 K35, and at least one ar-
gued for a spin singlet ground state on the basis of an ob-
served temperature independent paramagnetic signal36.
Early work on CdEr2X4 claimed the onset of magnetic
order in the temperature region T = 4 - 10 K based on
magnetization35 and Mössbauer spectroscopy41, though
these reports stood in conflict with one another and failed
to appreciate the consequences of local spin anisotropy
on their data. Early reports on CdYb2Se4 provided a
more comprehensive analysis, and determined the CEF
excitation energies of 20.6 meV and 40.7 meV using a
model which accounted for an octahedral environment
of Se-anions37,38, though important contributions from
neighboring cations were ignored. The same study esti-
mated a nearest-neighbor exchange energy to be around
J ≈ 2.2 K. Studies of CdTm2Se4 concluded having a spin
singlet ground state, consistent with expectations36,39.

In recent years, interest in RE spinel chalcogenides has
seen a revival, with a sharper focus on the frustrated na-
ture of interactions46 and the resultant potential for novel
forms of magnetism31,47–52. Indeed, both MgEr2Se4

31

and CdEr2Se4
47,52 have independently been identified

as strong candidates for a classical spin ice state. Or-
dered states have been observed in both MgYb2X4

50

and CdYb2X4
51 X ∈ {S, Se}, but are notable for their

highly renormalized moments and the existence of per-
sistent spin dynamics at low temperatures50,51. Simi-
lar anomalous fluctuations are reported in CdHo2S4

49

below a reported ordering transition, along with sev-
eral features which draw parallels to the “partially or-
dered” pyrochlore system Tb2Sn2O7

53,54. The pres-
ence of an ordered state and of a local moment size
of 8 µB in CdHo2Se4

49 are in direct contradiction to
the singlet ground state predicted from magnetization
measurements36.

In each of the above cases, the exact nature of the

magnetic ground state is closely entwined with the local
CEF environment of the constituent RE moments, as has
been acknowledged on several occasions31,47,49,50,52,55.
A necessary condition for realizing spin ice physics in
MgEr2Se4

31 and CdEr2Se4
47,52 is the presence of a

ground state Kramers doublet with Ising symmetry. The
ordered states in MgYb2X4 and CdYb2X4 have been dis-
cussed in the context of frustrated anisotropic exchange
models, in which the particular choice of CEF parame-
ters can select from a variety of distinct ordered or spin
liquid phases55. Material specific calculations predict the
existence of several low energy CEF states in CdHo2S4

52,
which draw even stronger parallels between this material
and Tb2Sn2O7 and lend special significance to the low-
temperature fluctuations23,56,57.

There thus exists a strong motivation for systematic
and high precision measurements of the CEF Hamilto-
nian across this family of compounds. Some early stud-
ies of cadmium spinels acquired this information through
careful fits of magnetization data, however the stated
results are broadly inconsistent with conclusions from
modern studies36–40. In the current paper, we instead
measure crystal field excitations directly using inelastic
neutron scattering (INS), and use fits of both the en-
ergy and intensity of observed transitions to determine
the most likely CEF Hamiltonian consistent with the
symmetry of the Fd3̄m space group. This spectroscopic
analysis is the de-facto choice for CEF measurements in
rare earth systems4,58–60 due to the method’s precision
and symmetry-driven modeling, which is largely insen-
sitive to the presence of impurity phases, defects and
other mechanisms which adversely affect bulk thermo-
dynamic data. In a recent publication, we showed how a
similar analysis of INS data can be used to confirm the
Ising-like effective spins in the material MgEr2Se4, and
additionally identified several low-lying CEF excitations
capable of inducing quantum fluctuations31. Below, we
extend this analysis to three other closely related spinel
selenide systems. In MgTm2Se4, we confirm the ground
state is well characterized as a spin singlet, with the first
excited state at E = 0.876(16) meV – low enough to ther-
mally excite non-zero local moments at temperatures of
only a few Kelvin. In MgHo2Se4, we identify 10 sepa-
rate CEF excitations, and determine an Ising-like ground
state Kramers doublet with multiple low-lying excited
states, drawing intriguing parallels to the 227 pyrochlores
Tb2Ti2O7 and Tb2Sn2O7. Fits of MgYb2Se4 were un-
derconstrained, but we determine a best fit Hamiltonian
which is capable of reproducing both INS and magneti-
zation data at a variety of fields. Compared to previ-
ous estimates50,55, our analysis is notable for the much
stronger inferred easy-axis anisotropy. Results for each
material are compared to measured magnetization data,
and the implications for spin-spin interactions and mag-
netic ground states are discussed.
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FIG. 2. Powder XRD plots of the measured MgRE2Se4 (RE
= Ho, Tm and Yb from top to bottom, respectively) where
data points are shown as blue dots, best fit refinement curves
as black lines, and the difference curves are presented in red
below the data. The two different RE = Yb plots are for
the sample used for INS measurements (c) and magnetization
(d). Tick marks below the data denote peaks of the majority
phase and impurity phases, presented top to bottom in the
same order as in Table II.

II. EXPERIMENTAL METHODS

Polycrystalline samples of RE spinel chalcogenides
were prepared via a two-step solid state reaction at
Illinois using the same method described in detail in
Ref. 31, and sample quality was confirmed via powder x-
ray diffraction (XRD) using a PANalytical X’Pert3 pow-
der diffractometer at the Center of Nanophase Materials
Science at Oak Ridge National Laboratory (ORNL). INS
measurements were performed using the SEQUOIA Fine-
Resolution Fermi Chopper Spectrometer at the ORNL’s
Spallation Neutron Source. Spectra were measured with
a variety of initial neutron energies, Ei and tempera-
tures, T , as dictated by the relevant energy scales of the
CEF transitions predicted by point charge calculations.
Specifically, measurements were taken with Ei = 6, 11,
30, and 50 meV and T = 5 and 100 K for MgHo2Se4,
with Ei = 30, 50, and 100 meV and T = 5 and 100 K
for MgTm2Se4, and with Ei = 30, 50, and 100 meV and
T = 5 and 250 K for MgYb2Se4. Magnetization mea-
surements were taken on a Quantum Design MPMS3 in-

strument in the Illinois Materials Research Laboratory,
utilizing the DC measurement mode. Measurements were
performed at temperatures of T = 2, 5, 10, 20, and 40 K
for all samples, with additional measurements at 80 and
120 K for MgHo2Se4. Supplementary measurements were
performed on MgYb2Se4 as a function of temperature at
a constant field of 100 Oe, as laid out below.

III. X-RAY DIFFRACTION

Figure 2 shows the results of powder XRD measure-
ments, along with solid curves representing the best re-
finements using the FULLPROF software suite61. Re-
finements assumed a majority phase with the Fd3̄m sym-
metry expected for a normal spinel structure, while ac-
counting for the possibility of several common impurity
phases. The positions of associated Bragg peaks are in-
dicated by sets of lines in Figure 2, with the majority
phase indicated at the top in black and the impurity
phases below in different colors. The brightest reflec-
tions were reliably fit to the spinel MgRE2Se4, with the
resulting cubic lattice parameters and fractional coordi-
nate of the Se anions listed in Table I. The values for
lattice parameters are ∼ 10% larger than those typically
observed in 227 pyrochlore oxides5 and, combined with a
larger RE-anion distance, result in a significantly lower
energy scale for CEF excitations in the spinel selenides.
The fractional coordinate of the Se anions in the Fd3̄m
space group quantify the trigonal distortion of RESe6
octahedra, with measured values showing minimal devia-
tion from the undistorted case at x = 0.25. Accordingly,
subsequent point charge calculations demonstrate that
the dominant non-cubic contribution to the CEFs at the
RE site comes from neighboring cations, and not distor-
tions of the local chalcogen environment. This observa-
tion is in conflict with previously used models of CEFs
for these compounds37,38,50, and provides a further point
of contrast between spinels and 227 pyrochlores.

The composition of the prepared samples varied with
each synthesis, but all contained the same limited num-
ber of impurity phases. The exact distribution of phases
in the large volume samples studied with INS are listed
in Table II, along with one higher purity sample of
MgYb2Se4 which was prepared for follow-up studies of
magnetization. In addition to the majority spinel phase,
all samples investigated in this study had sizable frac-
tions of binary rare earth selenide compounds. This is
consistent with the high vapor pressure of Mg, resulting
in loss during reaction steps. All samples were further
seen to contain between 3-8% of the rare earth oxise-
lenide, which is consistent with the strong tendency for
precursor metals to oxidize before forming selenium bina-
ries. The tendency towards metallicity and, in the case
of YbSe the lack of local moments, minimize the con-
tribution of the RE monoselenide (RESe) impurities to
the INS spectrum62. The RE-sesquiselenides (RE2Se3)63

and oxiselenides (RE2O2Se)64 are insulators with known
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structures and were accounted for in subsequent analy-
sis. It is worth noting at this point, however, that the
RE-oxiselenides have diffraction patterns which overlap
substantially with peaks of the predicted spinel patterns,
and have further been reported to have antiferromagnetic
ordering transitions at temperatures below 5 K64. The
existence of previously unappreciated volume fractions of
oxiselenide impurities is thus a leading contender to ex-
plain reports of unindexable magnetic Bragg peaks in a
number of published neutron powder diffraction studies
of RE spinel chalcogenides31,51,52.

Material a (Å) xSe

MgHo2Se4 11.5508(2) 0.2466(1)

MgEr2Se4
31 11.5207(14) 0.2456(9)

MgTm2Se4 11.48493(5) 0.24614(7)

MgYb2Se4 11.45591(3) 0.24595(8)

TABLE I. Table listing the fit cubic lattice parameter (a),
and the partial coordinate position of Se (xSe) extracted from
Rietveld refinements of XRD data.

.

FIG. 3. Typical INS scattering spectra from powders of (a,
b) MgHo2Se4 (c, d) MgTm2Se4, and (e, f) MgYb2Se4.

FIG. 4. Constant-Q cuts of MgTm2Se4 (a, b) and MgHo2Se4
(c - f) data, with integration ranges and experimental condi-
tions noted. The measured intensity is indicated by blue cir-
cles, the best fits are shown as solid black curves, the slowly-
varying background contributions are indicated by solid red
curves, and the dashed green curves depict possible contribu-
tions from impurity phases. Colored tick marks show the posi-
tions where CEF transitions lead to a peak with the black top-
most marks representing excitations from the ground state,
and each set below representing excitations from each follow-
ing excited level.

IV. INELASTIC NEUTRON SCATTERING

Typical INS spectra for MgHo2Se4, MgTm2Se4 and
MgYb2Se4 are shown in Fig. 3, which for each material
reveal the existence of multiple dispersionless modes at
finite energy transfer. The scattering intensity has contri-
butions from both CEF transitions and phonons, in ad-
dition to various sources of background. The variation of
the scattering intensity as a function of momentum trans-
fer (Q) was used to determine whether observed scatter-
ing modes originate from phonons or are magnetic. Each
spectrum was measured with multiple incident neutron
energies, as a means of separating intrinsic and spurious
sources of scattering and to balance energy range and
resolution.

Fig. 4 and Fig. 5 show the variation of neutron scatter-
ing intensity versus energy, extracted from data in Fig. 3
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MgHo2Se4 ( ) 71.15( 0.68) MgTm2Se4 ( ) 90.31( 0.40) MgYb2Se4 ( ) 68.11(0.86) MgYb2Se4 ( ) 92.01( 0.52)

Ho2Se3 ( ) 8.84( 0.22) Tm2O2Se ( ) 5.57( 0.06) Yb2O2Se ( ) 3.92(0.28) Yb2O2Se ( ) 3.02( 0.06)

Ho2O2Se ( ) 7.62( 0.14) TmSe ( ) 4.12( 0.08) YbSe ( ) 14.88(0.33) YbSe ( ) 4.97( 0.13)

HoSe ( ) 12.38( 0.24) Yb7.24Se8 ( ) 13.09(0.21)

TABLE II. A list of all observed phases and their percent masses in the samples used in this paper. Next to each compound
name is an example of the mark showing their peak positions in Fig. 2.

FIG. 5. (a,b) Constant-Q cuts of MgYb2Se4 data taken with
T = 5K. The measured intensity is indicated by blue cir-
cles, the best fits are shown as solid black curves, the slowly-
varying background contributions are indicated by solid red
curves, and the dashed green curves depict possible contribu-
tions from impurity phases. Colored tick marks show the posi-
tions where CEF transitions lead to a peak. (c - f) Constant-E
cuts of the MgYb2Se4 data with Ei = 50 meV and T = 5 K,
integrated over listed energy ranges. The center of the inte-
gration range for each of these cuts is indicated by the arrows
in (a) and (b).

by integrating over finite regions in Q at positions cho-
sen to maximize the available fit range at each incident
neutron energy, Ei. Data is represented by blue dots,
whereas solid curves represent the results of fits described
in following sections. The solid red curves are estimates
of the slowly varying contributions to background scat-
tering, obtained by performing a cubic spline interpo-

lation between points chosen away from obvious peaks.
For all materials, the scattering above the slowly varying
background takes the form of well defined peaks which
are largely described by the CEF transitions laid out be-
low. Tick marks below the data show the energy po-
sitions of thermally accessible transitions between CEF
states, described in more detail in the figure caption.

As shown in Fig. 4(a) and (b), the magnetic and
phonon excitations are well-separated in the material
MgTm2Se4 and therefore the identification of the CEF
transitions is most straightforward. The best fit curve
shows excellent agreement with the data at both base
temperature (5K) and at 100 K, where transitions from
thermally populated levels contribute significantly to the
scattering pattern. The INS data for MgHo2Se4 pre-
sented in Fig. 4(c)-(f) shows multiple overlapping peaks
below 30 meV, but they are still clearly above back-
ground and mostly captured by the CEF fits. The only
exceptions are observed excesses of scattering at energies
E ≈ 1.3 meV and 16 meV, which we respectively asso-
ciate with an impurity phase discussed below and with a
phonon mode also seen in MgYb2Se4.

In MgYb2Se4, the CEF excitations overlap appreciably
with dispersionless optical phonon modes, which mildly
complicates analysis. The constant-E cuts for MgYb2Se4
shown in Fig. 5(a) and (b) reveal four different modes –
a distinct peak near 17 meV, and three closely grouped
peaks between 22 and 38 meV. Integrating over a finite
energy range in the relevant spectra allows us to com-
pare the Q-dependence of these excitations with the ex-
pectations for magnetic and phonon modes. The cuts
presented in Fig. 5(c) and (f) clearly reveal the modes
at E = 16.75 meV and 43.75 meV to be phonons, as
the Q-dependence of the intensity varies as I ∝ Q2. On
the other hand, the cuts shown in Fig. 5(d) and (e) have
I ∝ f(Q)2, where f(Q) is the magnetic form factor for
Yb3+, and therefore these excitations are identified as
CEF levels. The phonon mode near 17 meV is consis-
tent with the excess scattering in both MgTm2Se4 and
MgHo2Se4 spectra at the same energy. The two iden-
tified CEF excitations constitute two of three predicted
transitions for MgYb2Se4 at T = 5 K, which is a J = 7/2
system65, though the absence of the third transition in
the measured spectra is significant in that it places a up-
per bound on its scattering intensity.
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A. CEF model fitting

The INS constant-Q cut data shown in Fig. 4(a)–(f)
and Fig. 5(a) and (b) was fit was fit using the Stevens
operator approach, which considers only the ground state
J-multiplet determined by Hund’s rules. This assump-
tion is what is known as the LS coupling model66, which
has been demonstrated to be valid for rare earth atoms
heavier than Dy60,67,68 due to the large energy of the
next J-multiplet69,70. The associated CEF Hamiltonian
is given by

HCEF =
∑
nm

BnmÔnm, (1)

where Bnm are the CEF parameters and Ônm are Stevens
operator equivalents71, with the appropriate matrix ele-
ments for Ônm given by the software EasySpin72.

For the D3d point group symmetry of the RE-site, this
reduces to:

HCEF = B20Ô20 +B40Ô40 +B43Ô43 +B60Ô60

+B63Ô63 +B66Ô66, (2)

where we have chosen a quantization axis along the local
〈111〉 directions.

FIG. 6. A visualization of the CEF energy levels for
MgRE2Se4 with RE = Ho, Er. Tm, and Yb. Doublets are
shown in black and singlets are shown in red.

For a given set of Bmn, CEF levels are found by direct
diagonalization of Eq. 2, resulting in level schemes visu-
alized in Fig. 6. The neutron scattering cross section of
an excitation from the ith to the jth level is proportional
to the matrix element given by

Iij = Σα

∣∣∣〈ψj | Ĵα |ψi〉∣∣∣2 (3)

where Ĵα is the angular momentum operator in the α
direction and |ψi〉 is the eigenket of the ith level. To-
tal scattering intensity is modeled as the convolution of
these matrix elements with a pseudo-Voigt instrument
resolution function with a fitted width that was uniquely
determined for each incident energy data set. Both exci-
tations from the ground state and between excited states

were considered, and each transition is weighted with the
appropriate Boltzmann factors at a given temperature.

The initial fit parameters were found by rescaling the
published CEF parameters from our previous work on
the material or MgEr2Se4

31 using

Bnm =
θ(n)〈rn〉
θ
(n)
0 〈rn〉0

(
a

a0

)−n+1

B0
nm, (4)

as demonstrated in Refs. 4 and 55. For these rescal-
ings, the lattice parameters a and a0 are taken from our
XRD fits, we used 〈rn〉 found in Ref. 73, and we used the
Stevens parameters, θ(n) defined in Ref. 74. Subsequent
fits then represent improvements over the rescaling pre-
dictions for CEF parameters, as they properly account
for differences in local structure and covalency between
individual materials.

In Tables III , IV and V, we list the energies and
predicted neutron scattering intensities of relevant exci-
tations calculated using CEF parameters from both the
scaling analysis and best fits of neutron data, discussed
below. The positions of these transitions are indicated in
Figs. 4 and 5 with vertical tick marks.

For both MgHo2Se4 and MgTm2Se4, several tran-
sitions contribute to each of the peaks observed in
constant-Q cuts of scattering data, though the inten-
sity was overwhelmingly dominated by excitations out
of the ground state. In order to access more transitions
by thermal population of excited levels, we also include
measurements at T = 100 K. Refinements of CEF pa-
rameters were performed via a global least squares mini-
mization routine using the constant-Q cuts presented in
Fig. 4(a)-(f) and the predicted scattering intensity from
all CEF transitions expected in the measured tempera-
ture range. The best fits are shown as solid red curves
in these figures, and with few exceptions reproduce both
the magnitude and position of all major peaks while pre-
dicting no scattering intensity that was not observed by
experiment.

For MgYb2Se4, only the ground state CEF level has
appreciable occupation at temperatures below 200 K,
simplifying the magnetic spectrum. However, the strong
overlap between CEF and phonon peaks makes the above
procedure untenable, as it fits raw neutron intensity and
associates all non-background scattering with the Hamil-
tonian in Eq. 4. Instead, the constant-Q cut data in
Fig. 5(a) and (b) were fit to multiple pseudo-Voigt peaks
shown as solid lines, with resulting peak intensities listed
in Table V. The refinement of CEF parameters was sub-
sequently performed by consideration of these fitted en-
ergies and intensities. To deal with the underconstrained
nature of fitting 6 CEF parameters to only 4 pieces of
information, we fixed the Bnm values for n = 6 to the
initial rescaled values and only refined parameters B20,
B40, and B43. We subsequently verified that varying the
parameters B60, B63 and B66 had minimal impact on the
predicted neutron peak intensity and associated analysis.

The Bnm parameters resulting from fits are given in
Table VI, along with uncertainties. For MgHo2Se4 and
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MgHo2Se4

i = 0 ( )

best fit rescaled

j E(meV ) I5 K I100 K E(meV ) I5 K I100 K

1 0.59 36.29 14.47 0.76 51.61 20.78

2 0.95 52.00 20.74 0.87 35.71 14.38

3 2.88 0.30 0.12 2.69 0.81 0.32

4 17.74 0.64 0.26 20.02 0.61 0.25

5 19.20 0.69 0.28 20.29 0.54 0.22

6 20.71 4.48 1.79 21.92 4.59 1.85

7 22.56 2.76 1.10 23.54 3.15 1.27

8 24.27 0.05 0.02 26.07 0.00 0.00

9 26.08 0.74 0.29 27.63 0.34 0.14

10 34.87 0.09 0.03 31.54 0.13 0.05

i = 1 ( )

2 0.35 0.01 0.02 0.11 0.04 0.09

3 2.29 1.93 2.84 1.93 5.40 11.70

4 17.15 0.00 0.00 19.26 0.93 2.02

5 18.61 1.14 1.67 19.53 0.32 0.70

6 20.12 0.07 0.10 21.16 0.01 0.03

7 21.97 0.07 0.10 22.78 0.48 1.04

8 23.68 0.05 0.08 25.31 0.03 0.06

9 25.49 0.15 0.22 26.87 0.13 0.29

10 34.28 0.06 0.08 30.78 0.03 0.07

i = 2 ( )

3 1.94 3.44 11.02 1.82 0.98 2.70

4 16.80 0.74 2.38 19.15 0.00 0.00

5 18.26 0.22 0.69 19.41 0.71 1.97

6 19.77 0.01 0.04 21.05 0.07 0.21

7 21.61 0.21 0.66 22.66 0.04 0.12

8 23.32 0.03 0.10 25.20 0.01 0.03

9 25.13 0.18 0.57 26.75 0.03 0.10

10 33.93 0.02 0.06 30.67 0.01 0.04

TABLE III. A list of the expected energies and neutron scat-
tering cross sections of transitions from the the ith to jth CEF
levels in MgHo2Se4. Listed are both expectations from fitted
Bmn presented in Table VI, and from rescaling the CEF po-
tential of MgEr2Se4.

MgTm2Se4, uncertainties are determined by stepping out
in one direction in parameter space while continually op-
timizing other parameters, until the reduced χ2 is in-
creased by one. For the MgYb2Se4 fit, we again kept the
Bnm|n = 6 values fixed when finding uncertainties. The
full implications of these fitted parameters for the CEF
levels and low-temperature effective spin systems of the
three materials are laid out more fully in the following
sections.

MgTm2Se4

i = 0 ( )

best fit rescaled

j E(meV ) I5 K I100 K E(meV ) I5 K I100 K

1 0.88 28.92 11.12 0.57 25.62 12.27

2 12.26 6.56 2.52 15.49 5.67 2.71

3 12.55 0.00 0.00 16.66 0.00 0.00

4 18.12 0.64 0.25 20.34 0.54 0.26

5 27.92 0.01 0.00 33.31 0.19 0.09

6 37.57 0.97 0.37 42.51 1.09 0.52

7 46.76 0.04 0.02 46.04 0.00 0.00

8 48.41 0.00 0.00 47.18 0.00 0.00

i = 1 ( )

2 11.38 0.11 0.28 14.92 0.24 0.40

3 11.68 0.33 0.87 16.09 0.44 0.73

4 17.25 0.40 1.07 19.77 0.97 1.63

5 27.04 0.00 0.00 32.74 0.00 0.00

6 36.70 0.21 0.56 41.94 0.18 0.30

7 45.88 0.02 0.07 45.47 0.01 0.01

8 47.54 0.00 0.00 46.62 0.18 0.30

i = 2 ( )

3 0.29 0.00 2.14 1.17 0.00 1.61

4 5.86 0.00 3.59 4.85 0.00 2.79

5 15.66 0.00 0.00 17.82 0.00 0.01

6 25.31 0.00 0.21 27.02 0.00 0.10

7 34.50 0.00 0.26 30.55 0.00 0.01

8 36.16 0.00 0.00 31.69 0.00 0.21

TABLE IV. A list of the expected energies and neutron scat-
tering cross sections of transitions from the the ith to jth CEF
levels in MgTm2Se4. Listed are both expectations from fit-
ted Bmn presented in Table VI, and from rescaling the CEF
potential of MgEr2Se4.

B. Potential effect of impurities

To consider the potential contribution to the CEF sig-
nal from impurity phases, we modeled the expected CEF
scheme and the associated inelastic neutron scattering
of relevant sesquiselenide and oxiselenide phases using a
simple point charge model. For these, we assumed per-
fect ionic bonding, included all ions out to 7.5 Å, and
used structures taken from the above XRD refinements.
The potential was calculated in a tesseral harmonic ex-
pansion γnm. For the cosine (m ≥ 0) and sine (m < 0)
components of the tesseral harmonics, we got the co-
efficients of the tesseral harmonics in Cartesian coordi-
nates from Ref. 75. The CEF parameters are calculated
as Bnm = 〈rn〉θn (1− σn) γnm, where 〈rn〉 is the radius
term, and σn is the shielding parameter; both values are
taken from calculations in Ref. 76. The CEF Hamiltonian
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MgYb2Se4

i = 0 ( )

best fit rescaled

j E(meV ) I5 K I100 K E(meV ) I5 K I100 K

1 26.01 4.10 3.78 19.02 5.73 4.98

2 29.13 5.99 5.52 28.28 5.70 4.96

3 54.95 0.13 0.12 54.12 0.07 0.06

i = 1

2 3.12 0.00 0.04 9.26 0.00 0.17

3 28.93 0.00 0.07 35.10 0.00 0.24

i = 2

3 25.81 0.00 0.20 25.84 0.00 0.20

TABLE V. A list of the expected neutron scattering cross sec-
tions of transitions from the first 3 CEF levels in MgYb2Se4,
given by the best fit of the data, as well as what is expected
from rescaling the CEF potential of MgEr2Se4.

is then constructed using Eq. 1, and predicted neutron
intensities are calculated as laid out above. For the cal-
culations, we used the software EasySpin72 to generate
the matrix elements of the Stevens operators.

The calculated scattering from the CEF levels is scaled
according to molar fraction of the ion in the sample and
plotted in all of the constant-Q cuts shown in Fig. 5(a)–
(b) and Fig. 4(a)–(d) as solid green curves. Similarly
calculated CEF parameters76,77 are known to reproduce
experimental values within about 20%78, and are suffi-
cient to reproduce the general shape and integrated in-
tensity of peaks in neutron scattering spectra. Within
these bounds on uncertainty, inspection of the calculated
spectra can potentially explain excess scattering in the
MgHo2Se4 spectra at 1.3 meV and 18 meV, and may
overlap with peaks in MgYb2Se4 at 17 meV and 35 meV.
Overall however, the energies of CEF levels from the im-
purity phases seem to be well removed from levels associ-
ated with the majority phases, and are significantly less
intense. We thus conclude that excitations from impuri-
ties have a minimal effect on the fits of CEF levels laid
out above.

C. Results and interpretation

In addition to producing the energy level schemes pre-
sented in Fig. 6, the fitted CEF parameters in Table VI
were used to calculate the associated eigenkets and, in
particular, the ground state wavefunctions, which de-
termine the size and anisotropy of moments in the low-
temperature effective spin states. In Table VII, we list
the resulting ground state wavefunctions for the three
magnesium spinel compounds investigated in this paper,
along with our previously determined results on the ma-

terial MgEr2Se4
31, included for comparison. The wave-

functions of degenerate doublets were determined with a
small guide field artificially applied along the 〈111〉 di-
rection.

With no further analysis, one can immediately see that
MgTm2Se4 has a ground state singlet with no net mo-
ment, in line with the previous conclusions of Ref. 36.
For the other systems, the ground state is a doublet,
which we can use to define a pseudo-spin- 12 with effective
up and down states (denoted |+〉 and |−〉). With these
states, we use

1

2
giiσi =

[
〈+| ji |+〉 〈+| ji |−〉
〈−| ji |+〉 〈−| ji |−〉

]
(5)

to find the component of the moment parallel and per-
pendicular to the local 〈111〉 directions. The results of
these calculations are displayed in Table VIII, where σi
are the Pauli matrices and gzz and gxx define g‖ and g⊥,
respectively.

These values can be used to comment on the anisotropy
of the effective spins. As an example, our previously de-
termined results for MgEr2Se4 show g⊥ = 0, indicating
that material has fully Ising moments31. The current
results imply that the moments in MgHo2Se4 also have
perfect Ising symmetry, though one might expect devia-
tions from this conclusion should one include spin-spin
interactions which have the capacity to mix the CEF
transitions.

For MgYb2Se4, we find g‖ = 5.188(79) and g⊥ =
0.923(85), implying an effective spin with strong
anisotropy along the 〈111〉 direction while falling far short
of the Ising limit. These values imply significantly more
anisotropy than the values of g‖ = 3.564 and g⊥ = 2.204
obtained from rescaling the CEF parameters from our
previous MgEr2Se4 results31,55, and are even farther re-
moved from reports of nearly isotropic spins determined
from fits of inverse magnetic susceptibility curves40,50.
Comparing the CEF parameters from these and the cur-
rent study, the starkest contrast lay in the signs of B43

and B63 parameters and the magnitude of B20. For
MgYb2Se4, the parameters B6m|m = 0, 3, 6 have lit-
tle consequence on the relative sizes of g‖ and g⊥, and
on the goodness of the fit to our data, however both B20

and the ratio between B40 and B43 are strongly associ-
ated with trigonal fields and thus the tendency of mo-
ments to point in the 〈111〉 directions. The magnetic
susceptibility studies40,50 underestimate the B20 param-
eter and, more consequentially, fix the ratio between B40

and B43 to that expected in a perfect octahedral envi-
ronment. This hugely underestimates the contribution
to the potential from the next nearest neighbor atoms,
and is likely responsible for the resultant underestimation
of the anisotropy of the Yb3+ ions.

Finally, it is worth noting that the presence of optical
phonons in several locations at the same energies as CEF
levels raises the possibility that vibronic bound states
might exist in these compounds. Vibronic bound states
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MgHo2Se4 MgEr2Se4
31 MgTm2Se4 MgYb2Se4

B20 7.10(78) · 10−2 −4.214(63) · 10−2 −0.1707(5) −0.507(61)

B40 5.52(24) · 10−4 −6.036(30) · 10−4 −1.880(6) · 10−3 2.89(4) · 10−2

B43 9.07(13) · 10−3 −1.3565(67) · 10−2 −4.533(18) · 10−2 0.310(50)

B60 −2.44(18) · 10−6 3.264(16) · 10−6 −4.59(11) · 10−6 1.98 · 10−4

B63 2.94(83) · 10−5 −3.791(75) · 10−5 2.48(2) · 10−4 −2.30 · 10−3

B66 −2.09(17) · 10−5 2.194(65) · 10−5 −1.441(59) · 10−4 1.33 · 10−3

TABLE VI. The CEF parameters (in meV) of the compounds MgRE2Se4 for RE = Ho, Tm and Yb from the best fits of the
INS data shown in this paper, and results for RE = Er taken from our previous paper31.

form as the result of strong magnetoelastic coupling,
which produces significant hybridization/entanglement
of CEF excitations and phonons79, and have recently
been observed in the related 227 pyrochlore compounds
Ho2Ti2O7

80 and Tb2Ti2O7
66. These bound states ap-

pear in INS spectra as a splitting of either CEF or phonon
excitations, resulting in scattering from new modes with
unusual momentum and temperature dependences81. Of
note in the current materials is the relatively intense
optical phonon at E = 17 meV, which is close to the
17.7 meV CEF mode in MgHo2Se4 and 18 meV CEF
mode in MgTm2Se4, as well as a possible 34 meV phonon
mode which is near a 29.1 meV CEF mode in MgYb2Se4.
Though initial inspection of our data reveals no clear ev-
idence for vibronic modes, we suggest that the above ma-
terials and energies may be promising areas to search for
bound states with follow-up higher resolution or polar-
ized neutron scattering measurements.

V. MAGNETIZATION

To check the CEF potential found by refinement of
the INS data, we performed a series of magnetization
measurements as a function of both temperature and ap-
plied field, with main results shown in Fig. 7. Symbols
in this figure represent data, which is corrected for the
demagnetizing field by assuming the powder sample is
an oblate spheroid with a filling fraction of 60%. Solid
lines in panels (a) – (c) represent predictions of a non-
interacting model using the Hamiltonian in Eq. 2 with
parameters Bnm from Table VI and an additional Zee-
man term to account for the role of applied field. Solu-
tions of this modified Hamiltonian were found by direct
diagonalization with the field pointing along x, y and
z directions. For each direction, the expected moment
is calculated using Boltzmann statistics before averaging
to simulate a powder. This comprehensive approach is
deemed more reliable than any that restricts attention
to the ground state doublets only or treats the Zeeman
term in the Hamiltonian perturbatively, as applied fields
are known to both mix and shift the energy of low-lying
excited CEF levels.

For all compounds, the measured and calculated
magnetization show excellent agreement at high tem-
peratures, as expected for strongly paramagnetic mo-
ments. This agreement extends to all temperatures for
MgTm2Se4, which has a ground state composed of mo-
mentless singlets. For MgHo2Se4 and MgYb2Se4 how-
ever, the calculated curve begins to overestimate the
measured values at the lowest temperatures. We at-
tribute this discrepancy in MgYb2Se4 to the existence
of net antiferromagnetic interactions, which are not ac-
counted for in our independent moment CEF Hamilto-
nian. This conjecture is generally consistent with re-
ports of negative Weiss constants in the literature on
MgYb2Se4, which range from ΘCW = −9.2 K50 to
ΘCW = −44 K40, and reports of ΘCW = −3.6(5) K49

and ΘCW = −7.6(2) K46 for CdHo2Se4, which is isostruc-
tural to MgHo2Se4. Though we caution against over-
interpreting the results of Curie-Weiss fits in materials
containing low-lying CEF transitions, these reports are
sufficient to conclude antiferromagnetic interactions with
an energy scale of a few Kelvin. For MgHo2Se4, we fur-
ther note that the first two excited CEF levels (0.59 meV
and 0.95 meV) are low enough in energy that interactions
may mix these transitions with the ground state doublet
and more fundamentally modify the effective spin state.

As a first step in exploring the role of interactions
in these compounds, we also performed a series of self-
consistent calculations using a Weiss molecular field,
λ, and compared results to magnetization data for
MgYb2Se4. Specifically, for a series of temperatures and
applied fields, magnetization was defined as the solu-
tion to the transcendental equation M = M0(H + λM),
whereM0 is the calculated moment in the non-interacting
model and λ was determined by fitting to the data. In our
analysis, we found λ=-3.4 mol-Yb cm−3 for MgYb2Se4.
The curves associated with this analysis are shown as
dashed curves in Fig. 7(c) and (d), and reveal a much
improved match to both field and temperature data over
the independent spin model. The current model is also
greatly improved over calculations using CEF parame-
ters of Ref. 50, which concluded Heisenberg-like moments
from fits of susceptibility vs temperature data. In partic-
ular, one can see that the more isotropic model, shown
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Ho |ψ±0 〉 = 0.323(66) |±7〉 ∓ 0.711(11) |±4〉+ 0.0797(45) |±1〉 ∓ 0.317(51) |∓2〉 − 0.516(17) |∓5〉 ∓ 0.131(42) |∓8〉
Er31 |ψ±0 〉 = ±0.9165(7) |±15/2〉+ 0.3600(11) |±9/2〉 ± 0.1581(16) |±3/2〉 − 0.0731(15) |∓3/2〉 ± 0.0036(7) |∓9/2〉+

0.0034(14) |∓15/2〉
Tm |ψ0〉 = 0.6700(5) |6〉+ 0.1468(7) |3〉+ 0.2431(19) |0〉 − 0.1468(7) |−3〉+ 0.6700(5) |−6〉
Yb |ψ±0 〉 = −0.9684(48) |±5/2〉 ± 0.218(16) |∓1/2〉+ 0.1204(99) |∓7/2〉

TABLE VII. Calculated ground state wavefunctions for MgRE2Se4 with RE = Ho, Er, Tm, and Yb.

(a) (b) (c) (d)

FIG. 7. Magnetization of MgRE2Se4 powders for RE = Ho, Tm, and Yb in panels (a), (b), and (c), respectively. Data taken
at temperatures T = 2, 5, 10, 20, 40, 80 and 160 K are shown as markers, error bars show systematic errors, calculated
magnetization is shown as solid lines and dashed lines for non-interacting and interacting models, respectively. The red dotted
line in panel (c) is calculated from the CEF potential found in Ref. 50. Panel (d) shows inverse susceptibility of MgYb2Se4 in
panel (d), with our data (H = 100 Oe) shown as circles, data from 50 as diamonds, and the calculated susceptibility shown as
a solid and dashed line for the noninteracting and interacting model, respectively.

g‖ g⊥

Ho 2.72(46) 0.000(63)

Er31 16.591(12) 0

Tm 0 0

Yb 5.188(79) 0.923(85)

TABLE VIII. Calculated values for the g-factors of the ground
state of the rare earth ions in MgRE2Se4, relative to local
〈111〉 directions.

as a dotted red line for T = 2 K, seems to be heading
towards a much higher saturation moment than either
the data or the predictions of the current paper.

The impact of interactions is further observed in the
inverse susceptibility vs temperature curve, shown in
Fig. 7(d) for MgYb2Se4. Here, we plot the calculated
inverse susceptibility both without and with the interac-
tions as solid and dashed curves respectively, along with
data shown as blue circles. Whereas the non-interacting
model prediction is systematically low, the curve includ-
ing interactions matches the data quite well. In the same
figure we also show the data from Ref. 50 as red dia-
monds, demonstrating consistency between the two data
sets aside from a small offset which can attributed to a
small amount of disorder. This punctuates the fact that

both isotropic and highly anisotropic models are capable
of describing magnetization versus temperature data at
low fields, and higher field and spectroscopic measure-
ments are absolutely essential if one wishes to determine
information about the local CEF environment of local
moments.

VI. DISCUSSION AND CONCLUSIONS

The current manuscript outlines the determination
with INS of the symmetry-allowed CEF parameters
for three members of the RE-spinel selenide family
MgRE2Se4 (RE = Ho, Tm, and Yb). The parameters ob-
tained are substantially different and demonstrably more
accurate than previous efforts to determine CEF schemes
by fitting magnetic susceptibility curves at low applied
fields. This can be seen in the inability of parameters
determined by the latter methods to either reproduce
higher-field magnetization data or to successfully predict
the energies of excited CEF transitions, which can be
measured directly with INS40,50. In contrast, the pa-
rameters listed in Table VI have been shown to largely
reproduce the neutron scattering intensity as a function
of both energy and temperature and magnetization data
over a wide range of applied fields and temperatures.
We can use these parameters to not only determine the
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ground state wavefunction of each material, as presented
above, but also to revisit the role that ground state and
exited levels have on low temperature magnetic proper-
ties.

For example, our measurements of MgHo2Se4 reveal a
ground state Ising doublet with m = 1.36(23)µB mo-
ments and antiferromagnetic interactions, which may
make this material amenable to a long-ranged ordered
state similar to the one determines for CdHo2Se4

49. Sig-
nificantly however, we also observe several low lying ex-
citations, including a singlet at 0.591(36) meV, a doublet
at 0.945(30) meV, and a second singlet at 2.88(7) meV.
This situation is reminiscent of the materials Tb2Ti2O7

and Tb2Sn2O7, where virtual transitions associated with
low-lying CEF levels are strongly suspected to renor-
malize the effective Hamiltonian23 and induce quantum
fluctuations82,83. In the spinel selenides, the larger lat-
tice parameters and rare earth to anion distances result
in excited CEF energies even closer to the elastic chan-
nel, which implies an even faster timescale for quantum
fluctuations.

In MgTm2Se4, the first excited CEF level contributes
to the physics in a different way. Whereas our INS anal-
ysis concludes a simple singlet ground state, consistent
with expectations36,39, our INS spectra also reveals the
existence of a low lying singlet at E = 0.876(16) meV.
The Brillouin-function-like field dependence of magne-
tization in Fig. 7(b) demonstrates that the appreciable
occupation of this excited level by increasing either field
or temperature endows the Tm3+ atoms with a consid-
erable finite moment, raising the intriguing possibility
of stabilizing ordering phenomena at finite temperature
with applied field, even as the system strives toward a
singlet ground state at T = 0 K. Further, recent theo-
retical work84 has pointed out that the lowest two CEF
levels form a quasi-doublet, allowing the magnetism in
this material to be described by a transverse-field Ising
model with a potential for an exotic quantum spin ice
phase.

Only in MgYb2Se4 is the effective spin system
well-isolated from the lowest excited level, at E =
26.01(56) meV. A major insight of this work however is
how highly anisotropic the Yb3+ moments are in this sys-
tem, which we infer not just from the analysis of our INS
data but also from the saturation magnetization, which
falls far short of expectations for isotropic spins. The
idea of strongly anisotropic Yb3+ effective spins stands
in contrast to earlier predictions of isotropic moments

from magnetization50 or weaker anisotropy from scaling
arguments55. The Yb pyrochlore-lattice materials stand
out as rare examples where anisotropic interactions have
been calculated and semiclassical phase diagrams have
been produced as a function of material properties55.
Thus, follow-up neutron diffraction measurements of low
temperature ordered phases in this material might pro-
vide an opportunity to immediately test the validity of
our results, and perhaps contribute to the understanding
of the larger family of Yb2M2O7 pyrochlores85.

Discussion of these three materials may naturally
be grouped with consideration of sulfur (MgRE2S4)
and cadmium (CdRE2X4) analogues33,34 and recent re-
ports of classical spin-ice behavior in MgEr2Se4

31 and
CdEr2Se4

47,52. Together these publications show grow-
ing interest in the chalcogenide spinels, as a relatively
unexplored family of highly frustrated magnets with a
diversity of exotic states that rivals that of the 227 py-
rochlore oxides. Proper consideration of local CEF envi-
ronments is the first necessary step in modeling and fully
understanding the associated physics.
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