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The interaction between point defects and dislocations plays a crucial role in governing material
properties and microstructural evolutions under external stimuli, such as mechanical deformation
and irradiation. Here we present an atomistic study of the interactions between point defects and
dislocations in concentrated solid–solution alloys (CSAs). Using molecular statics and kinetic Monte
Carlo methods, we demonstrate that the strain energy and stress field distribution induced by a dis-
location in CSAs are highly inhomogeneous along the dislocation line, which leads to heterogeneity of
defect–dislocation interactions. Specifically, the interactions are spatially different and screened by
the random arrangement of different elemental species. Such localization of defect–dislocation inter-
action indicates that the ‘dislocation–bias’ mechanism that is a driving force for radiation–induced
void swelling, can be suppressed in concentrated alloys.

I. INTRODUCTION

Interactions between point defects and dislocations
have a significant influence on the mechanical proper-
ties and performance of materials under irradiation en-
vironment. On one hand, point defects may act as ob-
stacles to impede dislocation movement1, thus leading to
materials strengthening. On the other hand, the stress
field produced by dislocations alters the migration energy
landscape of nearby point defect and may change defect
diffusion mechanisms. It is generally accepted that edge
dislocations are strong defect sinks that can absorb point
defects, especially interstitials. This preferential absorp-
tion leads to a ‘dislocation bias’, which is the reason for
void swelling in materials under irradiation2–4. There-
fore, the understanding of defect–dislocation interaction
is of pivotal importance to tailor the mechanical and ir-
radiation properties of materials.

The continuum elasticity theory is an effective tool
for describing defect–dislocation interactions in homoge-
neous materials, since the stress field beyond the dislo-
cation core is independent of the core structure. How-
ever, in heterogeneous materials, the stress field depends
on the compositions of both the core and the surround-
ings. Previous studies have shown that in recent devel-
oped concentrated solid–solution alloys (CSAs), includ-
ing high–entropy alloys (HEAs)5–7, the dislocation line
exhibits significant fluctuations that are induced by the
atomic–level heterogeneity8,9. In fact, it has been demon-
strated that the excellent mechanical properties10,11 and
irradiation resistance12–15 found in HEAs are closely re-
lated to this unique dislocation property due to the
chemically–disordered structures. Indeed, experiments
reveal that the dissociation distance of perfect disloca-
tions shows a large variability in HEAs16, and simu-
lations indicate that this local–environment–dependent
variation along the dislocation line provides the necessary
strengthening mechanism responsible for their unusual

mechanical properties17–19. The fluctuations also help to
suppress defect cluster growth and enhance irradiation
tolerance of HEAs by slowing down the long-range dis-
location movement under ion irradiation8,20. In HEAs,
the heterogeneity related to structural disorder leads to
a heterogeneous distribution of stress field surrounding
the dislocations, and the dislocation core effects should
be considered. Such a heterogeneous stress field would
have a significant influence on the defect–dislocation in-
teractions.
The chemical disorder in HEAs not only induces het-

erogeneity at the atomic level, but also greatly changes
the way that defects interact with each other at the elec-
tronic level. Notably, electron scattering in HEAs is en-
hanced significantly by the extreme degree of chemical
disorder that limits the electron mean free path12. The
perturbations induced by defects can be rapidly screened
out by this disorder scattering, and the ability of de-
fects to convey ‘information’ over long distances is greatly
reduced relative to that in pure metals and dilute al-
loys. As a result, the interactions among different de-
fects are predominantly dependent on the local environ-
ment around them. Characterizing such local interaction
would need an atomistic description that is able to give
precise atomic structures. The knowledge from atomistic
simulations is also a necessary step for establishing and
validate continuum models, especially the knowledge of
interaction details in the dislocation core region.
In this study, we present results of an atomistic sim-

ulation of vacancy–dislocation interactions in concen-
trated alloys. Vacancy defects are chosen because of their
well-defined jumps in the lattice (jumps between nearest
neighboring sites), which is one of the most important
considerations in Monte Carlo simulations. For simplic-
ity, the equiatomic NiFe alloy is studied, and the results
are compared with those in pure Ni. We first compare
the strain energy and stress field distribution surround-
ing a 1/2[110] edge dislocation in pure Ni and NiFe, and
show that the distributions are highly heterogeneous in
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NiFe due to the chemical disorder. The interaction be-
tween a vacancy and the dislocation is then studied by
the kinetic Monte Carlo (kMC) method with on-the-fly
estimated migration barriers. We demonstrate that the
vacancy can be easily trapped in local regions far from
the dislocation in NiFe in most cases, instead of direct
absorption observed in pure Ni. These results indicate
that the defect–dislocation interaction is relatively weak
in concentrated NiFe alloys.

II. METHOD

Molecular static simulations were performed using the
large–scale atomic/molecular massively parallel simula-
tor (LAMMPS)21. The interatomic interactions were de-
scribed using the embedded–atom method (EAM) pa-
rameterized by Bonny et al.22. This potential has been
proved to give consistent defect properties with density
functional theory (DFT) results23. A 1/2[110] edge dis-
location is created by joining together two half crystals,
in which the upper half crystal had one more {110} lat-
tice plane than the lower half, as described in previous
studies24. After relaxation, a dissociated edge disloca-
tion is produced; the dissociation distance depends on
the stacking fault energy (SFE)1. The x, y and z di-
rections of the simulation cell were oriented in the [110],
[1̄11] and [11̄2] crystalline directions, respectively. An il-
lustration of the simulation setup can be found in our
previous work8. Periodic boundary conditions were em-
ployed along the x and z directions, whereas free bound-
ary condition was used in the y direction. The imposed
periodic boundary condition in the x direction can in-
duce stress inside the supercell, so the dimension in this
direction should be large enough to accommodate the dis-
location. We have tested different length in this direction
from 100∣b∣ to 500∣b∣ (b is the Burgers vector) to ensure
the results are not significantly influenced.
The strain energy of an edge dislocation stored in a

cylinder at radius r with its axis along the dislocation
line is calculated by:

Es(r) =
1

N
∑
i

(εdi − ε
p
i ), (1)

where εdi and ε
p
i are the energies of atom i in the su-

percells with and without dislocations, respectively. The
summation is over all N atoms that are inside the cylin-
der. The strain energy, therefore, includes contributions
from the dislocation core. The stress field around the
dislocation is calculated after energy minimization.
In this study, the defect–dislocation was investigated

by simulating the interactions between a vacancy and
an 1/2[110] edge dislocation. The simulation was car-
ried out using a modified on-the-fly lattice kMC model
with LAMMPS as the force calculator. The length of
the simulation box was 200∣b∣ along the x direction, and
the size of the box was around 50050043 Å3. After the
dislocation was introduced in the center of the box, a

single vacancy was created at a distance of 20 Å with
respect to the center of the dislocation core to simulate
their interactions. Only the first-nearest-neighbor jumps
were considered according to local energy barriers that
were calculated by directly optimizing the saddle config-
urations around the vacancy25. In all kMC simulations,
an attempt frequency of 1013 Hz26 and a temperature of
500 K were used. For each case, 5000 kMC steps (which
is also the number of vacancy jumps) were simulated, un-
less the vacancy was absorbed by the dislocation earlier.

III. RESULT

A. Strain energy and strain field

We first compare the distribution of strain energy and
stress field around a 1/2[110] edge dislocation in Ni and
NiFe, as shown in Fig. 1. These results are obtained
in a supercell with a length of 200∣b∣ along the x direc-
tion. The dislocation is divided into small segments along
the dislocation line with a separation of 30 Å, and the
strain energies around 7 different dislocation segments
are plotted. It can be seen that Es in pure Ni around
the 7 dislocation segments overlaps completely, an indi-
cation of the uniform distribution of strain energy along
the dislocation line. However, in concentrated NiFe, the
strain energy varies significantly around different disloca-
tion segments, which is a result of the chemical disorder.
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FIG. 1. Strain energy (the upper row) and stress field distri-
bution (the lower row) in pure Ni ((a) and (c)) and concen-
trated NiFe ((b) and (d). For strain energy, the contributions
included or excluded the atoms in the dislocation core are
denoted.
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The strain energy as calculated by Eq. 1 includes con-
tributions from both the dislocation core and the elastic
part outside the core: Es = Ecore + Eelastic. According
to elasticity theory, the elastic part increases logarith-

mically with the cylinder radius r: Es = Gb2

4π(1−µ)
ln( r

r0
),

where G is the shear modulus, b is the length of the Burg-
ers vector, µ is the Poissons ratio, and r0 is the radius of
the dislocation core. In order to distinguish the two con-
tributions in Es, we have calculated Es by including and
excluding the atoms in the dislocation core. The cutoff
distance of interatomic interactions in the used potential,
i.e. 5.6 Å22, is chosen as a criterion to exclude the dis-
location core atoms. Therefore, only those atoms with
∣y − y0∣ > 5.6 are included to calculate Eelastic, where y0
is the y coordinates of the dislocation core center. Af-
ter excluding the core contribution, the obtained Eelastic

shown in Fig.1(a and b) increases logarithmically with
r for both Ni and NiFe, consistent with the prediction
of elasticity theory. Thus the fluctuations in the total
strain energy of NiFe originate from the dislocation core.
Indeed, as revealed in previous studies, the dislocation
core structures in concentrated alloys exhibit significant
fluctuations due to the fluctuation of local SFEs8.
The calculated stress field distribution around the dis-

location in NiFe also shows significant fluctuations along
the dislocation line, in contrast to the uniform distribu-
tion observed in pure Ni. The amplitude of stress fluctu-
ations at different dislocation segments is as large as 15
GPa. The fluctuations in both strain energy and stress
field distributions suggest that the interactions between
the dislocation with surrounding defects (solutes or impu-
rities) are highly heterogeneous. Therefore, the interac-
tion between a defect and dislocation in NiFe is expected
to be localized since every defect experiences unique local
stress around the dislocation and the differences in stress
at different regions can be remarkably high.

B. Vacancy–Dislocation interaction

The interaction between a 1/2[110] dislocation and a
vacancy is simulated by placing the vacancy near the dis-
location. Since previous studies have revealed that the
stress surrounding an edge dislocation along the x = y di-
rection (45° to the dislocation slip plane) is the highest24,
we choose to put a vacancy along this direction. The
possible vacancy sites are illustrated in Fig.2(a). In this
study, the separation distance between the vacancy and
the dislocation center is set to be 20 Å, which is large
enough to prevent direct absorption of the vacancy by
the dislocation and, at the same time, small enough to
ensure the vacancy have interactions with the dislocation.
The interaction between the introduced vacancy and the
edge dislocation is then studied through the kMC pro-
cedure mentioned above. In our simulation, the disloca-
tion core is minimized through both conjugate gradient
and damped dynamics methods, which ensure the en-
ergy minimum is achieved. During the on-the-fly kMC,

the dislocation-vacancy system is relaxed at each step to
calculate the total energy and the migration barrier. We
have checked that the dislocation core structure is stable
against the vacancy diffusion and the vacancy absorption.

(a) (b)

(c)

FIG. 2. Atomic configurations used in the simulations. (a)
Illustration of the simulation setup to study the interaction
between a vacancy and an edge dislocation. The dislocation
is located at the center of the simulation box. The green
spheres along the x = y direction denote possible vacancy
positions; (b) A trajectory of the vacancy that is absorbed
by the dislocation in pure Ni, and (c) A trajectory of the
vacancy that cannot be absorbed by the dislocation in NiFe
within 5000 steps. The dislocation core atoms are shown by
their structure types different from perfect fcc.

In a point defect–dislocation system, the defect can
be absorbed by the dislocation due to their attractive
interactions27. This is also the origin of ‘dislocation bias’
which states that point defects will aggregate preferen-
tially into dislocations since they act as defect sinks. In
pure Ni, our results indeed show that the vacancy is al-
ways absorbed by the dislocation during 10 different kMC
simulations. A typical trajectory of the vacancy is shown
in Fig. 2(b). Nevertheless, in NiFe, the vacancy just mi-
grates in the system most of the time, without experi-
encing the interaction from the dislocation. As can be
seen from the trajectory demonstrated in Fig. 2(c), the
vacancy migrates around the dislocation but is not ab-
sorbed as observed in pure Ni. To further show this dif-
ference, we have analyzed the trajectories of the vacancy,
and the results are summarized in Fig.3.
Fig. 3 reveals the differences in interaction mechanism

between a vacancy and an edge dislocation in pure Ni and
concentrated NiFe. In pure Ni, the absorption efficiency
of the vacancy by the dislocation is high, as it makes a
small number of jumps, ∼200, before the absorption. On
the contrary, in NiFe, in the majority of simulations (6 of
10), the vacancy is not absorbed by the dislocation, even
after 5000 kMC steps. The calculated atomic squared
displacement (ASD) of the vacancy indicates that the
vacancy just jumping around a local region between the
original location and the dislocation, since the ASD is al-
most independent of kMC steps after initial movement.
This effect is attributed to the trapping of the vacancy
by the local environment in chemically–disordered NiFe.
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FIG. 3. Interaction between a vacancy with an edge disloca-
tion in Ni (left column) and NiFe (right column) as simulated
in 10 different kMC simulations. (a) and (b) show the travel
distance of the vacancy up to 5000 kMC steps; (c) and (d)
show the kMC steps before the vacancy is absorbed by the
dislocation. Whether the vacancy is absorbed or not is indi-
cated by ’Y’ and ’N’; (e) and (f) display the atomic squared
displacement of the vacancy.

The random arrangement of elements induces a rough en-
ergy landscape for vacancy diffusion, which creates lots
of defect traps that restrict the vacancy within local en-
ergy valleys and induce strong correlations in its jumps13.
This trapping effect is larger than the attraction effect
caused by the dislocation26. As a result, the vacancy just
moves around local “traps” that screen the interactions
with the dislocation.

The trapping effect can be further analyzed by the
migration energy barriers of the vacancy. In pure Ni,
the energy barrier is 1.17 eV based on the used empir-
ical potential23. For each vacancy position, 12 barriers
are calculated corresponding to the 12 possible nearest
neighbor jumps. Among these 12 possibilities, the actual
jump is chosen based on the Metropolis algorithm28. The
energy barriers calculated and executed in pure Ni and
NiFe are plotted in Fig. 4.

Fig. 4 shows that the vacancy migration barriers in
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FIG. 4. Calculated 12 energy barriers for vacancy migration
at each position around an edge dislocation in pure Ni and
NiFe. The executed barriers during kMC simulations are de-
noted by orange lines. In (a), the vacancy is absorbed by the
dislocation after 147 steps, whereas the vacancy cannot be ab-
sorbed in NiFe as illustrated in (b). For clarity, the barriers
for the first 1000 steps are shown.

pure Ni are not much influenced by the dislocation until
the vacancy is near the dislocation core. The executed
barriers (orange line and symbols) are distributed in a
narrow range from 1.1 to 1.2 eV away from the disloca-
tion core, while they become significantly lower near the
dislocation core region. However, in the NiFe alloy, the
energy barriers are widely distributed at different loca-
tions. The calculated distribution (blue line and sym-
bols) ranges from 0.7 to 1.6 eV, which is similar to those
in bulk NiFe calculated with accurate NEB method23,29.
By looking into the executed barriers, we find that al-
most every vacancy jump proceeds through Fe sites. This
observation is consistent with the chemically-biased dif-
fusion in concentrated NiFe, as revealed in previous ab

initio and classical MD simulations23,26,29,30. Specifi-
cally, vacancy migration through exchange with Fe sites
exhibits low energy barriers. Therefore, the vacancy is
more likely to be trapped when the surroundings of the
vacancy are mostly composed of Ni atoms, since the va-
cancy prefers to migrate through Fe sites. In this case,
the vacancy is trapped in this local region for a long time,



5

hardly experiencing the interaction from the dislocation.
Therefore, the efficiency of defect absorption by disloca-
tions in NiFe is greatly reduced.

IV. DISCUSSION

Because of the different migration barriers in pure Ni
and NiFe as demonstrated in Fig.4, the timescale sim-
ulated in the on-the-fly kMC is different. Indeed, va-
cancy migration barriers are distributed widely in con-
centrated alloys23,29,31, and in general, vacancy exchange
with Fe atoms has lower barriers. During diffusion, va-
cancy jumps would follow the low-barrier trajectories as
demonstrated in Fig.4(b). Due to the lower energy bar-
riers in concentrated alloys, the effective simulation time
in kMC is shorter than that in pure Ni. In pure Ni,
the adsorption of vacancy is very quick after dozens of
kMC steps, i.e. defect jumps, corresponding to a time
span ∼0.10.5 seconds. However, in alloys, the time span
is around 0.010.08 seconds even after 5000 kMC steps.
Inspection of the trajectory reveals that the vacancy just
moves back and forth for more than 1500 steps, demon-
strating strongly correlated diffusion with a low value of
defect jump correlation factor. In these cases, the va-
cancy effectively gets trapped in the local configuration
that is defined by a few low barriers for the vacancyFe
exchange. For example, we observed a particular case
when the lowest barrier for the vacancyFe exchange was
∼0.78 eV while all others were >0.2 eV higher. As a re-
sult, a vacancy jumped forward and backward according
to the low-energy exchange with the same Fe atom sev-
eral thousand times without producing long-range diffu-
sion. The diffusion drift force is defined by the gradient
of the vacancydislocation elastic interaction energy. The
interaction energy can approximate as p∆Ω where p is
the local pressure and ∆Ω is the vacancy dilatation vol-
ume roughly equal to the atomic volume. This energy
is in the order of ∼0.01 eV at 20 Åaway from the dis-
location core. The energy difference for vacancy jumps
in and out is even an order in magnitude lower. Thus
the contribution from the drift force is quite low relative
to the difference in jump barriers, 0.2 eV. The trap of
vacancies is a result of the disordered state inherent in
concentrated alloys. Another reason is the usage of a
constant jump frequency in the estimation of time and
probability for defect jumps, though this is a common
problem in kMC modeling approach. These two factors
lead to different time scale simulated in pure metal and
concentrated alloys.
We have shown the heterogeneous nature of de-

fect–dislocation interactions in concentrated alloys based
on the kMC simulations. Although the average trend
of elastic energy and stress field surrounding the dislo-
cation in alloys is similar to that in pure Ni, Fig.1(d)
demonstrates huge fluctuations in stress in the alloys
compared to in pure metal, which strongly affect the
defect diffusion process. In this case, the defect jumps

proceed not under average conditions but under both lo-
cal and the drift force of dislocation, as defined by the
dislocation stress field. Existence of fluctuations is evi-
dence that the process of defect–dislocation interactions
cannot be considered as a simple drift diffusion under
the influence of a conventional dislocation strain/stress
field. Local fluctuations may exceed many times the
dislocation-related stress/strain and thus affect defect
diffusion towards the dislocation core. Indeed, the on-
the-fly kMC modeling demonstrate this complexity of de-
fect–dislocation interactions in the concentrated alloys.
The results show that the interaction is weakened and
the defect trajectory before it can be absorbed by a dis-
location, is longer than that in pure metal. In addition,
in concentrated alloys, the diffusion of defects becomes
sluggish and chemically-biased26,29. These factors can
also affect defect–dislocation interactions. In fact, these
are additional effects which also work towards decreas-
ing the “dislocation bias” because the sluggish effect is
stronger for interstitial diffusion. The local stability of
interstitial atoms fluctuates much stronger than that of
vacancies. Therefore, the drift effects in diffusion, that
are defined as the defect formation energy difference after
defect jumps towards and away from a dislocation, are
less effective for interstitial atoms. Consequently, in gen-
eral, the efficiency of the dislocation to capture defects is
weaker in CSAs. Due to the larger local fluctuations in
the interstitial atom formation energies, their diffusion is
less affected by the drift forces.

It should be noted that the overall vacancy diffusivity
is higher in NiFe compared to in pure Ni, as demonstrated
in previous studies23,26,29. Therefore, the characteristic
capture time of a vacancy by the dislocation should be
shorter in concentrated NiFe than in pure Ni. Accord-
ing to the published diffusivity data, the ratio of diffu-
sivity D∗NiFe/D

∗
Ni becomes higher with decreasing tem-

perature. The ratio at 500 K is around 10, an order of
magnitude higher, which suggests that the capture time
in NiFe should be one order lower than that in pure Ni.
To further elucidate the influence of simulation time, we
have continued the simulation in the alloy case, until the
simulation time reaches the same order as that in pure Ni.
The results show that vacancy absorption occurs in one
case when we increase the simulation time to at least 0.1
s. Thus, the efficiency of vacancy absorption is slightly
influenced by the simulation time. The results support
that the vacancy is more difficult to be absorbed by the
dislocation in concentrated NiFe, even within the same
time scale.

The “dislocation bias” is one of the most important
factors contributing to the swelling phenomena in met-
als and alloys. There are also other mechanisms pro-
posed in the literature. For example, it is suggested
that the large difference between elastic relaxation vol-
umes of interstitials and vacancies could generate local
volumetric expansion, which may also lead to swelling
in systems with a high concentration of the interstitial-
type defects32. However, dislocation loops, which is the



6

majority of interstitial clusters formed under irradiation,
should be excluded from this consideration since they are
usually treated as a dislocation line with the correspond-
ing bias in interactions with vacancies and interstitials.
Such dislocation loop bias would depend on the loop size.
In this study, we focus on the conventional “dislocation
bias” that is described as a driving force for swelling in
most cases.
In the NiFe alloy, there are some vacancies can reach

the dislocation core region and be absorbed, as shown in
our kMC results. These events, due to the chemically-
biased diffusion, will lead to Ni segregation around these
dislocation segments by transporting Fe atoms out of the
core. The resulting local enrichment of Ni around the
dislocation region then may reduce further the flow of
vacancies to these segments, thus the defect–dislocation
interactions may become even weakened gradually.

V. CONCLUSION

Defect–dislocation interactions in concentrated NiFe
alloys are simulated and the results are compared to those
in pure Ni. Firstly, we show that the strain energy and
stress field around an edge dislocation are highly het-
erogeneous at different dislocation segments in NiFe al-
loys, in contrast to homogeneous distributions in pure
Ni. This variation in NiFe along the dislocation line is
related to the fluctuations in the dissociation distance

between the two partials, which is caused by local config-
urations due to chemical disorder. We further show that,
since the vacancy prefers to migrate through Fe sites due
to lower migration barriers, the vacancy can be trapped
away from the dislocation core most of the time. As a
result, the interaction between a vacancy and an edge
dislocation is relatively weak in NiFe. Although only
vacancy defects are considered, the heterogeneous inter-
action mechanisms reveal here should also be applicable
for interstitials. Thus our results indicate the ability of
dislocations to absorb point defects in concentrated NiFe
is reduced compared to that in pure Ni. Thus the effect
of ‘dislocation bias’ responsible for void swelling should
be suppressed, which leads to enhanced irradiation resis-
tance of concentrated alloys.
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29 Y. N. Osetsky, L. K. Béland, and R. E. Stoller, Acta
Materialia 115, 364 (2016).

30 S. Zhao, Y. Osetsky, and Y. Zhang, Acta Materialia 128,
391 (2017).

31 S. Zhao, G. Velisa, H. Xue, H. Bei, W. J. Weber, and
Y. Zhang, Acta Materialia 125, 231 (2017).

32 S. L. Dudarev, D. R. Mason, E. Tarleton, P.-W. Ma, and
A. E. Sand, Nuclear Fusion 58, 126002 (2018).


