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Quantum coherence and its dynamics in monolayer transition metal dichalcogenides (TMDs) are
essential information to fully control valley pseudospin for valleytronics applications. Experimental
understanding of coherence dephasing dynamics has been limited for excitons and largely unex-
plored for trions in monolayer TMDs. Here we use optical two-dimensional coherent spectroscopy
to measure the trion coherence dephasing time in monolayer MoSe2 by analyzing the homogeneous
linewidth. An intrinsic coherence time of 182 fs is extrapolated from the excitation density and
temperature dependence measurement. The results show that trion-trion and trion-phonon inter-
actions strongly affect the coherence dephasing time, while the intrinsic coherence time at zero
excitation and zero temperature is primarily limited by the pure dephasing due to defect states.
Our experiment also confirms optical two-dimensional coherent spectroscopy as a reliable technique
for studying valley quantum dynamics in two-dimensional layered materials.

I. INTRODUCTION

Monolayer transition metal dichalcogenides (TMDs),
as a class of semiconducting two-dimensional (2D)
crystals, have unique electronic and optical proper-
ties that can lead to novel applications in electronics,
optoelectronics1 and valleytronics2. In particular, the
ability to selectively address one of the nonequivalent K
valleys3 allows manipulation of the valley pseudospin de-
gree of freedom4 for valleytronics which aims to use valley
indices as carriers for information processing5–10. To re-
alize the full quantum control of the valley pseudospin
such that the pseudospin vector can be steered through-
out the entire Bloch sphere2, it is required to control
dynamics of not only valley population but also quan-
tum coherence which is a coherent superposition of two
states.

In general, a quantum state can be represented by a
density matrix in which the diagonal matrix elements are
associated with populations in each state, while the off-
diagonal matrix elements indicate quantum coherences.
Since the full information on a quantum system is en-
coded as matrix elements in the density matrix, manip-
ulating a quantum system for applications such as quan-
tum information processing11 must include off-diagonal
elements, thus quantum coherence. Moreover, quantum
coherence plays a crucial role in determining many prop-
erties and functionalities of various materials including
chemical and biological systems12. Experimentally con-
firmed understanding of quantum coherence in monolayer
TMDs is essential for engineering these materials to re-
alize potential applications.

Quantum coherence can be created by an optical ex-
citation of a laser pulse and generally decays over time,
which is referred to as dephasing or decoherence. Co-
herence dephasing processes are a critical part of car-
rier dynamics in semiconductors. Quantum dynamics
of carriers are characterized by two fundamental time

scales: population decay time T1 and coherence dephas-
ing time T2. These two time parameters are related
through 1

T2
= 1

2T1
+ 1

T∗

2
, where T ∗

2 is the pure dephas-

ing time due to processes other than population decay.
The upper limit on T2 is given by 2T1 in the case that
quantum coherence is lost only through population decay.
However, in semiconductors coherence dephasing time is
usually dominated by multiple pure dephasing processes.
Experimental measurement of T2 is essential to charac-
terize quantum coherence. The population decay time
T1 in monolayer TMDs has been studied in a variety of
time-resolved experiments13–21. Compared to T1, there
are two major differences in measuring T2. The experi-
ment must be a coherent process such as transient four-
wave mixing (TFWM) in which a coherence is generated
and measured. The coherence dephasing time can be re-
lated to the homogeneous linewidth Γ through T2 ∝ 1/Γ.
In an inhomogeneously broadened system, homogeneous
and inhomogeneous contributions in the linewidth must
be separated and measured.

Optical two-dimensional coherent spectroscopy
(2DCS)22,23 provides an effective tool to measure the
coherence dephasing time T2 through homogeneous
linewidth in an inhomogeneous system. The experiment
is based on a three-pulse TFWM process in which
a coherence is created and evolves. The dynamics
of the coherence can be retrieved from spectra even
in the presence of strong inhomogeneous broadening.
In a 2D spectrum, homogeneous and inhomogeneous
linewidths are separated and can be measured along the
cross-diagonal and diagonal directions24, respectively.
Optical 2DCS has been widely used to study various
systems such as atomic vapors25,26, photosynthetic
complexes27,28, and semiconductor quantum wells29–32

and dots33,34. More recently, utilizing optical 2DCS to
study monolayer TMDs has been pioneered by X. Li and
coauthors35–39. However, optical 2DCS measurements
on monolayer TMDs remain extremely challenging due
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FIG. 1: (a) PL spectra (solid lines) at various temperatures from 5 to 40 K and the laser spectrum (dashed line) used in 2DCS
measurements. The inset is an optical image of a MoSe2 monolayer. (b) A schematic of the 2DCS experiment in the box
geometry. The inset shows the time ordering of excitation pulses.

to weak third-order nonlinear signal from monolayer
samples.
In this letter, we report a 2DCS experiment on mono-

layer MoSe2 in which the coherence dephasing time T2 is
extracted from homogeneous linewidth for the trion res-
onance. Trions are charged excitons that can form in the
presence of excess charges40,41. In monolayer TMDs, tri-
ons have high binding energies42–44 which allow them to
form even at room temperature. Trions also significantly
influence optical and electronic properties of layered
TMDs, such as modifying the overall photoluminescence
(PL) spectrum43 and reducing the conductivity45. Exci-
tons and trions are coupled through relaxation, phonon-
excited upconversion46, and even coherent interaction47.
Their interplay has important implications in many ap-
plications. It is critical to understand both exciton
and trion dynamics. Trion formation48 and relaxation
dynamics49,50 in monolayer TMDs have been recently
studied using time-resolved techniques. Our 2DCS exper-
iment focuses on the coherence dephasing time of trions.
The homogeneous linewidth is extracted from 2D spec-
tra for different excitation densities and sample tempera-
tures to extrapolate the residual homogeneous linewidth
at zero excitation density and zero temperature. For a
monolayer MoSe2 sample, we obtained an residual homo-
geneous linewidth of Γ = 3.6± 0.04 meV, corresponding
to an intrinsic coherence dephasing time of T2 = 182± 2
fs.

II. EXPERIMENT AND RESULTS

Monolayer MoSe2 used in our measurements was syn-
thesized on a Si substrate by chemical-vapor-deposition
(CVD)51 and subsequently transferred to an anti-
reflection (AR) coated quartz plate. The transparent
substrate allows transmission measurements and the AR
coating reduces the scattering of excitation pulses to im-

prove the signal-to-noise ratio. Monolayer flakes are equi-
lateral triangles with size ranging from 10 to 100 µm, as
shown in Fig. 1(a). The sample was cooled in a liquid
helium cryostat for low temperature experiments. Prior
to 2DCS measurement, the PL spectra were taken with
a 532-nm excitation at different sample temperatures, as
shown in Fig. 1(a). The dominating feature at around
1620 meV corresponds to the trion resonance, while the
exciton peak at around 1655 meV is much weaker. Based
on the resonance energy revealed in the PL spectra, the
center of the laser spectrum (dashed line in Fig. 1(a)) is
tuned to 1620 meV for 2DCS measurements.

A non-colinear 2DCS approach22 with active phase
locking was used to acquire 2D spectra of monolayer
MoSe2. The experimental schematic is shown in Fig.
1(b). Briefly, three excitation pulses A∗, B, and C
with wave vectors −kA, kB, and kC converge onto the
sample and generate a TFWM signal in the direction
kS = −kA + kB + kC . In the time domain, the excita-
tion process by the pulse sequence in Fig. 1(c) can be
understood by modeling the trion resonance as an inho-
mogeneously broadened two-level system. For a two-level
system and the phase-matched direction kS , pulse A

∗ ex-
cites a coherence between the excited and ground states,
pulse B converts the coherence to a population and forms
a population grating, and pulse C scatters off the grat-
ing to give a TFWM signal. A 2D spectrum is obtained
by scanning τ and Fourier-transforming the signal with
respect to τ and t. Since the coherence generated by
pulse A∗ dephases during τ , the obtained 2D spectra con-
tain the coherence dephasing dynamics in cross-diagonal
linewidth24.

For a monolayer sample on a thick substrate (1-mm
quartz plate in our experiment), the third-order nonlinear
TFWM signal is usually overwhelmed by the scattering of
laser beams on the substrate, leading to a poor signal-to-
noise ratio (SNR). To overcome this difficulty, the quartz
plate is AR-coated to reduce the back reflection. More-
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FIG. 2: 2D spectra of the trion resonance in monolayer MoSe2 at a sample temperature of 5 K. The spectra are obtained at
an excitation density of (a) N = 6.5× 1011 cm−2, (b) N = 1.95× 1012 cm−2, and (c) N = 3.90× 1012 cm−2.

over, we implement a phase-cycling technique52 in which
the phases of pulses A∗ and B are toggled by liquid crys-
tal phase modulators such that a series of spectra can be
acquired to cancel out the background noise but not the
signal. This method significantly improves the SNR and
is essential to obtain reliable 2D spectra of monolayer
MoSe2.To ensure the acquired 2D spectra are indeed due
to the third-order nonlinear TFWM signal rather than
the linear scatter of laser beams, we measured the power
dependence of the signal to verify the nonlinear feature.

Typical 2D spectra of the trion resonance in monolayer
MoSe2 at 5 K are shown in Fig. 2 for three different exci-
tation densities. The spectral amplitude is plotted with
the maximum normalized to 1. The excitation density is
calculated from the pulse energy with a laser spot size
of 70 µm in diameter and an absorption of 10%. The
laser spectrum, as shown in Fig. 1(a) as the dashed line,
is tuned to the trion resonance but narrower than the
inhomogeneously broadened trion resonance. Generally
diagonal linewidth is determined by the inhomogeneous
broadening24, while in our experiment it is limited by
the laser spectrum. Homogeneous linewidth is associ-
ated with the cross-diagonal direction, as denoted by the
arrows in Fig. 2(c). As the excitation density increases,
the diagonal linewidth remains almost the same, while
the cross-diagonal linewdith increases indicating a faster
coherence dephasing due to the effect of excitation in-
duced dephasing (EID)53. Investigating the instrinsic ho-
mogeneous linewidth without the effect of EID requires
a power dependence measurement.

The homogeneous linewidth is extracted by analyzing
cross-diagonal slices. In our experiment, the analysis re-
quires to account for the finite pulse duration of exci-
tation pulses. In the cases where the time scale to be
measured is much longer than the laser pulse duration,
the pulse can be approximated with a Delta function and
the cross-diagonal slice can be fit with the square root
of a Lorentzian profile24 for a strongly inhomogeneously

broadened 2D spectrum. However, if the pulse duration
is comparable to the time scale of interest, which is the
case in this study, the Delta pulse approximation is no
longer valid and the resulting spectral shape is signifi-
cantly affected by the pulse duration in addition to the
sample response. The effects of a finite pulse duration in
2D spectral lineshape has been accounted for in theoret-
ical models54,55. Briefly, the finite pulse duration leads
to a modification of the square root Lorentzian profile
in cross-diagonal slices. We used this finite pulse model
to fit our spectra to extract the homogeneous linewidth
Γ. The model and fitting are described in Appendix
A. As an example, fitting of a cross-diagonal slice in
the 2D spectrum in Fig. 2(c) is shown in Fig. 3(a),
where the black and red lines are data and fit, respec-
tively. The fitting gives a homogeneous linewidth of
Γ = 4.50 ± 0.04 meV which corresponds to a coherence
time of T2 = 146 ± 2 fs. The timescale of measured
T2, which is comparable to the excitation pulse duration
(Gaussian width σ = 100 fs), confirms the requirement
to account for the finite pulse duration in analyzing the
spectra.

The 2D spectra in Fig. 2 demonstrate significant
effects of EID which leads to the broadening in ho-
mogeneous linewidth at higher excitation densities53.
To systematically study EID in monolayer MoSe2, the
2DCS measurement and linewidth analysis are repeated
with various laser powers to obtain the homogeneous
linewidths at different excitation densities. The homo-
geneous linewidths acquired at a sample temperature of
5 K are plotted in Fig. 3(b) for excitation densities across
about an order of magnitude (1011 ∼ 1012 cm−2). The
error bars represent standard deviations that are calcu-
lated from multiple measurements at each data point.
The measured homogeneous linewidth exhibits a linear
dependence on the excitation density. Thus we fit the
data with a linear function Γ = Γ0 + n · ΓEID, where Γ0

is the zero-excitation linewidth, n is the excitation den-
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FIG. 3: (a) A cross-diagonal slice (black) in 2D spectrum in Fig. 2(c) and the fit (red) based on the finite pulse model. (b)
The excitation density dependence of the measured homogeneous linewidth at 5 K. (c) The temperature dependence of the
extrapolated homogeneous linewidth at zero excitation density. The red lines are linear fits.

sity, and ΓEID is the rate of change in the homogeneous
linewidth with the excitation density. The fitting rou-
tine uses the instrumental weighting that accounts for
the error bars. The fit (red line) in Fig. 3(b) yields
Γ0 = 3.71± 0.04 meV and ΓEID = 1.5× 10−13 meV·cm2

for a sample temperature of 5 K. This observation indi-
cates the contribution of trion-trion interactions to the
coherence dephasing process in monolayer MoSe2.

Furthermore, we repeat the excitation density depen-
dence measurement for every increase of 5 K in tempera-
ture up to 35 K. The 2DCS signal starts to vanish and is
not measurable above 35 K. The data for temperatures
other than 5 K are included in Appendix B. The homo-
geneous linewidths at all measured temperatures show
a linear dependence on the excitation density, so they
are fit linearly to extrapolate the corresponding zero-
excitation linewidths which are plotted in Fig. 3(c). This
temperature dependence can be fit with a linear function
Γ0 = Γ00+Ts ·α, where Γ00 is the homogeneous linewidth
at zero temperature and zero excitation, Ts is the sample
temperature, and α is the rate of change in the zero-
excitation linewidth with the sample temperature. The
fit (red line) in Fig. 3(c) gives Γ00 = 3.60±0.04 meV and
α = 8.2 ± 1.6 µeV/K. The zero-excitation linewidth in-
creases with temperature, indicating that trion-phonon
interactions also contribute to the coherence dephasing
process in monolayer MoSe2. The linear dependence on
temperature suggests that the phonon interaction is pri-
marily due to acoustic phonons58. The rate of increase in
homogeneous linewidth due to the interaction with acous-
tic phonons is comparable to that of excitons in quan-
tum wells58 but is much smaller compared to excitons in
monolayer WSe2

35, MoS2
57, WS2 and MoSe2

59, indicat-
ing that the phonon interaction with trion is weaker than
exciton. We speculate that trions have stronger screening
effects compared to excitons. However, the exact mech-
anism of weaker interaction with phonon is not clear in
our experiment and can be an interesting topic for further
studies.

III. DISCUSSION

The excitation density and temperature dependence
data allow us to eliminate the effects of trion-trion
and trion-phonon interactions in the coherence dephas-
ing process by extrapolating a residual homogeneous
linewidth at zero excitation and zero temperature. The
obtained linewidth Γ00 = 3.60 ± 0.04 meV corresponds
to an intrinsic coherence dephasing time T2 = 182 ± 2
fs for the trion resonance in monolayer MoSe2. Sev-
eral experiments have been reported on directly mea-
suring the coherence dephasing time of excitons35,57 and
trions36,39 in monolayer TMDs by using either 2DCS or
time-integrated four-wave mixing. Their results along
with our current measurement are summarized in Table
I. The trion coherence time was previously measured at
a particular excitation density and a particular sample
temperature. For excitons, the excitation and temper-
ature dependence was studied to determine a coherence
dephasing time at a few hundred fs. Our measurement
of T2 on the trion resonance is at the same order of mag-
nitude but shorter than the measured T2 of excitons in
monolayer MoSe2. The measured coherence dephasing
time depends strongly on the excitation density and tem-
perature. The intrinsic T2 extrapolated from the depen-
dence data provides a direct comparison of effects on co-
herence due to intrinsic properties of the sample, such
as composition, defect level, and substrate. Moreover,
the rates of change in the homogeneous linewidth with
the excitation density and temperature reveal informa-
tion about exciton/trion interactions with exciton/trion
and with phonon. Our experiments along with the previ-
ous work35 demonstrate that 2DCS provides reliable and
systematic direct measurements of coherence dephasing
time in monolayer TMDs, making it possible for further
studies of microscopic mechanisms of coherence dephas-
ing processes and relevant material parameters.

At a finite excitation density and temperature, tion-
trion and trion-phonon interactions contribute to the
coherence dephasing process. They play a similar
role as exciton-exciton and exciton-phonon interactions
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TABLE I: The reported results of direct measurements of the coherence dephasing time in various monolayer TMDs.

Material Resonance T2 Temperature Excitation Method Reference

WSe2 Exciton 410± 50 fs zero zero 2DCS 35

WSe2 Exciton 279 fs 5 K ∼nJ/cm2 TIFWM 57

MoS2 Exciton 293 fs zero zero TIFWM 57

MoSe2 Exciton 394 fs 5 K ∼nJ/cm2 TIFWM 57

MoSe2 Trion 510± 70 fs 20 K ∼ µJ/cm2 2DCS 36,39

MoSe2 Trion 182± 2 fs zero zero 2DCS This work

for the exciton coherence dephasing, as previously
discussed35,57. However, there is a substantial resid-
ual homogeneous linewidth (about 80% of the largest
linewidth in our measurements) at zero excitation and
zero temperature, indicating an intrinsic coherence de-
phasing time that is independent of the pure dephas-
ing caused by trion-trion and trion-phonon interactions.
Considering that the upper limit on the coherence de-
phasing time is set by 2T1 when there is no pure de-
phasing process (i.e. 1/T ∗

2 = 0), the intrinsic coher-
ence dephasing time is mostly determined by the pop-
ulation decay. Previous homogeneous linewidth studies
on excitons in WSe2

35, MoSe2 and WS2
59 have confirmed

the limiting role of T1, while the responsible population
decay is attributed to different microscopic processes in
tungsten- and molybdenum-based TMDs. In WSe2 and
MoSe2, the limiting process is the radiative decay35,59,
while the decay into dark excitonic states59 is the de-
termining mechanism in WS2. It was also shown that
the radiative decay does not introduce additional pure
dephasing since the residual homogeneous linewidth was
measured exactly half the population decay rate in WSe2.
To understand the microscopic origin of the intrinsic co-
herence dephasing time of trion in monolayer MoSe2, we
compare the present T2 measurement to the pump-probe
data49 of the trion population decay dynamics in MoSe2.
As we previously reported49, the trion population dis-
plays a bi-exponential decay and the fast decay process
is attributed to the population trapping by defect states
assisted by Auger scattering. The fast decay time at a
low excitation density (1.8×1012 cm−2) and temperature
(10 K) is about 6 ps which is much longer than the mea-
sured intrinsic coherence dephasing time. This suggests
that the trapping by defect states leads to not only a fast
population decay but also an even faster pure dephasing
of coherence which determines the intrinsic coherence de-
phasing time of trion in monolayer MoSe2. This pure de-
phasing process could be the coherence loss due to trion
scattering with defect states before the trions are trapped
by defects. Since defect states significantly affect the pop-
ulation decay time and coherence dephasing time, both
timescales can be potentially manipulated by engineering
defects60 in monolayer TMDs.

IV. SUMMARY

In summary, we have measured the coherence dephas-
ing time of trions in monolayer MoSe2 by using optical
2DCS. The measurements were taken at various excita-
tion densities and sample temperatures. The excitation
and temperature dependence reveals that trion-trion and
trion-phonon interactions have significant influence on
the coherence dephasing dynamics. We further extrapo-
lated the intrinsic coherence time at zero excitation and
zero temperature and found it is not limited by the pop-
ulation decay time. It is suggested that additional pure
dephasing introduced by scattering of defect states is the
limiting mechanism for the intrinsic dephasing time of
trions in monolayer MoSe2. So defect engineering could
modify the trion dynamics in monolayer TMDs. The
measured intrinsic coherence time here is specific to our
particular sample which happens to be heavily doped.
The valley coherence dynamics are strongly dependent on
sample parameters such as impurity level, defects, sub-
strate, and strain. Our experiment demonstrated optical
2DCS as a reliable technique for systematic studies of
quantum coherence dynamics in 2D materials and de-
pendence of quantum coherence on various material pa-
rameters.
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Appendix A: Fitting a cross-diagonal slice

This appendix briefly discusses how a cross-diagonal
slice of a 2D spectrum is fit when the coherence dephasing
time is on the same order as the pulse duration. In order
to simplify the calculation, only the case of a two-level
system with ground state |0〉 and excited state |1〉 is con-
sidered. A detailed treatment can be found in Refs54,55.
The discussion here is adapted from54.
Starting with a semi-classical model and solving the

optical Bloch equation perturbatively yields the n-th or-
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der density matrix element

ρ
(n)
ij (t) = − i

h̄

∫ t

−∞
[V̂ (t′), ρ̂(n−1)]ije

−iΩij(t−t′)dt′ (A1)

where i, j = 0, 1, and

Ωij =

{

ωij − iΓ if i 6= j

−iγ if i = j
(A2)

with ωij being the transition frequncy, Γ being the coher-
ence dephasing rate, and γ being the population decay
rate. The interaction Hamiltonian V (t) contains the elec-
tric field and is given as

V (t) = −µ01[E(t)ei(k·r−ωt) + c.c.] (A3)

with the transition dipole moment µ01, the slowly varying
envelope of the electric field E(t), the wave vector k, and
the carrier frequency ω.
Assuming that the pulses have transform limited Gaus-

sian shape which is a good approximation to the exper-
imental pulse shape, the electric field envelope for each
pulse is written as

Ei(t) =
E0

i√
2πσ

e−
(t−ti)

2

2σ2 i = A,B,C (A4)

with σ being expressed through the intensity duration
FWHM ∆tFWHM = 2

√

ln(2)σ and the ti being the ar-
rival times of the different pulses. Plugging in the pulse
shapes and selecting only the signal in the phase-matched
direction kS = −kA + kB + kC , equation (A1) gives

ρ
(3)
01 (t) ∝µ3

01

∫ t

−∞
dt′′′e−

(t′′′)2

2σ2 e(iω01−Γ)(t−t′′′)

×
∫ t′′′

−∞
dt′′e−

(t′′+T )2

2σ2 e−γ(t′′′−t′′)

×
∫ t′′

−∞
dt′e−

(t′+T−τ)2

2σ2 e(−iω01−Γ)(t′′−t′) (A5)

Since only the relative arrival times matter in terms of
the material response, the pulse arrival times have been
replaced with the time-delays. The delays are defined as
τ = tB − tA, T = tC − tB and t = t − tC where t is the
emission time of the signal and the ti correspond to the
arrival time of pulse i. Performing a Fourier-transform
along the t and τ direction yields the response function
in the 2D frequency domain

S(ωτ , ωt) =
S0

(
√
2πσ)3

[1 + erf(
T + iσ2(ωτ + ωt − 2γ)

2σ
)]

× i

(ωτ − ω0) + iΓ
× i

(ωt − ω0) + iΓ

×e−γT e−
σ2(ωτ−γ)2

2 e−
σ2(ωt−γ)2

2 e−
σ2ω2

τ
2 , (A6)

where ωτ and ωt are the absorption and emission fre-
quencies, ω0 is the central frequency of the resonance,
S0 is the amplitude, and the error function is defined as

erf(x) = 1√
π

∫ x

−∞ e−t2dt. Since T = 0 in all experiments

presented, the equation can be written as

S(ωτ , ωt) =
S0

(
√
2πσ)3

[1 + erf(
iσ2(ωτ + ωt − 2γ)

2σ
)]

× i

(ωτ − ω0) + iΓ
× i

(ωt − ω0) + iΓ

×e−
σ2(ωτ−γ)2

2 e−
σ2(ωt−γ)2

2 e−
σ2ω2

τ
2 . (A7)

The effect of excitation with a finite pulse compared
to excitation with a Delta pulse can be understood in
the frquency domain as bandwidth limitation. While a
Delta pulse contains equal spectral power for arbitrar-
ily high and low frequencies, a finite pulse has a certain
bandwidth, which is typically non-uniform in the spec-
tral domain. The finite pulse effect is mathematically
described by the convolution integral between the signal
shape and the excitation pulse shape.

In order to fit a cross-diagonal slice, the full
dataset is interpolated to a 2D matrix. The cross-
diagonal slice through the resonance energy at point
(1620meV, 1620meV) is taken from a 2D spectrum and
fit to equation (A7). The fitting parameters are the sig-
nal amplitude S0, the resonance frequency ω10 = −ω01,
the population decay rate γ, and the coherence dephas-
ing rate Γ. Furthermore we include an offset in the fit-
ting which is due to the experimental background being
nonzero and does not appear in equation (A7).

Appendix B: Excitation density dependence of

homogeneous linewdith at various temperatures

In addtion to the excitation density dependence of ho-
mogeneous linewidth at a temperature of 5 K, as shown in
Fig. 3(b) in the main text, similar measurments are done
for every increase of 5 K up to 35 K. The results for other
temperatures are shown in Fig. 4. The data points are
obtained from arithmetically averaging the homogeneous
linewidth extracted from five or more independent mea-
surements. The error bars are the corresponding stan-
dard deviations and are used in the linear fit as instru-
mental weights on the data points.

The homogeneous linewidth increases linearly with the
excitation density at all temperatures. The data are
fit to a linear function to extrapolate the homogeneous
linewidths at zero excitation density. The obtained fit-
ting parameters for all temperatures are plotted in Fig.
3(c) to extrapolate the homogeneous linewidth at zero
excitation and zero temperature.
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FIG. 4: Excitation density dependence of the homogeneous linewidth at various temperatures. The extrapolated homogeneous
linewidths at zero excitation density are used in Figure 3(c) in the main text. The red lines are linear fit.
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