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Solid-state sodium electrolytes are expected to improve next-generation batteries on the basis of
favorable energy-density and reduced cost. Na3SbS4 represents a new solid-state ion conductor with
high ionic conductivities in the mS/cm range. Here, we explore the tetragonal phase of Na3SbS4

and its interface with metallic sodium anode using a combination of experiments and first-principles
calculations. The computed Na-ion vacancy migration energies of 0.1 eV are smaller than the
value inferred from experiment, suggesting that grain boundaries or other factors dominate the
experimental systems. Analysis of symmetric cells of the electrolyte – Na/Na3SbS4/Na – show that
a conductive solid electrolyte interphase forms. Computer simulations infer that the interface is
likely to be related to Na3SbS3, involving the conversion of the tetrahedral SbS3−

4 ions of the bulk
electrolyte into trigonal pyramidal SbS3−

3 ions at the interface.

I. INTRODUCTION

Recent efforts to improve energy storage technology
has driven renewed interest in the detailed study of elec-
trolyte materials in terms of their ion conduction mech-
anisms and in terms of their interfaces with electrodes.
In the present combined experimental and computational
study, we focus on an exemplary system, Na3SbS4, which
is a promising electrolyte for all solid state Na-ion batter-
ies, recently identified by three independent groups.1–4

Na3SbS4 comes from a family of structurally and
chemically related materials based on Na3PS4 reported
by Hayashi et al.5 The family, which includes Na3PS4,
Na3PSe4, Na3SbS4, and Na3SbSe4, has been the fo-
cus of several studies.1–11 While the family of materi-
als is characterized by tetragonal-to-cubic phase transi-
tions, the authors conclude that high ionic conductivity
is attributed to Na-ion vacancy hopping between nearest
neighbor sites along the crystallographic axes. Appar-
ently, the geometry of low barrier ionic hopping found in
these materials is consistent with the “design principle”
found in other superionic conducting materials where ion
diffusion was found to be superior in anion sublattices
having bcc-like frameworks.12 Within this family of ma-
terials, Na3SbS4 stands out in terms of its high ionic
conductivity of 1-3 mS/cm at 25 oC, favorable synthesis,
chemical stability in air, and compatability with a Na
metal anode.1–4

In the present paper, we extend the experimental in-
vestigation reported in Ref. 1 and use first principles
computer modeling methods to examine details of the
tetragonal phase of Na3SbS4. The focus of this study is
on determining mechanisms of Na-ion migration and on
developing models of interfaces with Na metal. We also
examine the related material Na3SbS3 which has been
shown to exhibit ionic conductivity,13 and which may
form at the Na3SbS4/Na interface.

II. METHODS

A. Experimental methods

1. Synthesis of tetragonal Na3SbS4

The synthesis of Na3SbS4 was based on previous work
at Oak Ridge National Laboratory.1 In short, 4 g of
Na3SbS4·9H2O (Schlippe’s salt from Pfaltz & Bauer) was
ball milled with a Y-ZrO2 balls (3 and 5 mm) for 5 min-
utes using a 8000M SPEX Mixer/Mill. The powder was
then sifted and transferred to a drying vessel, evacuated
on a Schlenk line, and heated under vacuum to 150 oC for
1 hour using a ramp rate of 5 oC/min. The final powder
was transferred to an Argon-filled glove box for further
processing.

2. Structural and Compositional Characterization

Identification of the crystalline phase for Na3SbS4 was
conducted on a PANalytical Xpert Pro Powder Diffrac-
tometer with Cu Kα radiation (λ = 1.54056 Å). All sam-
ples were prepared in a glovebox and the quartz slides
were sealed with Kapton R© films. Scanning electron mi-
croscopy (SEM) images were collected on a field-emission
scanning electron microscope (SEM, Zeiss Merlin) at an
acceleration voltage of 10.0 kV equipped with a custom-
designed stage for handling air-sensitive materials such as
metallic sodium.14 Energy-dispersive X-ray spectroscopy
(EDS) elemental mappings were completed with a Bruker
EDS system at an acceleration voltage of 15.0 kV.

3. Electrochemical characterization

All samples were prepared for electrochemical mea-
surements in an Argon-filled glove box. Tetragonal
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Na3SbS4 was cold-pressed at 300 MPa in an airtight cell
designed by our group with Al/C blocking electrodes for
all electrochemical impedance spectroscopy (EIS) mea-
surements (Bio-Logic, VSP). EIS measurements were
measured between 1 mHz and 1 MHz with an amplitude
of 100.0 mV in a temperature-controlled chamber. For
Arrhenius measurements, the temperature control cham-
ber was ramped from 10 to 110 oC and allowed to equi-
librate for 2 hours before EIS measurements were col-
lected. The activation energy (Ea) was calculated from
the formula

σ =
C

T
e−Ea/kT , (1)

where C denotes a temperature independent constant,
k represents the Boltzmann constant, T represent the
temperature (in Kelvin) and Ea denotes the activation
energy. This formula, which is presented in several
textbooks and review articles,15–17 is based on near-
equilibrium transport theory which relates the conductiv-
ity to the diffusion coefficient using the Nernst-Einstein
relationship and the assumption of an Arrhenius tem-
perature dependence of the the diffusion constant. The
simple exponential form of σ = σ0e−E

′
a/kT is also seen

in the literature. However, since the simple exponential
form is slightly less well-motivated by basic principles,
we choose to use Eq. (1) instead.

Symmetric Na/Na3SbS4/Na cells were constructed by
cold-pressing tetragonal Na3SbS4 at 300 MPa and care-
fully affixing two polished metallic sodium foils (Sigma
Aldrich) to each side of the pellet in a Swagelok R© cell.
The symmetric cells were cycled at a current density of
0.1 mA/cm2 for 40 cycles (30 minutes for each polar-
ity). The interface between metallic sodium and tetrago-
nal Na3SbS4 was analyzed with SEM/EDS analysis after
fracturing the solid electrolyte pellets.

B. Computational methods

The computational methods used in this work are
based on density functional theory (DFT),18,19 imple-
mented by the projected augmented wave (PAW)20

formalism. The PAW basis and projector functions
were generated by the ATOMPAW21 code and used
in QUANTUM ESPRESSO22 package. Visualizations
of the crystal structures were constructed using the
XCrySDEN,23,24 VESTA25 software packages.

The exchange correlation function is approximated
using the local-density approximation (LDA).26 The
choice of LDA functional was made based on previous
investigations27–32 of similar materials which showed that
the simulations are in good agreement with experiment,
especially the fractional lattice parameters, the vibra-
tional frequencies, and heats of formation. The simu-
lated magnitudes of the lattice parameters, when sys-
tematically scaled by a factor of 1.02, are also in good
agreement with experiment.

The partial densities of states were calculated from he
expression

Na(E) =
∑
nk

WkQ
a
nkδ(E − Enk), (2)

as described in previous work.31,33 Here a denotes an
atomic site, Wk denotes the Brillouin zone sampling
weight factor for wave vector k, and Enk denotes the
band energy for band index n and wave vector k. In prac-
tice, the δ function is represented by a Gaussian smooth-
ing function with a width of 0.14 eV. For each eigen-
state nk and atomic site a, the local density of states
factor Qank is given by the charge within the augmenta-
tion sphere of radius rac which can be well approximated
by

Qank ≈
∑
ij

〈Ψ̃nk|panilimi
〉〈panj limi

|Ψ̃nk〉qanili;nj liδlilj , (3)

in terms of the radial integrals

qanili;nj li ≡
∫ rac

0

dr ϕanili(r)ϕ
a
nj lj (r). (4)

In these expressions, |Ψ̃nk〉 represents a pseudo-
wavefunction, |p̃anilimi

〉 represents a PAW atomic pro-
jector function localized within the augmentation sphere
about atomic site a and characterized with radial and
spherical harmonic indices nilimi.

20,21,34 The function
ϕanili

(r) represents the corresponding all-electron radial
basis function. The augmentation radii used in this work
are rNa

c = 1.7, rSbc = 2.4, and rSc = 1.7 in bohr units.
The reported partial densities of states, 〈Na(E)〉, are av-
eraged over sites of each type a.

The calculations were well converged with plane wave
expansions of the wave function including |k+G|2 ≤ 64
bohr−2. The Brillouin zone integrals were evaluated by
using uniform sampling volumes of 0.001 Å−3 or smaller.

Simulation of Na-ion migration were performed at
constant volume in supercells constructed from the op-
timized conventional cells. In modeling charged defects
of Na-ion vacancies, the system was assumed to re-
main electrically insulating and a uniform background
charge was added in order to evaluate the electro-
static interactions. The minimum energy path for Na-
ion migration was estimated using the “nudged elastic
band” (NEB) method35–37 as programmed in the QUAN-
TUM ESPRESSO package, using 5 images between each
metastable configuration. For each minimum energy
path, the migration energy, Em was determined as the en-
ergy difference between the lowest and highest energy of
the path. For systems having appreciable concentrations
of vacancies considered here, a reasonable approximation
to the calculated activation energy could be determined
from Ecalca ≈ Em to be compared with the experimental
activation energy determined from Eq. (1). Simulation
cells for vacancy migration in Na3SbS4 were based on
2×2×2 replicas of its bulk lattice while for Na3SbS3 the
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simulations cells were 1× 2× 2 replicas of its bulk lattice
(in order to keep the calculations within a manageable
range).

Simulations of surfaces and interfaces were performed
using supercells in a slab geometry. The surface and in-
terface energies were found to converge within 5-7 layers
of electrolyte. The surface energy of the electrolyte rela-
tive to vacuum could be calculated using slab simulations
from the relationship

γ =
Eslab −NEbulk

2A
. (5)

Here Eslab denotes the total energy of the supercell con-
taining N formula units of of electrolyte and a vacuum
region of at least 15 Å with a total slab area of 2A. Ebulk

denotes the total energy per formula unit of the bulk
material. Simulations of idealized interfaces of Na3SbS4

with Na metal were carried out in supercells containing
5-7 layers of electrolyte and 4 or more layers of Na. The
simulation cells within the interface planes were fixed at
the ideal electrolyte dimensions while all atom positions
and the cell dimensions normal to the interfaces were op-
timized.

III. RESULTS

A. Structures and energies

1. Structure of tetragonal Na3SbS4

The room temperature phase of Na3SbS4 has been
determined1–3 to have a tetragonal structure with space
group P 4̄21c (No. 114).38 Figure 1 shows a ball and stick
diagram of the structure. Table I lists the computed op-
timized lattice parameters and fractional atomic coordi-
nates in comparison with measured results reported in re-
cent literature. It is interesting to note that, although the
three independent groups used different synthesis meth-
ods with different precursors and different furnace tem-
peratures, the resulting product cooled to room temper-
ature had essentially the same structure. The synthesis
reported in Ref. 1 and in the present work used the pre-
cursor Na3SbS4·9H2O (Schilippe’s salt) with a processing
temperature of 150 oC under vacuum. The synthesis re-
ported in Ref. 2 used the precursors Na2S, Sb2S3, and
S and a processing temperature of 550 oC. The synthesis
reported in Refs. 3 and 4 used elemental precursors of
Na, Sb, and S and a processing temperature of 700 oC.
The computed optimized latticed constants, scaled by
the 1.02 factor to compensate for the LDA error, agrees
with the room temperature experimental values within
0.07 Å and the fractional coordinates of the atomic po-
sitions agree within 0.01. There are two inequivalent Na-
ion sites which we denote as Naa and Nad in accordance
with their Wyckoff labels.

As a further comparison, Fig. 2 shows the X-ray
data measured at room temperature for Na3SbS4 in the

FIG. 1. Ball and stick model of Na3SbS4 in the tetragonal
P 4̄21c structure, using black and orange balls to indicate Sb
and S sites, respectively. Inequivalent Na sites are indicated
with blue and white balls. The red arrows illustrate possible
vacancy migration paths between neighboring a and d sites,
while the green arrows illustrate possible vacancy migration
paths between neighboring d sites.

TABLE I. Lattice parameters and fractional coordinates for
crystalline Na3SbS4 with space group P 4̄21c (No. 114).

Lattice constant a (Å) 7.09a

7.16b

7.15c

7.16d

Lattice constant c (Å) 7.25a

7.29b

7.28c

7.29d

Fractional coordinate of Sb (2b) (0, 0, 1
2
)a,b,c,d

Fractional coordinate of S (8e) (0.29, 0.33, 0.19)a

(0.29, 0.33, 0.18)b

(0.30, 0.33, 0.18)c

(0.29, 0.33, 0.19)d

Fractional coordinate of Naa (2a) (0, 0, 0)a,b,c,d

Fractional coordinate of Nad (4d) (0, 1
2
, 0.44)a

(0, 1
2
, 0.44)b

(0, 1
2
, 0.43)c

(0, 1
2
, 0.44)d

a Simulation results; lattice constants scaled by 1.02.
b Experiment from Ref. 1.
c Experiment from Ref. 2, after shifting fractional coordinates by
(0, 0, 1

2
).

d Experiment from Ref. 3.
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FIG. 2. Comparison of X-ray diffraction measurements and
simulations for Na3SbS4 for the diffraction wavelength of
λ = 1.54056 Å. The X-ray patterns were scaled to a maxi-
mum amplitude of 2 (abitrary units) for the peak intensity
at 2θ = 17.4o. The calculated results were generated from
those reported in Table I. The neutron results were gener-
ated from the lattice parameters and fractional coordinates
fit to neutron diffraction data, as reported in Ref. 1.

present work together with simulated spectra generated
from Mercury software39 from the lattice parameters fit
to neutron diffraction experiments reported in Ref. 1
and from the computed structure. Even though the neu-
tron fitted results find a fractional occupancy (91%) for
Naa site, the calculated structure with full occupancy
shows neglible effects on the generated X-ray pattern
at this wavelength, showing excellent agreement between
the calculated and measured results.

2. Structure of cubic Na3SbS3

A related ionic conducting material is Na3SbS3 has
been reported in the literature.13 It has a cubic structure
with the space group P213 (No. 198),38 as shown in Fig.
3. Table II lists the computed optimized lattice parame-
ters (scaled by the 1.02 factor to compensate for the LDA
error) and the fractional atomic coordinates, in compar-
ison with measured results and again the agreement is
quite good. Interestingly, Na3SbS3 is characterized by
trigonal pyramidal SbS3 units in contrast to the tetrahe-
dral SbS4 units of the Na3SbS4 structure.

3. Energies and partial densities of states

From differences in the total electronic energies of the
computed optimized structures, it is possible to make a
rough estimate reaction energies of Na3SbS4 itself and
with metallic Na as “reactants” (Ri) into various decom-

FIG. 3. Ball and stick model of Na3SbS3 in its P213 crystal
structure, using black and orange balls to indicate Sb and S
sites, respectively. Inequivalent Na sites are indicated with
bright blue, pale blue, and white balls. The violet arrows
illustrate possible vacancy migration paths between nearest
neighbor Na ions on alternating a1 and a2 sites.

TABLE II. Lattice parameters and fractional coordinates for
crystalline Na3SbS3 with space group P213 (No. 198).

Lattice constant a (Å) 8.57a

8.64b

Fractional coordinate of Sb (4a) (0.29, 0.29, 0.29)a

(0.28, 0.28, 0.28)b

Fractional coordinate of S (12b) (0.01, 0.25, 0.36)a

(0.02, 0.25, 0.36)b

Fractional coordinate of Naa3 (4a) (0.82 0.82, 0.82)a

(0.83, 0.83, 0.83)b

Fractional coordinate of Naa2 (4a) (0.57 0.57, 0.57)a

(0.57, 0.57, 0.57)b

Fractional coordinate of Naa1 (4a) (0.06 0.06, 0.06)a

(0.06, 0.06, 0.06)b

a Simulation results; lattice constants scaled by 1.02.
b Experiment from Ref. 13

position “products” (Pj)∑
i

Ri →
∑
j

Pj + ∆E. (6)

Here a positive value of ∆E corresponds to exothermic
energy release. The reaction energies estimated in this
way are expected to give qualitative information, since
entropy and other finite temperature effects are not taken
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TABLE III. Reaction energies estimatated from calculated
ground state total energies according to Eq. 6.

Reaction ∆E (eV)
Na3SbS4 → Na3SbS3 + S 0.0
Na3SbS4 + 2Na→ Na3SbS3 + Na2S 3.4
Na3SbS4 + 8Na→ Na3Sb + 4Na2S 9.0

into account. The results are summarized in Table III.
For example, the results listed in Table III show that
the total energies of Na3SbS4 and Na3SbS3 plus S in its
ground state,40 have approximately the same energy. An-
other question of interest is how Na3SbS4 may react with
metallic Na in its body-centered-cubic ground state. We
find that the combination of one formula unit of Na3SbS4

and two formula units of Na can form Na3SbS3 and Na2S
with an exothermic energy release of 3.4 eV. Here we as-
sume that Na2S takes the cubic antifluorite structure.41

Reacting one formula unit of Na3SbS4 with eight formula
units of Na results in a further decomposition into four
formula units of Na2S plus one formula unit of Na3Sb,
which forms in a hexagonal structure,42 with an exother-
mic energy release of 9.0 eV. This apparent reactivity
of the electrolyte/anode system has been seen in other
sulfur containing electrolytes.43 It is our experience that
similar systems may be stabilized either by the presence
of kinetic barriers at the surface which prevent the reac-
tion from occurring or by the formation of surface buffer
layers which protect the system from decomposition.

The partial densities of states plots give qualitative in-
formation about the electronic structures as shown in
Fig. 4, comparing 〈Na(E)〉 curves for Na3SbS4 with
those of Na3SbS3 and Na2S. The partial densities of
states curves of Na3SbS4 show that while nominally Sb
has a formal charge of +5 in donating its valence elec-
trons to S, a more realistic description involves covalent
bonding between Sb and S. The contributions of Sb be-
low the top of the valence band correspond to the bond-
ing combinations of Sb and S states, while antibonding
combinations comprise the conduction bands. Interest-
ingly, the conduction bands of Na3SbS4 are split into two
sub bands, the lower band corresponding to antibond-
ing states of S with the 5s states of Sb and the upper
band corresponding to antibonding states of S with the
5p states of Sb. A similar pattern for the 〈Na(E)〉 curves
is found for the bonding and antibonding valence states
associated with Sn and S in Li4SnS4.44 By contrast, for
Na3SbS3, the formal charge of Sb is +3. This is reflected
in the 〈Na(E)〉 curves which show that both the bond-
ing and antibonding states of S with the 5s states of Sb
are within the valence band, and the conduction bands
contain the antibonding states of S with the 5p states of
Sb. For comparison, the partial densities of states curves
for Na2S are dominated by the filled 3p states of S.

FIG. 4. Partial densities of states for the ground state struc-
tures of Na3SbS4, Na3SbS3, and Na2S. The zero of energy in
these plots is taken as the top of the valence band of each
material.

B. Mechanisms for Na-ion migration

1. Na-ion migration in Na3SbS4

The consensus in the literature1–4,7–11 concerning Na-
ion migration mechanisms in the Na3SbS4 family of ma-
terials is that Na-ion vacancies are important. For exam-
ple, Ref. 1 reports a conductivity of 1 mS/cm at room
temperature and their diffraction analysis indicates 9%
Na-ion vacancies in their sample. Consistent with with
this previous work, our NEB simulations find that Na-ion
vacancy diffusion along the a or b axes is very efficient
with a migration barrier of Em = 0.06 eV. Na-ion vacancy
diffusion along the c axis is also efficient with a barrier
of Em = 0.08 eV. The corresponding energy path dia-
grams are given in Fig. 5, generated within the nudged
elastic band approach for Na-ion vacancy migration near
the crystallographic directions. For a sample with a na-
tive population of vacancies, this analysis implies that
calculated activation energy for this system should be
Ecalca = Em = 0.1 eV. The experimental measurements
of conductivity versus temperature for this system are
shown in Fig. 6 where the experimental activation en-
ergy determined by fitting the conductivity data to Eq.
(1) is found to be Eexpa = 0.3 eV.45 The descrepancy be-
tween the calculated and experimental estimates of the
activation energy, is outside the expected error of the
NEB approximation of ±0.1 eV. The model calculations
are performed on ideal single crystals assumed to have a
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FIG. 5. Computed energy path diagram for Na-ion vacancy
migrations in Na3SbS4 corresponding to the nearest neighbor
hops indicated in Fig. 1 for migration along the a or b axes
(red symbols and line) and along the c axis (green symbols
and line). The symbols represent directly calculated config-
urations while the lines are smooth interpolations between
NEB images. The zero of energy is set at the energy of a
Na-ion vacancy at a Naa site.

FIG. 6. Plot of experimentally measured values of log(σT )
(left, filled symbols and lines) and log σ (right, open symbols)
versus 1000/T where σ is given in units of S/cm and T is
given in units of Kelvin for Na3SbS4 (black symbols from
present work) and Na3SbS3 (red symbols from Ref. 13). Lines
represent least squares fits to the log(σT ) data. The values of
the activation energies Eexp

a as determined from the fits are
indicated.

native population of Na-ion vacancies, while the exper-
iments are performed with nano and micro sized parti-
cles cold-pressed to form pellets. The descrepancy could
perhaps be attributed to the energetic contributions of
Na-ion vacancy formation or the effects grain boundaries
resistance for example.

FIG. 7. Computed energy path diagram for Na-ion vacancy
migrations in bulk Na3SbS3 corresponding to nearest neigh-
bor hops between Naa1 and Naa2 sites. The symbols represent
directly calculated configurations while the lines are smooth
interpolations between NEB images. The zero of energy is set
at the energy of a Na-ion vacancy at a Naa3 site.

2. Na-ion migration in Na3SbS3

We also considered vacancy migration within bulk
Na3SbS3. In this material, the most stable vacancy site
is found to be at the Naa3 site. Relative to the Naa3
vacancy configuration, vacancies at the Naa1 and Naa2
sites were found to have energies of 0.26 and 0.40 eV,
respectively. We find that the most efficient vacancy mi-
gration for this material occurs between the Naa1 and
Naa2 sites as defined in Fig. 3 and Table II. The cor-
responding energy path diagram is shown in Fig. 7.
For the ideal lattice, it is possible to traverse the crys-
tal hopping alternately between these two sites, with a
net migration barrier of Em = 0.4 eV. Hops involving
vacancies at Naa3 sites were found to increase the mi-
gration barriers to approximately 1 eV. Therefore, for
a sample of Na3SbS3 containing an appreciable popu-
lation of Na-ion vacancies, the calculations predict the
activation energy to be Ecalca = Em = 0.4 eV. The mea-
sured activation energy which is shown in Fig. 6, replot-
ted from the experimental results of Ref. 13 using the
Nernst-Einstein form of Eq. (1), is Eexpa = 0.5 eV. As
in the case of Na3SbS4, the calculated activation energy
for the idealized system underestimates the experimental
results. However, both the simulation and experimental
results suggest that Na3SbS3 is a viable ionic conductor
even though its conductivity value is significantly smaller
and activation energy significantly higher than that of
Na3SbS4.

C. Surfaces and interfaces

One of the important potential advantages of solid elec-
trolytes in battery technology is their stability especially
with respect to electrode materials. For the present sys-
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FIG. 8. Experimentally measured voltage versus time plot
for a Na/Na3SbS4/Na symmetric cell cycled 40 times with a
current density of 0.1 mA/cm2 and holding the positive and
negative voltages for 30 minutes.

tem, we investigated the properties of the interface of
Na3SbS4 and Na metal within a Na/Na3SbS4/Na sym-
metric cell. Fig. 8 shows the voltage versus time plot for
40 cycles of the symmetric cell using a current density
of 0.1 mA/cm2 and a cycle time of 30 minutes for each
positive or negative polarization. The room-temperature
ionic conductivity in this symmetric cell was found to be
0.6 and 0.7 mS/cm for DC and AC measurements, respec-
tively. The corresponding AC conductivity for tetragonal
Na3SbS4 with Al/C blocking electrodes was found to be
0.8 mS/cm at 25 oC. This value is slightly less than the
value of 1 mS/cm found for this material in a earlier
preparation,1 showing some sensitivity of the ionic con-
ductivity to sample preparation. Following the 40 cycles,
the symmetric cell was prepared for SEM and EDS anal-
ysis. Additional symmetric cells were allowed to cycle
for greater than 300 cycles under the same conditions,
achieving similar low interfacial resistance between the
metallic sodium anode and the Na3SbS4 solid electrolyte.
Fig. 9 shows a micrograph of the resulting interface and
the corresponding elemental analysis of the system. From
this figure, it is evident that a solid electrolyte interphase
(SEI) region forms at the interface, appearing at this
magnification with a granular morphology.

Atomic scale modeling can be used to first determine
likely surface terminations of the electrolyte particles.
Ideal surfaces for Na3SbS4 were investigated for surface
normals in the (100), (001), and (110) directions, finding
surface energies of γ = 0.022, 0.022, and 0.020 eV/Å2,
respectively, according to Eq. (5). The (110) surface en-
ergy depends slightly on the arrangement of the Na ion
on the outer layer, however, these results suggest that
all of these low index surfaces are approximately equally
likely to form.

We also used computer modeling methods to study
Na3SbS4/Na interfaces based on various electrolyte ori-
entations and initial Na configurations. In all configura-
tions considered, we found that metallic Na breaks Sb−S
bonds, typically forming trigonal pyramidal SbS3−

3 and
Na2S groups at the interface. Figure 10 shows an exam-
ple of a Na3SbS4/Na interface with the interface normal
along the (001) axis of the the electrolyte. The optimized
configuration shown in Fig. 10(a) is meta-stable but very
sensitive to variations in the Na positions. In this case,
two of the outer layers of the electrolyte have tetrahe-

dral SbS3−
4 ions converted into trigonal pyramidal SbS3−

3

ions, with excess Na2S forming at the outer layer of the
interface. The partial density of states analysis shows
that the interior of the electrolyte in this case has the
same distribution as the bulk while the partial density
of states corresponding to the interface layers reflect the
altered electronic structure similar to that of crystalline
Na3SbS3 as shown in Fig. 4. The Fermi level of the
system is set by the metallic Na layers and lies within
the band gap of the electrolyte, as is necessary for the
electrolyte to perform its function of excluding electrons.

Another example of an interface model can be con-
structed with the interface normal oriented along the
(110) direction of the Na3SbS4 lattice as shown in Fig.
11. In this case, only the outer most layers of the SbS3−

4

tetrahedra are converted to trigonal pyramidal SbS3−
3

groups. The partial densities of states plots again show
that the interior of the electrolyte maintains its bulk-like
properties.

IV. DISCUSSION

In studying mechanisms for ionic conductivity, the
nudged elastic band simulations of Na-ion vacancy migra-
tion in tetragonal Na3SbS4 finds the computed migration
energy barriers to be Em = 0.1 eV. This result suggests
that for samples with an appreciable concentration of
Na-ion vacancies, the tetrahedrally structured material
should have a very similar ion conductivity mechanism
to the higher temperature cubic material. Our results are
similar to nudged elastic band results reported by Bo et
al.10 for cubic Na3PSe4. By contrast, our experimental
results for the activation energy of Na-ion conductivity in
tetragonal Na3SbS4 of Ea = 0.3 eV, consistent with pre-
vious reports when analyzed using the Nernst-Einstein
relation of Eq. (1),1–4 are significantly larger. Further
simulations are needed to better understand the detailed
migration mechanisms such as the formation or stabiliza-
tion of vacancies or perhaps the migration is dominated
by inter-grain transport.

Scanning electron microscopy of the Na3SbS4/Na in-
terface (Fig. 9) shows that a significant solid electrolyte
interphase region is formed after 40 cycles. Electrochem-
ical analysis shows that this SEI region has appreciable
ionic conductivity, perhaps related to the mechanisms
modeled in this study. Interestingly, the model studies
so far indicate that the interface reactions involve tetra-
hedral SbS4 bonding complexes converting to trigonal
pyramidal SbS3 bonding complexes. However in our in-
terface model studies, we have not seen evidence of the
further reduction to form Na3Sb in analogy to the ex-
pected interface reaction in the Li3PS4/Li system for
which it is expected that the following limiting reaction
occurs:43,46,47

Li3PS4 + 8Li→ Li3P + 4Li2S. (7)

Further challenges to understanding this interesting
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FIG. 9. (a) Scanning electron microscopy (SEM) image of the interface between a metallic sodium anode and the tetragonal
Na3SbS4 solid electrolyte after 40 cycles in a Na/Na3SbS4/Na symmetric cell configuration at a current density of 0.1 mA/cm2

with the 20 µm scale indicated. Regions of pure electrolyte, pure anode, and the solid electrolyte interphase (SEI) are indicated.
Panels (b), (c), (d), and (e) show the same interface sections of the SEM image as analyzed using the energy dispersive X-ray
spectroscopy (EDS) to find elemental mappings of S, Na, Sb, and the 3 elements together, respectively.

(a) (b)

FIG. 10. (a) Ball and stick model of the simulated relaxed
structure of a Na3SbS4 surface oriented along the (001) direc-
tion and interfaced with Na metal. The ball conventions for
Sb and S is the same as in Fig. 1 and light blue balls represent
both ionic and metallic Na. The indicated axes reference the
Na3SbS4 lattice. (b) Corresponding partial densities of states
analysis of this system, separately indicating the interior of
the electrolyte, the interface region, and the metallic region
in the bottom, middle, and top panels, respectively.

system remain including the question of whether it is
possible to realize the low energy barrier vacancy migra-
tion mechanism predicted by the model calculations, and
the question of how Na3SbS4 is able to stabilize an ap-
preciable concentration of vacancies. The latter question
has been explored for related materials,10,11 but further
study is warranted.

(a) (b)

FIG. 11. (a) Ball and stick model of the simulated relaxed
structure of a Na3SbS4 surface oriented along the (110) direc-
tion and interfaced with Na metal. The ball conventions for
Sb and S is the same as in Fig. 1 and light blue balls represent
both ionic and metallic Na. The indicated axes reference the
Na3SbS4 lattice. (b) Corresponding partial densities of states
analysis of this system, separately indicating the interior of
the electrolyte, the interface region, and the metallic region
in the bottom, middle, and top panels, respectively.

The nudged elastic band simulations of Na-ion vacancy
migration in cubic Na3SbS3 finds the computed migra-
tion energy barriers to be Em = 0.4 eV, a value which is
within the expected model error of ±0.1 eV of the experi-
mental result of Ea = 0.5 eV reported in the literature.13

In this mechanism, two-thirds of the Na ions (sites Naa1
and Naa2) participate in the ionic conductivity, while site
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Naa3 is expected to not participate due to its larger hop
distance and correspondingly larger activation barrier.
While Na3SbS3 itself is not expected to be an efficient
solid electrolyte material, our models of Na3SbS4/Na in-
terfaces indicate that Na3SbS3 groups readily form as a
decomposition product. While this interface Na3SbS3 is
unlikely to be arranged in the same cubic structure as the
bulk material particularly since excess Na2S is also in-
volved, we expect that its ion conducting properties may
be related, helping to explain experimental Na3SbS4/Na
interface.

V. SUMMARY AND CONCLUSIONS

In this work, we have experimentally and computation-
ally investigated the electrolyte properties of bulk tetrag-
onal Na3SbS4 and its interface with metallic sodium. Ex-
perimentally the bulk material is found to have an ionic
conductivity of greater than 0.8 mS/cm at room temper-
ature (294.26 K). When the samples are cycled in a sym-
metric Na/Na3SbS4/Na cell at room temperature with
a current density of 0.1 mA/cm2 for 40 cycles, an SEI
layer was found to form at the interface. This SEI layer
was found to be ionically conductive at room tempera-
ture, allowing for bulk Na3SbS4 to cycle efficiently with a
metallic sodium anode, reducing the conductivity by ap-
proximately by 0.1 mS/cm, as evidenced by the difference
between the AC and DC conductivity measurements.

Nudged elastic band simulations of Na-ion vacancy mi-

gration in tetragonal Na3SbS4 finds vacancy migration
to be very efficient, with a small barrier of Em = 0.1
eV, consistent with literature results on related materi-
als. Further work is needed for reconciliation with exper-
iment.

Simulations of models of the Na3SbS4/Na interface
suggest the formation Na3SbS3-like groups at the inter-
face which contribute to both the relative stability of the
interface and to its good ionic conductivity.
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