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We report on a novel bichromatic fluorescent imaging scheme for background-free detection of
single CaF molecules trapped in an optical tweezer array. By collecting fluorescence on one optical
transition while using another for laser-cooling, we achieve an imaging fidelity of 97.7(2)% and a non-
destructive detection fidelity of 95.5(6)%. Notably, these fidelities are achieved with a modest photon
budget, suggesting that the method could be extended to more complex laser-coolable molecules
with less favorable optical cycling properties. We also report on a framework and new methods to
characterize various loss mechanisms that occur generally during fluorescent detection of trapped
molecules, including two-photon decay and admixtures of higher excited states that are induced
by the trapping light. In particular, we have developed a novel method to dispersively measure
transition matrix elements between electronically excited states. The method could also be used to
measure arbitrarily small Franck-Condon factors between electronically excited states, which could
significantly aid in ongoing efforts to laser-cool complex polyatomic molecules.

Single molecules trapped in rearrangeable arrays of op-
tical tweezers have been proposed as a platform for quan-
tum simulation, quantum information processing, and
precision measurements [1–6]. Compared to the platform
of neutral atoms in optical tweezer arrays [7–11], which
has been very successful in a wide variety of quantum
applications [12–18], polar molecules in tweezer arrays
offer new capabilities thanks to their rich internal struc-
ture and the long-ranged electric dipolar interactions be-
tween them. In particular, molecules in long-lived ro-
tational states within the ground electronic and vibra-
tional manifold can interact with appreciable strengths
over micron-scale distances typically found in optical
tweezer experiments. In addition, the anisotropic nature
of the dipolar interactions enables quantum simulation
of many-body Hamiltonians difficult to access with ul-
tracold atoms [1, 2]. Recently, experimental efforts have
successfully created tweezer arrays with single molecules,
either through coherent assembly from their constituent
atoms [19–23] or through direct laser-cooling [24–26]. In
particular, the latter approach promises higher loading
rates and detection fidelities required in many applica-
tions, because laser-coolable molecules can be directly
imaged by repeatedly scattering hundreds of photons.
Crucially, this approach could be extended to many more
molecules with favorable optical cycling properties, in-
cluding polyatomic ones [27–31].

Laser-cooled molecules in optical tweezers may be
non-destructively detected through fluorescent imaging.
However, because of limited tweezer trap depths, cooling
is needed to counteract the recoil heating due to pho-
ton scattering. To date, Λ-imaging [32] has been the
only technique that provides both cooling and the fluo-
rescence needed to detect single molecules [24]. Neverthe-
less, stray laser-cooling light can lead to significant back-
grounds that reduce detection fidelities. To circumvent

this, one can use two optical transitions, one for laser-
cooling and the other for inducing fluorescence. Such a
bichromatic imaging scheme allows background-free de-
tection since stray laser-cooling light can be spectrally
filtered out. This approach has been used to image single
atoms in optical lattices and optical tweezers [9–11, 33–
36]. For molecules, laser-cooled ensembles have been de-
tected bichromatically [31, 37], but the more challenging
task of detecting single molecules via bichromatic imag-
ing had not been demonstrated.

In this paper, we propose and realize a bichromatic
imaging scheme for high-fidelity detection of single CaF
molecules trapped in an optical tweezer array. We also
develop a framework and new methods to investigate
loss mechanisms encountered generically in fluorescence
imaging of trapped molecules.

BICHROMATIC IMAGING SCHEME FOR CAF

Our work starts with laser-cooled CaF molecules
loaded from a magneto-optical trap [38, 39] into a 1D
optical lattice formed by a retro-reflected 1064 nm laser
beam [40]. The molecules are transported to the fo-
cus of a high numerical aperture microscope objective
(NA=0.65) and then loaded in the presence of Λ-cooling
light into a linear array of 20 identical optical tweezer
traps. The tweezer traps are created using focused beams
of 781 nm light propagating through the objective along
−ẑ (Fig. 1(b)). Each tweezer trap has a Gaussian beam
waist of w0 = 720(14) nm, and has a trap depth of
V = kB × 1.28(11)mK for molecules in the electronic
ground state X2Σ(v = 0).

In our bichromatic imaging scheme, we Λ-cool the
molecules on the X2Σ(v = 0, N = 1) → A2Π1/2(v =
0, J = 1/2,+) transition at 606 nm, while simultaneously
exciting them on the X2Σ(v = 0, N = 1, F = 0) →
B2Σ(v = 0, N = 0) transition at 531 nm. Vibrational
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FIG. 1. (a) Relevant CaF levels and transitions used in
bichromatic imaging. Shown in orange (green) is the X − A
Λ-cooling light (X − B imaging light) at 606 nm (531 nm)
used to provide cooling (to elicit X − B imaging photons).
Also indicated in blue is light addressing the X(v = 0, N =
3) − B(v = 0, N = 2) transition, which is used to address a
rotational leakage channel. (b) Λ-cooling light (orange) illu-
minates molecules along three directions (±x̂,±ŷ,±ẑ) while
X −B imaging light is sent approximately along the ±x̂ and
±ŷ directions. X−B fluorescence (green) enters the objective,
passes through dichroic filters, and is detected by an EMCCD
camera. (c) Average image of molecules in a 20-site optical
tweezer array. The red square indicates an exemplary region
for obtaining imaging histograms. (d) Example histogram at
an average tweezer occupation of p = 0.21.

repumpers addressing the X2Σ(v = 1, 2, 3, N = 1) →
A2Π1/2(v = 0, 1, 2, J = 1/2,+) transitions are present.
Additionally, light addressing the X2Σ(v = 0, N = 3) →
B2Σ(v = 0, N = 2) transition is applied to repump
molecules that decay into X2Σ(v = 0, N = 3) (Fig. 1(a)).
The resulting X − B fluorescence is collected through
the microscope objective and imaged onto an EMCCD
camera. Dichroic filters in the imaging path remove the
Λ-cooling light, X − A fluorescence, and stray optical
tweezer light. In detail, the Λ-cooling light is applied
along all three directions (±x̂, ±ŷ and ±ẑ), while the
X − B excitation light avoids the objective axis (ẑ) and
only propagates roughly in the x̂− ŷ plane. As shown in
Fig. 1(c), the average images obtained using bichromatic
imaging reveal the presence of molecules in the tweezer
traps. Optimizing for maximal survival at a fixed X −B
light intensity of I = 12(1)mW/cm

2
, we find Λ-cooling

parameters similar to those optimal for Λ-imaging [24].
We obtain an imaging lifetime of τ = 148(14)ms, and a
X −B photon scattering rate of Γsc = 1.95(4)× 104 s−1.

BICHROMATIC IMAGING PERFORMANCE

To evaluate the imaging performance, we construct his-
tograms of the total camera counts in cropped image
regions surrounding each tweezer (Fig. 1(c)). The his-
tograms reveal a bimodal distribution (Fig. 1(d)), with
the two peaks corresponding to empty and occupied in-
stances. We classify tweezer instances below (above) a
threshold θ as empty (occupied), and parametrize the
classification errors, ϵ10 and ϵ01, the probabilities of in-
correctly classifying an occupied tweezer as empty and

FIG. 2. (a) Error probabilities versus classification threshold
θ. Shown in green diamonds and red squares are the measured
error probabilities ϵ10/2 and ϵ01/2, respectively. The total
error ϵ for an average occupation of p = 0.50 is shown in blue
circles. ϵ is minimal at an optimal threshold of θopt ≈ 5100
and corresponds to an imaging fidelity of f = 0.977(2). (b)
The non-destructive fidelity fND (blue circles) versus the data
rejection rate fR. Both fND and fR are controlled by θ. By
increasing θ, fND is improved at the expense of higher fR.

vice versa, respectively. The total misclassification prob-
ability depends on the average occupation p and is given
by ϵ(p) = p ϵ10+(1−p)ϵ01. We define the imaging fidelity
f as the probability of correctly classifying a tweezer
when p = 0.5, i.e. f = 1 − ϵopt(0.5), at the optimal
threshold θopt. By applying a rescaling procedure to his-
tograms [41], we obtain the errors ϵ10 and ϵ01 for 30ms-
long images, from which we extract an imaging fidelity
of f = 0.977(2) (Fig. 2(a)). During the images, ≈ 35
photons are collected per molecule, well above the back-
ground of ≈ 0.3 photons per tweezer. Our analyses make
use of boot-strapping [41], where the data is resampled
with replacement and analyzed as independent data sets.
This method allows us to obtain error bars without as-
suming an underlying distribution.
A second imaging metric is the non-destructive detec-

tion fidelity fND, which we define as the probability that
a tweezer initially classified as occupied remains occupied
following imaging. fND is given by

fND =
p(1− ϵ10)

p(1− ϵ10) + (1− p)ϵ01
fsurv, (1)

where fsurv is the survival probability following non-
destructive detection. This metric is relevant to rear-
ranging molecules into defect-free arrays, since the suc-
cess probability of creating an array of size N is limited
by (fND)

N
. At high survival probabilities and low er-

ror rates, fND ≈ fsurv − ϵ01(1 − p)/p. This implies that
unlike f , fND primarily depends on ϵ01, which is approx-
imately the false-positive rate. The detection threshold
θ can therefore be increased to reduce ϵ01 at the expense
of increasing ϵ10, the probability of rejecting occupied
tweezers. Because fND is affected by fsurv, the imaging
duration should be chosen to balance between minimiz-
ing imaging loss and maximizing fluorescence; we find
that a 10ms-long imaging duration strikes this balance.
Experimentally, we measure fND by taking two consec-

utive images with durations of 10ms followed by 30ms.
The fraction of molecules classified as occupied in the
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second image is corrected using ϵ10 and ϵ01 to yield fND.
Note that fND is a property of the first non-destructive
image. It is dependent on the classification threshold θ
in the first image, but is independent of the fidelity of
the second image. As expected, we find that fND in-
creases at the expense of rejecting occupied tweezer in-
stances (Fig. 2(b)). At a moderate data rejection rate
of fR = 15%, we achieve a non-destructive detection fi-
delity of fND = 95.5(6)%. Both f and fND are compara-
ble to or better than previously reported [24, 25], and are
sufficient for experiments with small-scale rearrangeable
tweezer arrays.

We next compare the bichromatic imaging perfor-
mance to that of single-color Λ-imaging. We first exam-
ine the dependence of the bichromatic loss rate γ = 1/τ
on the X −B imaging power I and find that it increases
with I. In particular, the excess loss rate beyond Λ-
imaging loss, given by γexcess = γ(I) − γ(0), is observed
to increase linearly with I (Fig. 3(a)). To allow fur-
ther comparison with single-color Λ-imaging, we define
a figure-of-merit η = Γscτ , where Γsc is the fluorescence
rate of imaging photons and τ is the imaging lifetime,
which encodes how many photons can be scattered before
a molecule is lost. At high X −B powers, η saturates to
≈ 3×103, roughly 10 times lower than that of Λ-imaging
(η ≈ 40×103) (Fig. 3(b)). Hence, Λ-imaging is superior if
the background from scattered light is identical for both
methods. However, in practice, bichromatic imaging per-
forms similarly well because of the significantly reduced
background light.

IMAGING LOSS MECHANISMS

Loss Due to Heating

We first examine whether higher molecular tempera-
tures explain the observed excess losses. We perform
release-and-recapture thermometry after 100ms of Λ-
cooling and bichromatic imaging, and obtain tempera-
tures of 123(20)µK and 90(20)µK, respectively. The
similar temperatures rule out heating-induced loss.

Loss Due to Rotational Branching

We next investigate loss into undetected rotational
states, which can be separated into parity-conserving
and parity-changing ones. One mechanism of parity-
conserving loss arises even under Λ-cooling alone.
Molecules off-resonantly excited to A2Π1/2 (v = 0, J =
3/2, 5/2,+) can decay into X2Σ (v = 0, N = 3)
(Fig. 4(a)). We find that adding a rotational repumping
laser addressing the X2Σ (v = 0, N = 3) → B2Σ (v =
0, N = 2) transition greatly reduces this to negligible
levels. Nevertheless, removing the rotational repump-
ing laser does not significantly increase γexcess [41]. We
note that vibrational-changing loss into X2Σ (v = 1, N =
3) should be negligible because of the highly diago-

FIG. 3. (a) Green circles show the bichromatic imag-
ing loss rate γ versus the X − B imaging intensity I/I0
(I0 = 5.2(5)mW/cm2). The solid line shows a linear fit. (b)
The figure-of-merit η = Γscτ for bichromatic imaging (green
circles) saturates to η ≈ 3×103, far lower than that for single-
color Λ-imaging (orange dashed line, η ≈ 40×103). The green
curve shows the fit to an exponential saturated curve. The
vertical dashed line indicates the X − B intensity used for
bichromatic imaging in all measurements. At this intensity,
η = 2.7(2)× 103.

nal Franck-Condon factors of the A2Π1/2 (v = 0) →
X2Σ(v = 0) and B2Σ (v = 0) → X2Σ(v = 0) transi-
tions.

We next quantify parity-changing rotational loss,
which could arise from stray electric fields mixing in ex-
cited states of opposite parity or molecules decaying via
the two-photon pathway B → A → X (Fig. 4(b)). The
population admixture of an opposite-parity state due to
a small electric field scales inversely with the square of
the energy difference. Therefore, the B2Σ(v = 0, N = 0)
state, with a frequency splitting of 20GHz to the near-
est opposite parity rotational state, is expected to have
a much smaller O(10−3) opposite parity admixture than
the A2Π1/2(v = 0, J = 1/2,+) state, which has a Λ-
doublet splitting of ∼ 1GHz. Because the X −A photon
scattering rate is higher than that of X −B light during
imaging, while γexcess is comparable to γ(0), we can rule
out stray electric fields as a cause for loss.

To measure the loss due to two-photon decay, which
shelves molecules in the opposite parity rotational states
X2Σ(v = 0, N = 0, 2), we directly measure the popula-
tion in X2Σ (v = 0, N = 0, F = 1) versus the imaging
duration t. The population initially rises before decay-
ing slowly (Fig. 4(c)). Using a rate-equation model with
independently measured parameters [41], we extract a
B → A branching ratio of 7.9(16) × 10−5, slightly lower
than the theoretically predicted value of 1.3× 10−4 [42],
but much higher than previously measured in free-space
in a molecular beam (9(2) × 10−6) [43]. The branch-
ing ratio indicates an A−B transition dipole moment of
|dAB | = 0.30(3)ea0, 0.07 ea0 smaller than theoretically
predicted [42].

Loss Due to Admixtures of Excited States

Lastly, we investigate loss arising from admixtures of
higher-lying C states into the excited B states due to
the optical tweezer light. Although the trapping light
is far off-resonant from transitions involving the ground
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FIG. 4. (a) Parity-conserving rotational loss. Solid ar-
rows show off-resonantly excited transitions. Dashed green
and orange arrows show decay channels. The blue arrow in-
dicates the N = 3 repumper. (b) Parity-changing rotational
loss due to two-photon decay (B → A → X). (c) Detected
X2Σ(v = 0, N = 0, F = 1) fraction versus imaging duration
at I = 4.8(4)I0. Solid curve shows the fit to a rate equa-
tion model [41]. (d) Decay induced by C2Π-state admixture
into the B2Σ(v = 0)-state. Tweezer light (red) gives rise to
repulsive trapping for the B2Σ(v = 0) state by admixing in
the near-resonant C2Π states. The dressed state |B′⟩ decays
into dark rovibrational states (gray) due to C-state admix-
ture. (e) ∆XB versus tweezer wavelength λ. (f)Excess loss
rate γexcess (green circles) versus trapping wavelength λ, at
I = 2.4(2)I0. The red (gray) dashed curve shows the esti-
mated parity-changing loss (C-state admixture loss); the solid
blue curve is the total estimated excess loss due to both con-
tributions.

X2Σ(v = 0) state, it is close-detuned to the B −C tran-
sitions. Sufficient coupling between the B and C states
can lead to observable losses via two mechanisms.

First, strong anti-trapping of molecules in the B state
can lead to heating and subsequent loss. This anti-
trapping occurs since the tweezer light is blue-detuned
from the strongest B2Σ(v = 0)−C2Π(v = 0, 1, 2) transi-
tions. We have, however, already ruled out heating from
our thermometry measurements. Second, admixture of
the C state into the B state can lead to decay into unad-
dressed rotational and vibrational states during imaging,
since the C state admixture can decay via multi-photon
pathways and the X−C Franck-Condon factors are non-
diagonal (Fig. 4(d)). To estimate the loss rate due to this
pathway, we first use the theoretically predicted value of
the B−C transition dipole moment |dthBC | = 7.33 ea0 [44],
which predicts a loss rate 6 times higher than what we

observe. This motivates a careful measurement of |dBC |.
A consequence of the large value of the predicted dipole

moment |dthBC | is that the polarizabilities of the X and B
state differ by a factor of ∼ 20, in addition to differing
in sign. Specifically, at the tweezer depth used for imag-
ing, the predicted peak differential ac Stark shift between
the X and B states is ∆th

XB ≈ h × 600MHz. This shift
is large enough to be probed optically by measuring the
optical frequency of X −B light that produces maximal
loss. To achieve optical cycling during this measurement,
sidebands addressing the four X2Σ(v = 0, N = 1) hyper-
fine levels are added to the X − B light [45]. Taking
into account trap-averaging, we infer a peak differential
ac Stark shift of ∆XB = h × 78(2)MHz, which is much
smaller than ∆th

XB , indicating that |dBC | is smaller than
predicted.

Next, we keep the tweezer intensity fixed and scan
the wavelength of the tweezer light. As shown in
Fig. 4(e), ∆XB displays two dispersive features origi-
nating from the B2Σ(v = 0) − C2Π1/2(v = 3) and
B2Σ(v = 0) − C2Π3/2(v = 3) transitions. The am-
plitudes of the features directly measure fBC,03 d

2
BC ,

where fBC,03 is the Franck-Condon factor between the
B2Σ(v = 0) and C2Π(v = 3) states. Fitting the line-
shapes and using fBC,03 calculated from spectroscopic
data [46, 47], we find a B − C transition dipole moment
of |dBC | = 2.0(1) ea0, much smaller than the predicted
value of |dthBC | = 7.33 ea0 [44].

Assuming that C-state decays always lead to loss, the
C-state admixture into the B state contributes a rate of
β2ΓCPB to γexcess, where β is the amplitude of the C-
state admixture, PB is the excited fraction in the B state,
and ΓC is the C state decay rate. We determine β from
the observed Stark shifts, and determine PB = Γsc/ΓB

using Γsc, the measured X −B scattering rate, and ΓB ,
the B-state linewidth. We estimate ΓC by assuming
that C2Π molecules decay only via E1 transitions, i.e.
ΓC = ΓC,rad [41]. Using the measured value of |dBC |,
along with theoretical values of |dXC | and |dAC |, we find
a radiative decay rate ΓC,rad of 2π × 5.3(2)MHz. The
resulting estimated loss rate is much smaller than γexcess
(Fig. 4(f)).

Away from the two B2Σ(v = 0) − C2Π(v = 3) reso-
nances, we only account for ∼ 30% of the observed excess
loss rate γexcess. This suggests that either fBC,03 is dif-
ferent than calculated or that additional loss mechanisms
exist. The former is unlikely since extensive spectroscopy
has been performed on the X−A, X−B and X−C−D
systems [46, 47]. In addition, away from the two dis-
persive features, the value of ∆XB is weakly sensitive to
the B−C Franck-Condon factors, and is consistent with
our measurement of dBC . This leaves two possible expla-
nations, significant predissociation of certain C states,
which would lead to ΓC > ΓC,rad, and photoionization
of B-state molecules, which could arise for example from
absorption of an X−A photon and a tweezer photon [48].
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The possible involvement of tweezer light could be probed
in the future with rapidly modulated traps, where the
temporal overlap of the imaging light and trapping light
can be varied [49].

SUMMARY AND OUTLOOK

We have demonstrated a background-free bichromatic
imaging scheme for single CaF molecules in an array of
µm-sized optical tweezer traps. We achieve an imaging fi-
delity and non-destructive detection fidelity sufficient for
small-scale rearrangeable molecular tweezer array exper-
iments. Crucially, because of our method’s background-
free nature, only a moderate photon budget of η ∼ 103

is required, opening the door for high-fidelity single-
molecule detection of complex laser-coolable polyatomic
species for which a high degree of optical cycling is much
harder to achieve. We note that our technique relies on
the presence of two largely closed optical cycling tran-
sitions, which has been observed in certain polyatomic
molecules [51, 52].

While investigating bichromatic imaging loss, we have
identified many loss mechanisms generically relevant to
fluorescent detection of trapped molecules and have es-
tablished a framework to systematically quantify their
rates. Through these investigations, we have also devel-
oped a method to measure transition dipole moments be-
tween short-lived excited states, and performed the first
measurement of the B − C transition dipole moment of
CaF. This technique could be used to measure arbitrar-
ily small Franck-Condon factors, which could aid in ef-
forts to achieve optical cycling in complex polyatomic
molecules [53, 54].

We thank John Doyle and his group for fruitful discus-
sions and a careful reading of the manuscript. This work
is supported by the National Science Foundation under
Grant No. 2207518. LWC acknowledges support from
the Sloan Foundation.
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