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Trapped atomic ion crystals are a leading platform for quantum simulations of spin systems,
with programmable and long-range spin-spin interactions mediated by excitations of phonons in the
crystal. We describe a complementary approach for quantum simulations of bosonic systems using
phonons in trapped-ion crystals, here mediated by excitations of the trapped ion spins. The scheme
enables a high degree of programability across a dense graph of bosonic couplings, utilizing long-lived
collective phonon modes in a trapped-ion chain. As such, it is well-suited for tackling hard problems
such as boson sampling and simulations of long range bosonic and spin-boson Hamiltonians.

Bosons are identical particles whose quantum state is
invariant to their exchange. This property governs phe-
nomena such as Bose-Einstein condensation and pho-
ton bunching, forms the basis of continuous-variables
quantum applications [1, 2], and renders certain bosonic
problems to be computationally hard, such as the long-
time evolution of bosonic Hamiltonians [3, 4] and the
sampling of the distribution of interfering bosons [5].
While the boson sampling problem may be esoteric, it
has attracted great interest as a quantum benchmark
for challenging classical computing power [6].

Bosonic simulations have been demonstrated in vari-
ous physical platforms using photons and atoms [7–17].
All of these platforms have been limited by either the
programmable control and complexity of the bosonic in-
terferometers or the extent of bosonic mode inputs to
the interferometers. Ultracold bosonic atoms in optical
lattices have been employed for simulation of various
bosonic Hamiltonians and enabled the observation of
various emergent phenomena [18–24]. While the num-
ber of bosonic particles and lattice sites can be large
in this platform, the underlying hopping-type couplings
between different sites is short range, which limits the
class of models that can be efficiently simulated.

Phonons residing in local modes of trapped-ion crys-
tals have also been proposed as a platform for simulation
of bosonic Hamiltonians with short-range hopping terms
and for boson sampling [25–30], with several demonstra-
tions of interference, quantum walks and blockade using
a small number of ions and phonons [31–35]. Control
over local phonon modes however requires considerable
reduction of the trapping potential, which in turn lim-
its the strength of hopping terms. These modes also
exhibit a short lifetime that is limited by ion heating
[33, 36–38]. Trapped-ion systems more naturally involve
phonons representing collective normal modes of the en-
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tire crystal, coupled to the ions’ internal state via radi-
ation fields [39–42]. In this regime, the emergent spin-
phonon couplings are nonlocal and densely connected,
allowing programmability and control over a large class
of spin-spin interactions spanning dozens or hundreds of
spins and challenging classical computational simulation
[43, 44]. In this Letter, we propose an efficient scheme to
generate a similarly large class of dense programmable
bosonic “beamsplitter” couplings between long-lived col-
lective phonon modes in a trapped-ion crystal.

Trapped ion quantum simulations of bosonic interac-
tions and evolution consist of three stages: preparation,
evolution under a target bosonic Hamiltonian, and de-
tection. High fidelity preparation of various nonclassical
phononic states [45–50] and their faithful detection [51–
54] have long been demonstrated in trapped ion systems.
While couplers between bosonic modes of a few trapped
ions have been realized [35, 37, 55–58], the program-
ming of efficient couplings between the many phonon
modes in long ion chains remains an outstanding chal-
lenge, owing to the decoherence of phonons and fluc-
tuations in the mode frequencies and drifts in the ion
positions [36, 38, 46, 59, 60].

Here we propose a simple method to generate dense
programmable beamsplitter couplings between collec-
tive phonon modes in a trapped-ion crystal. The scheme
operates in a dispersive regime of spin-boson interac-
tions, akin to the root of trapped-ion quantum spin
simulators [42, 61]. But instead of exploiting geomet-
ric phases of phonon modes to create spin Hamiltoni-
ans, here we harnesses geometric phases of the spins
in order to produce a large class of programmable
bosonic Hamiltonians. We discuss the robustness of the
method, demonstrate several simple configurations and
consider the effects of dominant noise sources. We also
demonstrate efficient preparation and detection proto-
cols, and outline the scheme applicability for simulation
of bosonic and spin-boson systems.

The collective phonon modes in a crystal of N trapped
ions are determined by the external trapping potential
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Figure 1. Quantum simulation of bosons. (a) Trans-
verse collective modes of motion in a chain of N ions along
one axis comprise a set of 1 ≤ k ≤ N decoupled bosonic
modes hosting phonons. (b) Programmable coupling be-
tween the phonon modes is realized by driving M ≤ N
spin-down ions with P ≤ N tones near the red sideband
transitions in the dispersive regime (see text). (c) Calcu-
lated red sideband mode spectrum for a chain of 40 equidis-
tant ions. Exemplary P tones are detuned by ∆ from the
mode spectrum to suppress spin-phonon excitations. Hop-
ping amplitude Kkm between the k and m motional modes
with frequencies ωk and ωm is generated predominantly by
pairs of tones p and q with frequencies νp and νq which sat-
isfy the resonance condition ωk − ωm = νp − νq. (d) The
emergent coupling between normal phonon modes manifest
as the programmable hopping amplitudes Kkm, using the
ions spins as a quantum bus.

and the Coulomb interaction between the ion charges.
We represent each of the N phonon modes along the x
principal axis using the bosonic creation and annihila-
tion operators â†

m and âm in the interaction picture,
each rotating at its unique oscillation frequency ωm.
The external potential also determines the contribution
of the ith ion to the motion of the mth mode, described
by the orthonormal mode-participation matrix bim [42].

The modes are coupled through the effective spin-
1/2 systems hosted by internal electronic states of the
ions. We consider the spin-phonon interaction realized
by driving the ions on the first lower or “red” motional
sideband transitions from the spin-flip carrier [55], us-
ing a radiation field with multiple tones as shown in
Fig. 1. We assume M ≤ N ions are illuminated with
control over the Rabi frequencies Ωi(t) proportional to
the drive strength at the position of the i ion, and rep-
resent the drive by a superposition of P ≤ N tones as

Ωi(t) =
∑

p Ωipe−iνpt +h.c.. For simplicity, we assume a
constant (complex) amplitude matrix Ωip [63] and uni-
form red detunings νp > 0 over all illuminated ions. We
assume the field drives predominantly the red sidebands
(|ωm−νp| ≪ ωm) and that motion is confined within the
Lamb-Dicke regime

(∑
m η2

mb2
im⟨(â†

m + âm)2⟩
)1/2 ≪ 1,

where ηm = K
√

ℏ/2Mωm. Here, K denotes the effec-
tive wave number of the driving field aligned with the x
axis, and M the mass of a single ion. Under these con-
ditions, the time-dependent spin-phonon interaction is
given by the multimode off-resonance Jaynes-Cummings
Hamiltonian [64],

Hrsb = iℏ
2

∑
i,m,p

ηimΩipe−i∆pmtσ̂
(i)
+ âm + h.c., (1)

where σ̂
(i)
± are the Pauli spin-flip operators of ion i,

∆pm = ωm − νp is the detuning of tone p from the red
sideband of mode m and ηim = ηmbim.

The Hamiltonian in Eq. (1) describes the usual ex-
change of excitations between spins and phonons, where
absorption (emission) of a phonon into one of the normal
modes is correlated with flipping one of the spins up-
wards (downwards). We consider the dispersive regime
for which direct spin-phonon exchange is considerably
suppressed owing to the large detuning of the drive,
characterized by the parameter ε

(i)
mp ≡ ηimΩip/∆pm ≪

1. We can derive the time-evolution operator of spins
and phonons under Eq. (1) through the Magnus expan-
sion, consisting of a sequence of nested commutators of
the Hamiltonian with itself at different times [42]. While
the expansion does not truncate, we find that the domi-
nant contribution to the evolution from the lowest order
in ε

(i)
mp arises from the second term in the Magnus ex-

pansion [62], and the evolution operator at time T takes
the form,

U(T ) = exp
[
− i

ℏ
(
Hs + Hp

)
T + ϵ

]
. (2)

The evolution is thus well described by two effective
Hamiltonians Hs and Hp. The additional operator ϵ
encompasses a small error to the simulation output due
to residual spin-phonon coupling, discussed further in
SI.

The first effective Hamiltonian term is

Hs = −
∑
i,j

Jij

(
σ̂

(i)
+ σ̂

(j)
− + σ̂

(i)
− σ̂

(j)
+

)
, (3)

describing nonlocal hopping of spins with hopping ma-
trix Jij between spins i and j. For long evolution times
T given sufficient spectral resolution between pairs of
tones p, q, or |νp − νq|T ≫ 1, the matrix Jij is given by
[62]

Jij = 1
8

N∑
m=1

P∑
p=1

ηimηjmΩ∗
ipΩjp

∆pm
. (4)
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Figure 2. Programmable bosonic hopping matrix. Exemplary coupling between the 20 central phonon modes in a
N = 40 ions chain for T = 1 ms. (a) Nearest neighbor coupling is realized via illumination of four ions (2 ≤ i ≤ 5) with two
in-phase tones whose relative frequencies matches the average frequency spacing between modes. (b) Next-nearest neighbor
coupling using the same configuration but doubling the relative frequency between the two tones. (c) Long range coupling
via illumination of a single ion (i = 3) with six tones. Staggered-sign amplitudes are realized by shifting the phase of odd
tones by π. The calculation uses Eq. 7 and does not assume any frequency selectivity. On-site terms are suppressed in (a-c)
by driving the ions with an additional single tone near the blue-sidebands, and other unwanted couplings are very small, see
[62].

This matrix is similar to the spin-spin couplings that
emerge in trapped-ion based quantum spin simula-
tors, featuring a tunable interaction range and full pro-
grammability [41, 42, 63].

The second effective Hamiltonian term is

Hp = −
∑

k,m,i

K
(i)
kmâkâ†

mσ̂(i)
z , (5)

describing spin-dependent hopping of phonons between
pairs of modes, or equivalently, phonon-dependent Stark
shifts. The matrix element K

(i)
km describes the hopping

amplitude between the m and k modes that is generated
by driving spin i. For long evolution times νpT ≫ 1, the
hopping amplitudes are given by [62]

K
(i)
km =

∑
p,q

ηikηimΩiqΩ∗
ip(∆qm + ∆pk)

8∆pk∆qm
δ̃∆qm,∆pk

(6)

where the time-dependent function

δ̃∆qm,∆pk
= e

i
2 (∆qm−∆pk)T sinc

( 1
2 (∆qm − ∆pk)T

)
, (7)

with sinc(x) ≡ sin x/x. For sufficiently long evolution
times considered here, δ̃∆qm,∆pk

acts approximately like
a Kronecker delta function. This is essentially energy
conservation, as only pairs of tones p, q whose frequency
difference are resonant with the freequency difference
between the k, m modes (∆pk = ∆qm) give a sizeable
contribution to the boson hopping amplitude in Eq. (6),
as illustrated in Fig. 1.

We find that the error term in Eq. (2) is given by (see
SI)

ϵ =
∑

i,m,p

ε(i)
mpσ̂

(i)
+ âme− i

2 ∆pmT sin
(

∆pmT
2

)
+ h.c., (8)

describing spin-flips which are correlated with emission
or absorption of phonons. Unlike the secular terms in
the evolution of Eq. (2), whose contributions increase
linearly in time and correspond to effective Hamiltoni-
ans Hs and Hp, the contribution of the error term is
small and bounded in time.

To generate a beam splitter interaction between the
collective phonon modes in the trapped ion crystal, we
focus our discussion on initial states for which spin
and phonons are disentangled, and specifically, with all
spins pointing down. The system wavefunction can then
be cast as |↓1z, . . . , ↓Nz⟩ ⊗ |χ⟩ for any initial phononic
state |χ⟩. Such initialization can be efficiently real-
ized via standard side-band cooling and optical pumping
schemes [65, 66]. This configuration determines the sign
of the phonon hopping terms in Eq. (5), and casts Hp
as the bosonic beam-splitter Hamiltonian

HBS =
∑
k,m

Kkmâkâ†
m, (9)

with hopping terms

Kkm = −
∑

i

⟨σ̂(i)
z ⟩K(i)

km =
∑

i

K
(i)
km, (10)

for ⟨σ̂(i)
z ⟩ = −1. Furthermore, this particular choice

eliminates the effect of Hs on the simulation, which
could otherwise flip spins and temporally change the
couplings Kkm via ⟨σ̂(i)

z ⟩. Here, hopping between differ-
ent pairs of spins i ̸= j is forbidden since σ̂

(i)
− |↓i⟩ = 0,

and terms with i = j only append a global phase that
is independent of the phonon state.

The Hermitian beam-splitter matrix Kkm in Eq. 9
contains N(N − 1)/2 unique elements which, can be
programmed by the MP ≤ N2 control parameters of
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the matrix Ωip in Eq. (6). Thus, the control parameters
for a target matrix Kkm can be found using standard
optimization techniques, similar to the techniques used
for simulations of spin systems [63].

We now present a few examples of Kkm that are ef-
ficiently calculated for simple Rabi frequency matrices
Ωip, satisfying MP ≪ N2. We consider a linear chain
of N = 40 ions with typical experimental parameters:
We assume a radial center of mass trap frequency of
ωr = 4 MHz for which ηm ≈ 0.1, drive amplitude of
Ω0 = 200 − 300 KHz for a few selected tones and ions,
a detuning of ∆ = 400 KHz from the middle of the
red-sideband spectrum and a (short) simulation time of
T = 1 ms. The electrostatic axial trap potential is com-
prised of a quadratic and quartic terms set to produce
a nearly equidistant spacing between the ions of about
3.6µm [67], mainly to ease access by an equidistant ar-
ray of beams [68–70]. Interestingly, this potential also
renders the spacing between the frequencies of the cen-
tral modes to be approximately equidistant, as shown in
Fig, 1. The constant spacing (of about 8.5 KHz) enables
efficient simultaneous coupling to multiple modes using
a small set of tones. As the central radial modes fea-
ture low heating rates and high mode stability [71–73],
we choose to program the couplings between the central
20 modes, which are well isolate from the edge modes.
Detailed parameters and the full beamsplitter matrices
are provided in [62].

First we consider uniform driving of all ions, where
M = N and Ωip is independent of i. Summation over
the contribution of all ions in Eq. (10) renders Kkm diag-
onal with no inter-mode hopping, owing to the orthog-
onality of the mode-participation matrix

∑
i bikbim =

δkm. Such on-site hopping terms can be controllably
suppressed, if necessary, by driving an additional single
tone near the blue-sideband transition [62]. This simple
technique is applied in the following examples.

In Fig. 2a we present Kkm with hopping terms
predominantly between (spectrally) nearest-neighbor
modes, illuminating only four ions (2 ≤ i ≤ 5) with
two (in-phase) tones near the red sidebands, choosing
their frequency difference to be ν2 − ν1 ≈ 8.5 kHz. In
Fig. 2b we present Kkm with hopping terms predomi-
nantly between the next-nearest-neighbor modes, using
the same configuration but doubling the relative fre-
quency of the two tones (ν2 − ν1 ≈ 17 kHz). These ex-
amples illustrate the crucial role of δ̃ in Eq. (7), which
enables efficient and simple engineering of the hopping
terms via control over the tone spectrum. The resid-
ual couplings between other modes, and particularly to
the rapidly heating center-of-mass mode, are very small
[62]. Finally, in Fig. 2c we present the beamsplitter ma-
trix Kkm realized by illuminating a single ion (i = 3)
using six tones, demonstrating long range hopping am-
plitudes. Here we realize staggering amplitudes by set-
ting Ωip = Ω0δi3(−1)p, i.e. shifting the relative phase
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Figure 3. Geometric phase-gate interpretation The
evolution of spins and phonons by Hamiltonians Hs and
Hp emerges from simultaneous accumulation of geometric
phases in the phonons phase-space (a) and spins Bloch
sphere (b). (a) Illustrative trajectory of the phonon state
in phase space of mode m, where x̃m = (âm + â†

m)/2 and
p̃m = i(â†

m − âm)/2 [74, 75]. The state moves in loops by the
spin-dependent displacement αm, enclosing area that corre-
sponds to the geometric phase Φ(m)

p which is associated with
the spin-hopping Hamiltonian Hs. (b) The spin of ion i is ro-
tated in loops by the phonon-dependent angle Θi, enclosing
area on the Bloch sphere that corresponds to the geomet-
ric phase Φ(i)

s , which is associated with the phonon-hopping
Hamiltonian Hp. The total phase appended to the quantum
state

∑
i
Φ(i)

s +
∑

m
Φ(m)

p , yields the spin-spin and phonon-
phonon hopping Hamiltonians in Eqs. (3),(5).

between the odd and even tones by π. Notably, the hop-
ping terms are not limited to real values and can take
complex values via tuning of the relative phase between
the tones. Importantly, the relative phase between tones
at each ion requires neither interferometric stability nor
control over the optical phase between different beams;
instead, the necessary phase control can be achieved via
simple low frequency modulation of each beam, e.g. with
acusto-optical modulators [68–70].

We can analyze the scaling of light-induced error and
hopping terms with the chain length by assuming ηim ∼
η/

√
N for the Lamb Dicke parameters. For typical Rabi

frequencies Ω and detuning ∆ with ϵ = ηΩ/∆ and ϵ ≪
1, the probability for error scales as MPϵ2/N per mode
(Eq. 8). In the dispersive regime, the typical hopping
amplitude is given by MPϵ2∆/N , where ∆T ≫ 1 is
the ratio between the hopping-accumulated phase and
light-induced noise. Although this ratio is independent
of N , increasing the simulation time T linearly with N
compensates for the decrease in frequency spacing and
hopping amplitudes, which are inversely proportional to
N . See [62] for more details.

We now compare the time scale of coherent evolu-
tion with that of noise mechanisms. Coherent evolu-
tion time is usually determined by when KkmT equals
one, which takes around one millisecond for the afore-
mentioned 40-ion chain example. In [62], we examine
motional decoherence caused by heating, confinement
noise, and light coupling. Electric field noise, which
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changes slowly across the ion-chain, does not heat most
collective modes, as it couples poorly to modes whose
participation-factors change quickly. Confinement noise
has little impact on the relative dephasing between col-
lective phonon modes, because it originates from a com-
mon source. Small light-induced errors can be effi-
ciently detected and excluded. Our analysis concludes
that most collective modes away from the center-of-mass
mode have coherence times of over one second under
feasible experimental conditions, at least three orders-
of-magnitude greater than simulation time. In contrast,
techniques using local phonon modes are essentially lim-
ited by the much faster heating rate of one ion.

The scheme proposed here can be applied for simu-
lation of a large variety of bosonic models. The nonlo-
cal nature of the collective phonons naturally allows the
simulation of bosonic Hamiltonians featuring long-range
hopping amplitudes [4, 5]. The proposed method also
enables universal and efficient programming of beam-
splitter matrices for the boson sampling problem [6] ,
realization of topological phases [76], and potentially
computation using continuous and discrete variables
[37, 58, 77]. These applications also require efficient ini-
tialization and detection. While both have been demon-
strated for a few phonon modes [29, 37, 46], in [62] we
demonstrate numerically simultaneous and high-fidelity
preparation and detection of phonons in multiple modes,
within about one millisecond for the 40-ion chain con-
figuration.

The scheme can also be used for simulation of vari-
ous spin-boson models, which are expected to manifest
emergent phenomena [78–81]. Potentially, spin-boson
couplings can be realized by resonant driving one sub-
set of ions on the red or blue sideband transitions [82],
while hopping between phonon modes can be realized
by illumination of another subset of ions with multiple
tones in the dispersive regime. In the supplementary
information [62], we discuss the implementation of the
Jaynes-Cummings-Hubbard [78, 79] and the Hubbard-
Rabi [81] models using the scheme reported above.

Before concluding, we find it insightful to high-
light the physical mechanism that enables the sim-
ulation of bosonic Hamiltonians, and generates the
evolution in Eq. (2). Using the Heisenberg picture,

we can illustrate the simultaneous action of the red-
sideband Hamiltonian (Eq. 1) in the phase space of
the phononic modes and the spins’ Bloch sphere. In
the phase space of mode m, the phononic state is dis-
placed in small loops by spin-dependent displacement
αm(t) = − 1

2
∫ t

0
∑

ip ε
(i)∗
mp e−iδpmτ σ̂

(i)
+ (τ)dτ . At long evo-

lution times, the loops are traversed numerously and ac-
cumulate a sizeable phase-space area that corresponds
to a geometric phase Φ(m)

p (T ) = i
4

∫ T

0 (α†
mα̇m−αmα̇†

m)dt
that is appended to the quantum state. The total ge-
ometric phase enclosed by all modes (

∑
m Φ(m)

p ) then
yields the evolution governed by the effective Hamil-
tonian Hs in Eq. (3), when considering the dispersive
regime for which high order correlations between the
spins and motion are negligible [62].

Concurrently, the spin state of ion i is rotated as a
function of time in small loops around the pole of the
Bloch sphere by the phonon-dependent angle Θi(t) =
−

∑
p,m

∫ t

0 ε
(i)∗
mp e−iδpmτ â†

m(τ)dτ , which corresponds to
the rotation angles Θi = θ

(i)
x + iθ

(i)
y . At long evolu-

tion times, these loops are traversed numerously and
accumulate a sizeable area that corresponds to a geo-
metric phase Φ(i)

s = i
4

∫ T

0 (Θ†
i Θ̇i − ΘiΘ̇†

i )σ̂(i)
z dt that is

appended to the quantum state. Intriguingly, the op-
erator σ̂

(i)
z emerges here owing to the curvature of the

Bloch sphere. The total geometric phase enclosed by
all ions

∑
i Φ(i)

s then corresponds to the evolution gov-
erned by the effective Hamiltonian Hp in Eq. (5), when
neglecting high order correlations between the spins and
motion in the dispersive regime [62]. We therefore con-
clude that our scheme realizes boson-boson couplings
by geometric phase gates, accumulated over the Bloch
spheres of ions spins.
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