
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Effect of Non-Markovian Collisions on Measured Integrated
Line Shapes of CO

Zachary D. Reed, Ha Tran, Hoa N. Ngo, Jean-Michel Hartmann, and Joseph T. Hodges
Phys. Rev. Lett. 130, 143001 — Published  4 April 2023

DOI: 10.1103/PhysRevLett.130.143001

https://dx.doi.org/10.1103/PhysRevLett.130.143001


Effect of Non-Markovian Collisions on Measured Integrated Line-Shapes of CO

Zachary D. Reed,1, ∗ Ha Tran,2 Hoa N. Ngo,3 Jean-Michel Hartmann,2 and Joseph T. Hodges1

1Chemical Sciences Division, National Institute of Standards and Technology,Gaithersburg, Maryland 20899 U.S.A.
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Using cavity ring-down spectroscopy to probe CO in N2, we show that the spectral core of the first
RJ transitions can be accurately modeled using a sophisticated line profile, provided that a pressure-
dependent line area is introduced. This correction vanishes as J increases and is always negligible
in CO-He mixtures. The results are supported by molecular dynamics simulations attributing the
effect to non-Markovian behavior of collisions at short times. This work has large implications
because corrections must be considered for accurate determinations of integrated line intensities,
and for spectroscopic databases and radiative transfer codes used for climate predictions and remote
sensing.

The dipole moment surface (DMS) of a molecule plays
an important role in chemical physics since its knowl-
edge provides information about the molecular structure
and internal dynamics. Furthermore, because the dipole
moment matrix element, ~µif , for an optical transition be-
tween the molecular internal levels i and f couples radi-
ation and matter, it contributes to light absorption and
emission and, consequently to radiative transfer in gas
media and its various applications. The so-called inte-
grated line intensity, Sif , is a key quantity for two rea-
sons. First, because Sif is theoretically proportional to
|~µif |2, its measurement enables testing of ab initio com-
puted DMSs. Second, Sif values are, together with the
associated line positions and shapes, needed for mod-
eling absorption spectra used in numerous applications.
This explains why considerable efforts have been devoted
to their measurement and prediction for over fifty years.
This research has enabled steady progress (e.g. [1]) in
the expansion of spectroscopic databases (e.g. [2–5]).

It is important to distinguish between the theoretical
line intensity of a transition, Sif , and its experimen-
tal counterpart, the integrated fitted line-shape, ILSif ,
which is the area per absorber number density obtained
from the analysis of measured spectra. The former, which
depends only on i, f and temperature, can be deter-
mined quantum mechanically without reference to col-
lisional processes that influence the line-shape. In con-
trast, the latter is an experimentally derived quantity,
usually obtained by fitting a parameterized line profile to
a measurement of the absorption coefficient, α(ν), where
ν is the optical frequency. Given this distinction, any
deviation between the assumed and true line profiles can
result in an ILSif that does not equal the theoretical line
intensity, Sif .
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For ILSif determinations, as well as for the other spec-
troscopic parameters and models involved in calculations
of spectra of molecular gases, the accuracy requirements
have considerably increased in the last decades for two
main reasons. The first is that ab initio calculations of
line intensities (e.g. [6–10]) and individual line-shapes
(e.g. [11–14]) now achieve accuracies at the few 0.1%
level, implying that the measurements used to validate
them should have a comparable uncertainty. The second
is that the detection of sinks and sources of greenhouses
gases from space observations requires absorber retrievals
from atmospheric transmission spectra, and thus also cal-
culated light-matter interactions, at a level of typically
0.2% (see, e.g. [15, 16]). Achieving such low uncertain-
ties in measurements of ILSif s (and line-shapes) is now
possible (e.g. [17–21]).

For an isolated optical transition, models of measured
and predicted spectra are described by αifdν, and are
usually obtained by interchanging ILSif with Sif in the
expression:

αif (ν)dν = nacILSifΦif (ν)dν (1)

where na is the absorber number density, c is the
speed of light and Φif (ν) is the pressure- and mixture-
composition-dependent assumed line profile normalized
to unit area upon integration over frequency. The ILSif

(typically assigned to be the measured Sif ), and usu-
ally other line-profile parameters, are generally obtained
by least-squares fits of the model on the right-hand side
of this equation to a measured spectrum αif (ν) for a
known na. Thus, consistent with the theoretical Sif (T ),
the ILSif is assumed to be independent of the gas sam-
ple composition and pressure. It is clear that Φif (ν) also
serves to extrapolate the data to spectral detunings be-
yond the measurement range, and that the fitted value
of ILSif will be sensitive to imperfections in the assumed
far-wing behavior of Φif (ν). Indeed, it was shown that
the pressure-independence of ILSif breaks down when
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narrow intervals around rare-gas broadened lines of HF
[22], HCl [23] and HI [24] are fit using Lorentzian pro-
files. The observed decreases of ILSif s with the gas den-
sity were attributed [23, 25, 26] to the inadequacy of
the Lorentz shape resulting from the breakdown of the
impact approximation due to non-Markovian collisions,
and, to a lesser extent, to the formation of molecular
complexes [22, 23]. However, the potential for similar
effects in the case of molecules of more practical inter-
est has not been investigated so far. The reasons for this
are likely twofold. First, the observed decreases of ILSif s
with pressure were small (typically below 10% MPa−1)
so that their quantification required that measurements
be made at high pressures (up to several MPa). For such
conditions, only the above-mentioned hydrogen halides
have rotational constants large enough to ensure that the
lines are well spaced. Second, for molecules with more
closely spaced transitions, measurements must be made
at significantly lower pressures which requires measure-
ment accuracies that have only recently become available.

Here, we experimentally and theoretically demonstrate
that the decrease of the measured ILSif with pressure
is a generic phenomenon caused by the use of improper
collision-driven line profiles. To show this effect, accurate
and precise comb-locked cavity ring-down spectroscopy
(CL-CRDS) absorption measurements were made for
rovibrational lines of 12C16O. These spectra presented
were acquired using the rapid scanning technique given
in [27] with the spectrometer and Cs-clock referenced
laser configuration described in [28] (see Supplemental
Material for more details). This setup yields absorption
coefficients with extremely high precision and signal-to-
noise ratio, providing peak areas with relative standard
uncertainties at the 0.1% level (absolute accuracy)[10].

All data were acquired on binary mixtures of CO di-
luted in N2 or He at room temperature, T , over pressures,
p, ranging from 10 kPa - 133 kPa. Measurements were
made of the R1, R3, R5 and R7 (3-0) band transitions
for CO-N2 mixtures, and only the R1 transition for CO-
He mixtures. We computed the CO number density as
na = xCOni(T, p)/Z(T, p) where xCO is the CO mole
fraction, ni is the ideal-gas number density, and Z(T, p)
is the compressibility factor of the mixture accounting for
real-gas behavior. For both CO-N2 and CO-He mixtures
this factor was evaluated over the experimental range of
p, T and xCO using [29].

The ILSif s were obtained by fitting the measured spec-
tra using Eq. (1) and, for Φif (ν), the eight-parameter
Hartmann-Tran profile (HTP) [30] was used. Because
some spectra showed slight evidence of line mixing [31],
we modeled this perturbation using first-order theory
[32], which improved the fits but with negligible changes
in measured peak areas. The model also included a linear
baseline and contributions from the wings of the nearest
two (3–0) band CO lines. Examples of the high quality
of spectra and further details of the HTP fitting may be
found in the Supplemental Material.

All runs for a given line were combined and an-

FIG. 1. Pressure dependence of the relative differences in the
integrated line-shapes for (3-0) band R-branch transitions of
CO, where δRJ=ILSRJ(p)/ILSRJ(p = 0)− 1, where RJ spec-
ifies the i→ f transition. Cases shown are, CO-N2 (red filled
symbols, panels a-d) and CO-He (black open symbols, panel
e) corresponding to the indicated R-branch J lines. Solid lines
are linear least squares fits to the data and the gray regions
encompass ±1 σ uncertainty in the fit. The various symbols
for each case correspond to different samples.

alyzed using a weighted least-squares linear fit of
the measured ILSif s as a function of pressure p
This approach yielded the intercept, ILSif (p=0) ≡
S
(exp)
if , and relative intensity-correction slope, aif =

−[dILSif (p)/dp]/ILSif (p=0). Figure 1 summarizes these
results with each y-axis corresponding to the relative dif-
ference δif = ILSif (p)/ILSif (p = 0) − 1 (i.e. −aifp in
the fit). For each transition, δif is independent of our
assigned 12C16O mole fraction provided that the actual
value remains constant from sample to sample and as
pressure changes. Figure 1 demonstrates the high consis-
tency of the evolution of the retrieved ILSif s with pres-
sure. The intensity-correction slopes, aif , are [2.9(3),
1.7(2), and 0.8(1)] %MPa−1 for the R1, R3, and R5 lines
of CO in N2, respectively, while they are 0 % (within
the measurement precision) for the R7 line as well as for
the R1 line measured in CO-He. We note that for the
CO-N2 data, not accounting for deviations from ideal-
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gas behavior would have caused a measurable reduction
in the magnitudes of the resulting aif values. In the case
of the R5 line, the slope obtained assuming ideal gas
densities was 25% smaller than that recovered assuming
real-gas densities, which is a change that is greater than
the relative uncertainty in aif . This example illustrates
the need to include Z(T, p) in the data analysis.

To explain the observed changes in measured ILSif s
with pressure, classical molecular dynamics simulations
(CMDS) were carried out using the equations in Chapt.
3 of [33] for CO-N2 and CO-He at 296 K and 0, 101.3 kPa
and 202.6 kPa. The molecules were treated as rigid ro-
tors, with CO-N2 and CO-He interactions described by
site-site functional forms with Coulombic (for CO-N2)
and atom-atom contributions [34, 35]. Requantization
of the classical rotation of the CO molecules was imple-
mented, as described in [25, 36], and the spectra were cal-
culated from the dipole auto-correlation function (ACF)
to yield the absorption coefficient [31]. The peak areas
were then retrieved from the calculated spectra through
fits using the HTP, as was done for the measurements.
Note that this approach, for which more details are pro-
vided in the Supplemental Material, used no adjusted
parameters.

Figure 2 shows the comparisons between the intensity-
correction slopes determined from the measured (aif )
and CMDS-calculated (denoted by aJ and defined below)
spectra, where the error bars correspond to the statistical
uncertainties obtained from the linear fits (see Fig. 1).
These results call for several remarks. First, the mea-
surements and calculations for CO in N2, consistently
provide significant evidence of pressure-induced reduc-
tion of ILSif for the first few R-branch (i.e. ∆J = 1)
lines as well as a decrease of the pressure effects with
increasing J . However note that, with the exception of
J=1 for which the agreement between theory and experi-
ment is good, calculations overestimate the magnitude of
aif and predict a too slow decay with J . Second, for CO-
He, no decrease of the ILSif s with pressure is predicted
regardless of J which is consistent with the observation
for the R1 line. Also, assuming (based on the CO-N2 re-
sults) that the measured slopes for CO-He decrease with
J , implies that negligible effects for this latter system
would be observed for all lines.

To explain these results, we computed the time evolu-
tion of the relative number of molecules having the rota-
tional quantum number J at time t0=0 and remaining at
this level at time t. The results in Fig. 3 show that, for
CO-He and a given J value, the population closely fol-
lows the exponential decay, characteristic of Markovian
behavior, over the entire time interval. In contrast, for
CO-N2, this occurs only after about 0.5 ps, the popula-
tion decaying being significantly faster at earlier times.
Note that both the amplitude of this non-Markovian be-
havior and the time interval over which it extends de-
crease with J . These findings can be explained by dif-
ferences in the contribution of those collisions that are
ongoing at t0. Indeed, let us consider, for a given CO

orientation, the CO-X potential V (R) versus the inter-
molecular distance R. For CO-N2, the repulsive fronts
[where, e.g. V (R)/kB=300 K in which kB is the Boltz-
mann constant] are at distances Rmin ranging from 0.33
to 0.37 nm, while the attractive part vanishes [where e.g.
V (R)/kB=-20 K] for Rmax from 0.55 to 0.62 nm. For
CO-He, Rmin and Rmax vary from 0.255 to 0.310 nm
and from 0.390 to 0.415 nm, respectively. The relative
numbers of molecules experiencing a collision at t0 corre-
spond to those having a partner between the two spheres
of radii Rmin and Rmax. For CO-N2 at atmospheric den-
sity conditions corresponding to 296 K and 101.3 kPa,
this number is '0.0195, five times larger than the corre-
sponding one for CO-He ('0.0038). Furthermore, with
mean relative speeds vr=819 m s−1 for CO-N2 and 1338
m s−1 for CO-He, the effect of these collisions are typi-
cally (Rmax − Rmin)/vr long, i.e. 0.3 ps and 0.1 ps for
CO-N2 and CO-He, respectively. These numbers explain
why non Markovian effects are observed at early times
for CO-N2 but not for CO-He.

FIG. 2. Intensity-correction slopes obtained from measured
(circles) and computed (squares) spectra versus the lower-
state rotational quantum number J for RJ lines for CO-N2

(full symbols) and CO-He (open symbols).

Before returning to the results in Fig. 2, note that Fig.
4a shows that the time evolution of the population ρJ(t)
can be modeled, for pressure p, by:

ρJ(t)/ρJ(t = 0) = (1− aJp)e−bJpt + aJpe
−cJ t (2)

In this equation, (1 − aJp) and bJp are respectively the
amplitude at t = t0 = 0 and the rate of decrease of the
Markovian exponential at long delays, while aJpe

−cJ t de-
scribes the non-Markovian behavior at early times. Now,
if we neglect the influence of line mixing and the contri-
bution of dephasing collisions to the decay of the dipole
ACF, the spectrum of line J is directly obtained from
the Fourier transform (FT) in time of ρJ(t) [25, 31].
From Eq. (2), it is clear that the spectrum includes
a narrow Lorentzian peak, of area ρJ(t = 0)(1 − aJp)
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FIG. 3. Computed (see text) populations, normalized to unity
at t = 0, for CO diluted in N2 (full symbols) and He (open
symbols) at 296 K and 101.3 kPa (1 atm) for three rotational
quantum numbers J shown over extended (a) and reduced (b)
time scales.

and half-width at half-maximum (HWHM) in wavenum-
ber dimensions bJp/(2πc) (note that, for J=1, the value
(bJp0)−1=74.6 ps at p0=101.3 kPa from Fig. 4a leads to
a pressure broadening coefficient of 0.701 cm−1 MPa−1 in
good agreement with our measured HWHM of 0.767(2)
cm−1 MPa−1). This part of the spectrum, associated
with the FT of the first term in Eq. (2), is carried by
a much weaker and broader Lorentzian (HWHM equal
to cJ/(2πc) ≈ 38 cm−1 for J=1), of area ρJ(t = 0)aJp,
resulting from the FT of aJpe

−cJ t, as confirmed by Fig.
4b. These elements qualitatively explain all the results in
Fig. 2. Indeed, Fig. 3 indicates that for CO-He, no de-
crease of the ILSif with pressure is observed since aJ ' 0,
which is not the case for CO in N2. Furthermore, the re-
sults for CO-N2 in Fig. 4a confirm, although the effect
is underestimated, that the intensity-correction slope aJ
decreases with increasing J . Note that this is expected
because stronger and stronger collisions are required to
change the ρJ population as the rotational speed (and J)
increases.

Let us now discuss the measured integrated intensities

S
(exp)
if and use, for this purpose, the extremely accurate

ab initio predictions of [10] as a reference. The values

of S
(exp)
if =ILS

(exp)
if (p=0) retrieved in this study, as well

as the average values of ILS
(exp)
if (p) based on our mea-

surements made near atmospheric pressure can be com-

pared to the theoretical S
(theo)
if in Fig. 5. As can be

seen, the former measurements agree with S
(theo)
if at the

0.5h level, which is within the present experimental un-
certainty. For the J=1, 3, and 5 transitions, ignoring

the pressure effect and assuming Sif=ILS
(exp)
if (p ' 100

kPa) results in deviations of 3.3h, 1.9h, and 1.3h rela-

tive to S
(theo)
if , respectively. These uncorrected values are

well outside the measurement uncertainties, which brings
an independent validation of the findings of the present
study.

Thanks to precise and accurate CL-CRDS measure-
ments of CO transitions, we demonstrated that the inte-

FIG. 4. (a) Exponential decay functions (lines) obtained from
fits, at long time delays, of the relative populations (symbols)
computed for J=1 and J=22 at 296 K and 101.3 kPa. The
insert shows the differences between the latter and the former
as well as their exponential fits. (b) The line spectrum for
J=1 (full line) calculated as the Fourier-Laplace transform
of the relative population ρJ=1(t). The dashed and dotted
lines represent the narrow and broad contributions associated
respectively with the long-and short-time exponential decays
of the populations.

FIG. 5. Comparison between experimentally determined line

intensities of CO RJ lines, S
(exp)
if , and ab initio values [10],

S
(theo)
if . Closed red circles correspond to our data corrected

with the experimental aif values and open triangles corre-
spond to our uncorrected results for pressures near 100 kPa.

grated line-shape ILSif (p) obtained by fitting a standard
profile to a measured spectrum in the core region of an
absorption line if may decrease with the pressure p. To
account for this effect, the pressure-independent theoret-
ical line intensity, Sif = ILSif (p=0), must be multiplied
by a factor (1−aifp) to be consistent with measurements
of ILSif (p). This correction, which reduces the ILSif s of
CO in N2 by about 0.3% at atmospheric pressure for the
first few RJ lines, decreases quickly as J increases while
it is always negligible for CO in He. These findings are
well supported by molecular dynamics simulations which
enable their attribution to the breakdown of the Markov
(impact) approximation. We indeed show that the colli-
sions ongoing at time zero transfer intensity from the core
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region of the line and thus reduce its area by shifting a
fraction of the latter into a broad and weak continuum.

These findings should have numerous consequences.
The first is that the phenomenon pointed out in this
Letter must be taken into account in measurements of
line intensities, particularly if a high accuracy is desired,
when the experiments are made at pressures typically
above 10 kPa. The second is that the computer codes
used to calculate spectra need to be updated, if they are
used for applications such as accurate amount of sub-
stance measurements [37], isotope partitioning [38], and
remote sensing [39, 40]. Last but not least, spectroscopic
databases must be extended to provide the aif intensity-
correction slopes to users. Even when restricted to gases
of primary practical importance, this is a formidable
task because the aif s not only depend on the consid-
ered molecule and transition but also on the temperature
and gas composition. Further, although the decrease in
magnitude of the intensity-correction effect with J occurs

rapidly for CO, we expect that it will tend to persist for
higher J lines as the rotational constant of the absorber
decreases. Finally, our results open perspectives for fu-
ture studies of the limits of the Markov approximation
for inter-molecular collision effects on absorption spectra.
Indeed, thanks to their dependence on the considered if
line, measurements of aif provide much more detailed in-
formation to investigate the influence of non-Markovian
collisions than do the far line- and band-wing regions,
where many transitions simultaneously contribute, gen-
erally used for such studies (see Chapt. V of [31]).

ACKNOWLEDGMENTS

The work at NIST was supported by the NIST Green-
house Gas and Climate Science Measurements Program.

[1] L. Rothman, Nature Rev. Phys. 3, 302 (2011).
[2] I. Gordon, L. Rothman, R. Hargreaves, R. Hashemi,

E. Karlovets, F. Skinner, E. Conway, C. Hill,
R. Kochanov, Y. Tan, et al., J. Quant. Spectrosc. Ra-
diat. Transf. 277, 107949 (2022).

[3] T. Delahaye, R. Armante, N. Scott, N. Jacquinet-Husson,
A. Chédin, L. Crépeau, C. Crevoisier, V. Douet, A. Per-
rin, A. Barbe, et al., J. Mol. Spectrosc. 380, 111510
(2021).

[4] L. Rothman, I. Gordon, R. Barber, H. Dothe,
R. Gamache, A. Goldman, V. Perevalov, S. Tashkun,
and J. Tennyson, J. Quant. Spectrosc. Radiat. Transf.
111, 2139 (2010).

[5] J. Tennyson, S. N. Yurchenko, A. F. Al-Refaie, E. J. Bar-
ton, K. L. Chubb, P. A. Coles, S. Diamantopoulou, M. N.
Gorman, C. Hill, A. Z. Lam, et al., J. Mol. Spectrosc.
327, 73 (2016), new Visions of Spectroscopic Databases,
Volume II.

[6] I. I. Mizus, A. A. Kyuberis, N. F. Zobov, V. Y. Makhnev,
O. L. Polyansky, and J. Tennyson, Phil. Trans. Roy. Soc.
A 376, 20170149 (2018).

[7] A. V. Nikitin, M. Rey, and V. G. Tyuterev, J. Quant.
Spectrosc. Radiat. Transf. 200, 90 (2017).

[8] O. L. Polyansky, K. Bielska, M. Ghysels, L. Lodi, N. F.
Zobov, J. T. Hodges, and J. Tennyson, Phys. Rev. Lett.
114, 243001 (2015).

[9] X. Huang, D. W. Schwenke, R. S. Freedman, and
T. J. Lee, J. Quant. Spectrosc. Radiat. Transf. 203, 224
(2017).

[10] K. Bielska, A. Kyuberis, Z. Reed, G. Li, A. Cygan,
R. Ciury lo, E. Adkins, L. Lodi, N. Zobov, V. Ebert, et al.,
Phys. Rev. Lett. 129, 043002 (2022).
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