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The SNO+ collaboration reports the first evidence of reactor antineutrinos in a Cherenkov detec-
tor. The nearest nuclear reactors are located 240 km away in Ontario, Canada. This analysis used
events with energies lower than in any previous analysis with a large water Cherenkov detector.
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Two analytical methods were used to distinguish reactor antineutrinos from background events in
190 days of data and yielded consistent evidence for antineutrinos with a combined significance of
3.5 σ.

Introduction. Measurements of reactor antineutrinos
have made crucial contributions to the study of neutri-
nos, including the discovery of the neutrino [1] and lead-
ing measurements of neutrino oscillation parameters θ13,
∆m2

32, and ∆m2
21 [2–4]. These measurements used or-

ganic liquid scintillators to detect the products of inverse
beta decays (IBDs) on protons: νe + p → e+ + n. The
e+ carries most of the energy of the νe and produces
a prompt signal while the n is captured by a nucleus
as it thermalizes, producing a delayed signal, typically
of one or more γ’s depending on the capture isotope.
Water Cherenkov detectors have used different neutrino
interaction channels and also made invaluable contribu-
tions to the study of neutrinos, including the discovery
of neutrino oscillations [5, 6] and leading measurements
of parameters θ12, θ23, and ∆m2

32 [7–11].

Previous water Cherenkov detectors have not identi-
fied reactor νe’s largely due to their detector thresholds,
which have provided a low efficiency to detect the 2.2-
MeV γ emitted when a neutron is captured by a hydro-
gen nucleus. One approach to improving the identifica-
tion of neutrons is to make use of a higher-energy capture
signal, for example, by dissolving Cl or Gd into the wa-
ter [12–14]. Another approach is to attain lower thresh-
olds, though this would also admit the more abundant
radioactive backgrounds below 3 MeV [15]. Distinguish-
ing signals and backgrounds below 3 MeV is challenging
in water Cherenkov detectors due to their coarse energy
resolution (≈25% at 3 MeV for SNO+), which arises from
small numbers of detected photons.

SNO+ has achieved the lowest energy threshold of any
large Cherenkov detector, at approximately 1.4 MeV for
an electron at the center of the detector, which yields
an efficiency around 50% to detect the 2.2-MeV γ [16].
The analysis presented in this Letter addresses the higher
rate of radioactivity at these lower energies using two an-
alytical methods. Both methods suppressed the acciden-
tal background from ambient radioactivity by more than
four orders of magnitude while maintaining a relatively
high IBD efficiency. All relevant backgrounds, including
(α, n) reactions and atmospheric neutrino interactions,
were estimated with data in ‘sidebands’ that are comple-
mentary to the IBD region of interest.

Detector & data. SNO+ is a multipurpose neutrino
experiment located at SNOLAB, 2 km underground in
an active mine, near Sudbury, Ontario. The detector
consists of a spherical acrylic vessel (AV) that is 6.0 me-
ters in radius, submerged in ultrapure water, and sur-
rounded by an array of 9,362 8-inch photomultiplier tubes
(PMTs) at a radius of 8.5 m. From May 2017 to July
2019, the AV was filled with 905 tonnes of ultrapure wa-
ter and from September 2017, SNO+ operated as a low-
threshold Cherenkov detector. The detector is described
in Ref. [17].

Data from the SNO+ low-threshold water phase were
divided into two sets: the first has higher rates of internal
radioactivity due to radon ingress into the detector, while
the second has significantly lower background rates owing
to the installation of an N2 cover gas system on the top
of the detector in September 2018. This analysis used
the lower-background dataset, which has a total livetime
of 190.3 days. The first dataset, which has 140.7 days of
livetime, was analyzed to provide additional statistics in
background sideband studies.
Signal prediction. The rate and energy spectrum of re-

actor IBDs were predicted using the Huber-Mueller iso-
tope model and other inputs, as described in Ref. [18].
The flux of νe originated from 18 reactor cores in Canada
plus approximately 100 cores in the USA, with an av-
erage baseline around 620 km (baselines were weighted
by the expected IBDs). The three nearest reactor com-
plexes (Bruce, Pickering, and Darlington at distances of
240, 340, and 350 km) house Canada Deuterium Uranium
(CANDU) reactors and were estimated to have yielded
nearly 60% of the IBDs. The thermal powers of the
CANDU reactors were modeled using hourly electrical
power provided by IESO [19]. All other reactors were
modeled using their respective thermal powers, provided
annually as monthly averages by the IAEA [20].
Changes in the relative fractions of fissile isotopes dur-

ing fuel burn-up result in a time evolution of the emitted
νe energy spectrum and flux. However, because CANDU
reactors are constantly refueled and νe were produced by
a large number of reactors, the resulting variation in total
flux was < 1%. As such, constant fission fractions were
used in the predictions for the CANDU pressurized heavy
water reactors (PHWRs) as well as pressurized/boiling
water reactors (P/BWRs): (235U, 239Pu, 238U, 241Pu)
were set to (0.52, 0.42, 0.05, 0.01) for PHWRs [21] and
to (0.568, 0.297, 0.078, 0.057) for P/BWRs [22].
Known biases in the flux model were corrected by scal-

ing the prediction by 0.945±0.007 to match the global
average of flux measurements [23]. Because the total sys-
tematic uncertainty on the prediction is negligible rela-
tive to the statistical uncertainties of the dataset, uncer-
tainty components were largely taken from Ref. [18] and
references therein, totaling to ±3% in the rate of IBDs.
The survival probability of νe’s that reached the SNO+

detector was dominantly determined by the neutrino
mass-splitting ∆m2

21 and oscillation angle θ12. Oscilla-
tion parameters from a recent global fit [24] were used
and the net reduction in detected IBDs due to oscilla-
tion was found to be 46%. The uncertainties in ∆m2

21

and sin2 θ12 were propagated to the expected IBD rate,
resulting in a ±4% uncertainty.
The expected number of IBDs within the 2.5 ktonnes

of water enclosed by the array of PMTs during the 190.3-
day dataset was thus calculated to be 160.4+8.1

−8.4.
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Analysis methods. Two analytical methods, likelihood
ratio LR and boosted decision tree BDT, were used to
identify coincidences of an IBD positron (‘prompt’ event)
and neutron (‘delayed’ event). The two methods used
a common set of criteria to remove instrumental back-
grounds and electronic noise as described in Ref. [25],
and then applied slightly different initial IBD selection
criteria as described below and summarized in Table I.

To avoid processing the large number of events from ra-
dioactivity that were below the energy threshold, events
were reconstructed only if the number of PMT hits
(Nhits) was greater than or equal to 15 (roughly 2 MeV).
Additionally, to ensure that neutrons could be selected,
any event that followed within 1 ms of an event with
Nhits ≥ 15 was reconstructed (the neutron capture time
constant is 207 µs [16]). The reconstruction of event posi-
tion, direction, and energy, along with associated system-
atic uncertainties, is described in Ref. [25]. Events with
poorly reconstructed energies or positions were removed
using several figures of merit (FoMs). Two additional pa-
rameters were used to evaluate the compatibility of each
event with a Cherenkov signal [25]. The first, in-time ra-
tio (ITR), is the fraction of Nhits with time-of-flight cor-
rected hit times within [-2.5, 5] ns, which identified events
with broad time distributions or poorly reconstructed po-
sitions. The second, β14, quantifies the spatial isotropy
of the hit PMTs using the first and fourth Legendre poly-
nomials of the distribution of angles between the PMTs
with respect to the reconstructed position. Events with
a spatially uniform distribution of hit PMTs would have
values of β14 near zero.

The reconstructed position r of a prompt event was re-
quired to be in one of two fiducial volumes (FVs): inside
the AV (internal) and between the AV and the PMTs
(external). The region close to the AV was excluded
to avoid (α, n) reactions from the acrylic. This analy-
sis is the first from SNO+ to use the external volume,
where the energy scale has been calibrated as a function
of event position and direction, and reconstruction sys-
tematic uncertainties were evaluated similarly to those
for the volume inside the AV.

Loose bounds were applied to the reconstructed en-
ergy E of both prompt and delayed events. The distance
between prompt and delayed events ∆r was also loosely
bound. The BDT method instead used Nhitsp,12 for de-
layed events, which is the maximum number of PMT hits
found in a sliding time window of 12 ns, and was calcu-
lated using the time-of-flight-corrected PMT hit times
assuming the prompt event position [16]. Thus, a cut
on Nhitsp,12 effectively cut on both Nhits and ∆r, with-
out directly relying on a reconstructed position for the
delayed event. Delayed events with Nhitsp,12 > 6 were
selected to suppress low-energy accidentals.

The time between prompt and delayed events ∆t ex-
cluded the first 3 µs after each prompt event based on one
of the instrumental background criteria aimed at avoid-
ing sequential detector triggers due to high-energy events
or electronics noise. Any prompt event with more than

TABLE I. Initial IBD selection criteria used by LR and BDT
methods. See text for details.

LR BDT
Prompt Delayed Prompt Delayed

Nhits ≥ 15 NA ≥ 15 ≤ 25
∆t [µs] (3, 500) (3, 500)
ITR > 0.5 NA > 0.5 NA
β14 (-0.6, 1.6) NA (-0.6, 1.6) NA
||r|| (internal) [m] < 5.7 < 5.7 < 5.6 NA
||r|| (external) [m] (6.3, 7.5) (6.1, 7.6) (6.4, 7.3) NA
z (external) [m] (-5.0, 5.0) (-5.0, 5.0)
E [MeV] (2.5, 9.0) < 4.0 (2.5, 9.5) NA
∆r [m] < 3.0 NA
Nhitsp,12 NA NA NA > 6

one delayed event within 500 µs was rejected, which re-
duced backgrounds that have high neutron multiplicities,
such as atmospheric neutrino interactions, while sacrific-
ing a negligible fraction of IBDs. A 100-ms veto was ap-
plied after any event with Nhits > 300 (roughly 40 MeV),
which reduced backgrounds from charged-current atmo-
spheric neutrino interactions. Cosmogenic muon prod-
ucts were avoided by vetoing all events within 20 s after
identified muons. Such a long veto window resulted in
a small livetime sacrifice since only about three muons
pass through the detector every hour.

The neutron selection efficiency was measured using a
deployed AmBe source [16] in order to correct for the im-
perfect modeling of the detector trigger around threshold.
The source produces coincident pairs of a 4.4-MeV γ and
a neutron. Events were selected with high purity using
the same criteria as in the IBD analysis. The resulting
volume-weighted ratios of efficiencies (data/simulation)
were applied as corrections to all predictions involving
neutrons: 0.85 ± 0.16 (LR) and 0.89 ± 0.23 (BDT). The
large uncertainties arose from the variation of the ratios
across the detector and the lack of complete deployment
coverage across the FVs. These are the dominant uncer-
tainties in the IBD prediction.

The total AmBe-corrected efficiency of the initial IBD
selection criteria was 4.9% (LR) and 5.2% (BDT). For
events that triggered the detector and satisfied the FV,
E, and Nhits criteria, the initial IBD selection efficiency
was about 60% for both methods. Individual selection
efficiencies for the LR method are given in Table II.

After applying all initial selections, the dominant back-
ground was found to be from accidental coincidences, at
an estimated rate around 58 per day, or more than 104

accidentals in the 190-day dataset. Thus, it was neces-
sary that cuts on the LR and BDT distributions reduce
the accidental rate by at least four orders of magnitude
without sacrificing a significant fraction of the expected
IBDs. The number of IBDs and accidentals is tabulated
for the LR method in Table II.

The LR method constructed a likelihood ratio using
probability density histograms for reactor IBDs and ac-
cidentals. The former were generated from reactor νe
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TABLE II. For the LR method, expected IBD efficiency of
each initial selection, and IBD and accidental counts in 190
livedays after each initial selection. The last row shows these
for the final selection based on the LR cuts. Efficiencies
are calculated for prompt and delayed events together. The
volume-weighted correction from the AmBe source (0.85) is
included in the trigger efficiency.

Initial selection Efficiency (%) IBDs Accidentals
None NA 160.4 NA
Trigger 32.9 52.8 NA
Instrumentals [25] 95.7 50.5 NA
Nhits 56.9 28.7 NA
Valid reconstruction 87.2 25.1 NA
∆t 90.7 22.7 6.03e6
FoMs, ITR, β14 88.8 20.2 1.86e6
Fiducial volume 50.0 10.1 5.86e5
E 82.1 8.3 2.61e5
∆r 94.7 7.8 1.11e4
LR selection 44.7 3.5 0.7

simulations with SNO+ RAT (a Geant4-based [26] sim-
ulation package) and the latter were constructed by as-
signing a uniformly distributed random value for ∆t ∈
[0,1000] µs to a pair of prompt- and delayed-like events,
each randomly sampled from the data after applying
their respective criteria in Table I. Correlations between
variables were accounted for by using two-dimensional
histograms. Event energy E vs. β14 accounted for the
energy-dependence of β14 that results from the broad-
ening of the angular distribution of Compton scattered
γ’s with decreasing energy. Noting that the backgrounds
have prompt γ’s, it also distinguished the broader angu-
lar distribution of γ’s from that of IBD e+’s. A histogram
of radial position ||r|| vs. radial direction cosine u · r
(the unit dot product of event direction u and position
r) distinguished the isotropic and uniformly distributed
IBDs from accidentals, which largely arose from γ’s emit-
ted from the PMTs’ glass, and were therefore relatively
inward-pointing and at higher radii. Histograms for the
∆t and ∆r distributions were also included. Distinct
sets of probability density histograms were used for the
internal and external volumes and a cut on each of the
two resulting LR distributions was optimized separately.
Distributions of these variables are shown in Ref. [27]
and more details of this method are given in Ref. [28].
The LR distribution for internal IBDs is shown as a red
histogram in Fig. 1 (a).
The BDT method included several variables in addi-

tion to those used in the LR method and naturally ac-
counts for correlations between all variables. However,
the most important difference with the LR method is
that it used distinct trees for prompt and delayed events
in contrast to the single likelihood ratio used in the LR
method. This led to a significantly different selection of
prompt-delayed pairs in the same data set. Reactor νe

simulations and accidental samples constructed from the
data were used to train the BDTs. The accidental sam-
ples were constructed similarly to those of the LR method

except that ∆t was not a parameter in either BDT. The
prompt event BDT used five input variables: E, β14,

vertical position z, transverse position ρ ≡
√

x2 + y2,
and radial direction cosine u · r. A total of twelve vari-
ables were input to the delayed BDT. Similar to the
LR method, the delayed BDT used E, ρ, z, u · r, and
∆r. It also used Nhitsp,12 and its ratio to Nhits, along
with five other variables that made use of the prompt
event position and PMT hit information of the delayed
event. The one temporal and four geometric parameters
were Trms, Ncluster, φrms, θmean, θrms, and are defined in
Refs. [29, 30]. The delayed BDT distribution for IBDs is
shown as a red histogram in Fig. 1 (d).

Cuts on the LR and BDT distributions were deter-
mined by maximizing the median discovery significance
presented in Ref. [31], which takes the predicted signal
and background counts and background uncertainties as
input. Backgrounds with delayed events from a neutron
capture have fewer discriminating characteristics against
IBDs, making the accidental background the most sen-
sitive to the LR or BDT selections and therefore critical
in determining their optimal cuts. Both LR and BDT
methods predicted the accidental background rate using
the observed rates of prompt- and delayed-like events.
The accidental rate was stable across the 190-day lower-
background dataset and after applying the optimal LR or
BDT cuts was reduced by a factor greater than 104. The
expected number of accidental coincidences was 0.7 ± 0.1
for the LR method after requiring the internal (external)
LR > 8.0 (10.4), and 1.4 ± 0.1 for the BDT method af-
ter requiring the internal (external) prompt BDT > 0.1
(0.18) and the delayed BDT > 0.23. The IBD efficiencies
for these cuts were 45% and 59%, and the expected num-
bers of selected IBDs were 3.5± 0.7 and 4.8± 1.4. These
and the expected accidentals are given in Table III.

The estimates of accidental backgrounds were checked
by looking at the number of coincidences in a sideband
of ∆t between 500 and 1000 µs, keeping all other se-
lection criteria unchanged. Figures 1 (a) and (d) show
the expected internal LR and delayed BDT distributions
for IBDs and accidentals, together with the data from
the signal and ∆t sideband regions. The agreement be-
tween the sideband data and accidental expectation is
very good for both methods and the total number of ac-
cidentals that passed the final cuts in the sideband (0
and 2 for the LR and BDT methods) was consistent with
the expectations of 0.7 and 1.4.

Neutron-capture backgrounds. The (α, n) background
originates from naturally occurring α-decays in which the
α particles interact with 13C in the acrylic of the AV or
with 18O in the AV and water. The 13C(α, n)16O re-
action can produce deexcitation γ’s of up to 6.1 MeV
and the 18O(α, n)21Ne reaction produces deexcitation γ’s
of up to 2.8 MeV. The 13C(α, n)16O reaction thus pro-
duces higher-energy prompt events, but was highly local-
ized to the AV, while the 18O(α, n)21Ne were distributed
throughout the detector volume, but produce only lower-
energy prompt events. The (α, n) reactions were simu-
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TABLE III. Expected signal and backgrounds for LR and
BDT methods in 190 livedays. For BDT, only a 68% C.L.
upper limit is given for the atmospheric ν NC background
since no events were observed in the sideband. The sum was
obtained assuming the limit is the central value, which made
the calculated significance conservative.

LR BDT
Reactor IBD 3.5± 0.7 4.8± 1.4
Accidentals 0.7± 0.1 1.4± 0.1
(α, n) 0.7± 0.7 0.9± 0.7
Atm. ν NC 0.4± 0.3 <0.6
Sum 5.3± 1.0 7.7± 1.7
Observation 9 10

lated using RAT with cross sections and branching ratios
from Refs. [32, 33].

The rate of (α, n) reactions depends directly on the
rate of α-decays, which was dominated by 210Po in both
the AV and the water. Predictions of the 210Po activ-
ity were based on radio-assays of the AV and water, and
included the rate at which 210Po leached into the water
from the AV based on an ex-situ leaching rate measure-
ment. The rate of (α, n) around the AV was studied
in a FV sideband, using prompt events with positions
around the AV in FVs complementary to the IBD FVs
(see Table I). To increase the statistics of this measure-
ment, all 331 days of livetime were used. In this side-
band, the LR (BDT) method observed 17 (25) events
with a background of 2.6 ± 0.2 (7.1 ± 0.5) events. In
both cases the background was dominated by acciden-
tals, which was verified in a ∆t sideband between 500
and 1000 µs. The ∆t distributions were fit with an expo-
nential plus a constant, yielding lifetimes of (276 ± 96) µs
and (183 ± 63) µs, respectively. These values are consis-
tent with the expectation of 207 µs. The two sideband
measurements found consistent rates of (α, n) reactions
and were averaged to provide a single measured value.
To our knowledge, this is the first identification of (α, n)
events in a water Cherenkov detector.

The AV sideband measurement observed a rate of
(α, n) events that was four times higher than predicted,
possibly due to a smaller-than-expected rate of leach-
ing from the AV into the water. In addition to scal-
ing the predicted rate from the AV, a 400% uncertainty
was propagated to the predicted number of (α, n) inter-
actions in the water, which was not measured directly.
The impact of this large uncertainty on the total (α, n)
background (including both the AV and water) was rel-
atively small because the water component of the back-
ground has low prompt energies and was largely removed
by the 2.5-MeV prompt energy criterion (see Table I).
The statistical uncertainty of the AV sideband measure-
ment dominates the uncertainty on the total (α, n) back-
ground. The (α, n) background expectations for the LR
and BDT methods are given in Table III.

Atmospheric neutrinos can interact with oxygen nuclei,
ejecting neutrons or protons, and creating excited states

of 15O or 15N. The ejected nucleons can collide with nu-
clei and excite them or eject more nucleons. Neutral-
current (NC) interactions were the dominant component
of the atmospheric background since charged-current νµ
and νe interactions produce high-energy leptons, which
are easy to identify and reject. In NC interactions, 15O*
deexcites by emitting high-energy γ’s [34], creating a
prompt signal that is followed by the capture of one or
more neutrons by the hydrogen nuclei in the water.

NC atmospheric neutrino interactions produce events
with observable energies above those of the IBD prompt
events, primarily due to multiple deexcitation γ’s from
more than one nucleus. These interactions also often
create multiple neutrons. This background analysis used
a sideband with prompt event energies between 2.5 and
25 MeV, in which events in the range of 2.5 - 9.5 MeV (9.5
- 25 MeV) were required to have a neutron multiplicity
≥ 2 (≥ 1). As in the (α, n) sideband analysis, all 331
days of data were used to increase statistics.

The LR method observed 2 events in the energy-
multiplicity sideband and the BDT method observed 0
events. A GENIE-based simulation [35] of atmospheric
neutrinos was used to estimate the ratio of event rates in
the sideband and signal regions, which was used to trans-
late the sideband observations into constraints on the
number of events in the signal region. Since no sideband
events were observed with the BDT method, an upper
limit was given at a 68% confidence level (C.L.). Using
a ratio between the two regions eliminated uncertainties
on the flux and largely on the cross-section. Systematic
uncertainties still arose from uncertainties on the neutron
multiplicity and prompt energy distributions. These sys-
tematics were estimated by comparing the GENIE out-
put to data from Super-Kamiokande [36] and T2K [37],
yielding a 5% uncertainty in the event rate. The total un-
certainty was dominated by the statistics of the sideband
measurement. The atmospheric ν background expecta-
tions for the LR and BDT methods are given in Table III.

Backgrounds from cosmogenic muons were efficiently
avoided by rejecting all data within 20 s after a muon was
identified. This results in no backgrounds from isotopes
that undergo β-n decay, for which the closest candidate is
17N [30]. With a lifetime of 4.2 s, the rate of observation
was calculated to be < 0.01 per year.

Geoneutrinos from 238U and 232Th decays in the Earth
were predicted to produce about one quarter of the IBDs
produced by reactor νe’s; however, the number of selected
geo-IBDs was negligible because only a small fraction
produced a prompt event with an energy above 2.5 MeV.

Results. After all background sideband analyses were
completed, the LR and BDT cuts were optimized as de-
scribed above, and the reactor νe discovery sensitivities
were thus estimated to be 1.7 σ and 2.1 σ. Then, the
signal region was analyzed in the 190-day dataset, find-
ing 9 coincidences for the LR method and 10 for the
BDT method. The differences between the observed and
expected counts were +3.7 ± 3.2 (LR) and +2.3 ± 3.5
(BDT), revealing observations greater than expectations,
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FIG. 1. Top row shows LR method and bottom row shows BDT method. (Left) The LR for internal events (a) and the delayed
BDT for all events (d) that pass the criteria in Table I. The signal (red) is normalized to the expectation. For both methods
there is good agreement between the data in the ∆t sideband and the accidental estimation. (Center) The ∆t distribution for
the observed events, including the region used as a sideband between 500 and 1000 µs. The fits include exponential and flat
components to model the neutron captures and accidental backgrounds, respectively. In the LR method (b), the accidental
background is not expected to be flat because ∆t is included in the LR, but making this simplifying assumption for the fit
has no significant impact [28]. (Right) The prompt energy distributions for the selected events compared to the expectation
for the signal and backgrounds. The background components are normalized to their expected counts, while the IBD signal is
normalized to the total number of observed events minus the total number of expected background events.

though not inconsistent. The total number of distinct co-
incidences observed by the two methods was 14, of which
5 were common to both. The fraction of all selected IBDs
that were selected by both methods was determined with
simulations to be 47%, which was supported by AmBe
source data. The fraction observed in the data is ap-
proximately 5/14 = 36% (ignoring backgrounds), which
is consistent with the expectation.

The events were directly inspected by fitting an ex-
ponential plus a constant to the ∆t distributions, which
yielded fitted lifetimes of (169 ± 78) µs and (207 ± 82) µs
for the LR and BDT methods, respectively. These fits
are shown in Figs. 1 (b) and (e), and are consistent with
the expected neutron capture time. Figures 1 (c) and
(f) show the observed prompt energy distributions, to-
gether with the expectations for the backgrounds. The
selected events are distributed uniformly across the de-
tector and across calendar time, and the delayed event
energy, ∆r, and prompt and delayed u · r distributions
are also consistent with the simulation [27]. The 141-day
higher-background dataset was also analyzed, revealing 3
and 1 coincidences for the LR and BDT methods, which

are consistent with expectations of 2.0±0.4 and 2.3±0.5.

A discovery significance of reactor νe was calculated
just as the sensitivity except that the predicted sum of
signal and background events was replaced with the ob-
served number. The resulting significances were 3.0 σ
(LR) and 2.9 σ (BDT). A combined significance was cal-
culated in the same way but using the total number of
distinct coincidence events observed by the two methods
(14) and estimating the total number of distinct back-
ground events and its uncertainty. The fraction of all
background events that were selected by both methods
was assumed to be the same as the fraction of IBDs;
i.e., 47%. This assumption is based on the prediction
that most backgrounds have a signal-like delayed event;
namely, due to a neutron. The corresponding background
uncertainty was conservatively estimated by assuming
full correlation (ρ = 1) between the uncertainties of the
two methods, finally yielding an expectation of 3.2 ±
1.0 background events. This gives a combined discovery
significance of 3.5 σ. Changes in the assumptions, such
as taking accidentals to have no events common to both
methods, or assuming a correlation of ρ = 0.5 for the
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background uncertainties, yielded a significance in the
range of 3.2 to 3.7 σ.
In the absence of oscillations, the expected number

of IBDs would approximately double, yielding a signal
plus background around 8 and 11 events for the LR and
BDT methods, respectively. As such, the current ob-
servations cannot distinguish between the oscillation and
no-oscillation hypotheses.
Conclusion. With a detector energy threshold around

1.4 MeV, the SNO+ collaboration has performed the
lowest-energy analysis in a large water Cherenkov de-
tector. In a search for νe from reactors at least 240 km
away, two analytical methods suppressed the accidental
background by more than four orders of magnitude and
made sideband measurements for the three relevant back-
grounds. With 190 days of data, the two methods ob-
tained consistent evidence for reactor νe and yielded a
combined significance of 3.5 σ, producing the first evi-
dence of reactor νe in a Cherenkov detector.
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