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In this work, we study the interaction between a self-sustaining exothermic reaction front propa-
gating in a direction perpendicular to that of gravity and the buoyancy-driven convective flow during
frontal polymerization (FP) of a low-viscosity monomer resin. As the polymerization front trans-
forms the liquid monomer into the solid polymer, the large thermal gradients associated with the
propagating front sustain a natural convection of the fluid ahead of the front. The fluid convection
in turn affects the reaction-diffusion dynamics and the shape of the front. Detailed multiphysics
numerical analyses and particle image velocimetry experiments reveal this coupling between natural
convection and frontal polymerization. The frontal Rayleigh (Ra) number affects the magnitude of
the velocity field and the inclination of the front. A higher Ra number drives instability during FP,
leading to the observation of thermal-chemical patterns with tunable wavelengths and magnitudes.

The interaction between the reaction-diffusion dynam-
ics and associated fluid motions of an autocatalytic re-
action front has received considerable research attention
[1–5]. The variation in physical parameters at the bound-
ary [6] or in the bulk region of the system [7] can lead
to fluid convection. The reaction-induced hydrodynamic
flows can couple back, influencing the front velocity and
shape [8–11]. Moreover, the reaction-diffusion-convection
(RDC) dynamics can drive chemical oscillations [12, 13],
which are integral to broad applications such as quo-
rum sensing [14], chemical artificial intelligence [15], and
stimuli-responsive materials [16].
Frontal polymerization (FP) involves a self-

propagating chemical front that transforms the monomer
into polymer [17–23] and has been reported as a fast, ef-
ficient manufacturing technique for functional polymeric
materials [24–26]. Although FP is usually considered a
reaction-diffusion (RD) process for polymeric systems,
previous experiments [27, 28] and mathematical analyses
[29, 30] report that buoyancy-induced convection can
change the front velocity and induce instabilities when
the front propagates parallel (descending) or against the
gravitation (ascending), as convection across the front
transfers fresh reactants closer or further to the reaction
site [28, 31]. In this Letter, we report a combined
numerical and experimental study of the interactions
between the polymerization front propagating in a
direction perpendicular to gravity and the buoyancy-
driven convective flow in the FP of dicyclopentadiene
(DCPD). Different from other autocatalytic systems that
generate liquid products [32–34], the significant increase
in the viscosity of polymeric products [35] limits the
convection to a narrower region ahead of the reaction
site. The convection parallel to the polymerization
front is quantitatively characterized and revealed to

induce pattern-forming instabilities overlooked by the
reaction-diffusion theory that does not account for
natural convection. This work enables the potential
for fabricating polymeric materials with controllable
patterns and heterogeneous properties [36] in closed
mold systems.

On the numerical side, we capture the fluid convection
effects on FP by combining the reaction-diffusion par-
tial differential equations with the incompressible Navier-
Stokes equations under the Boussinesq approximation as
[37]:
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In this 2-D study, the four dependent variables
are the temperature T (x, y, t), degree of cure
α(x, y, t), pressure P (x, y, t), and velocity vector
u = (ux(x, y, t), uy(x, y, t)), with (x, y) and t denoting
the spatial coordinates and time, respectively. The de-
gree of cure α takes values between 0 (monomer) and 1
(polymer) and describes the fractional conversion based
on the enthalpy of the reaction. In the first relationship,
κ, Cp, ρ, and Hr denote the thermal conductivity, heat
capacity, density, and heat of reaction of the resin,
respectively. The second relationship corresponds to the
cure kinetics model approximated with the nth-order
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model f(α) = (1 − α)n, while A, E, and R (= 8.314
J/kg·K) represent the pre-exponential factor, the activa-
tion energy, and the ideal gas constant, respectively. The
approximation yields front velocity and temperature
values close to experimental measurements [38]. The
molecular diffusion is neglected in the model.
The third relation prescribes the mass conservation,

while the fourth equation corresponds to the conservation
of momentum, with ν denoting the kinematic viscosity.
The body force term describes the fluid flow driven by
the temperature change F = −ρβg∆T , where β, g, and
∆T are the thermal expansion coefficient of the resin,
gravitational acceleration vector (0, -9.81 m/s2), and the
temperature change.
The governing equations (1) are solved over a rect-

angular numerical domain of length l = 40 mm (in the
x-direction) and height h = 4 mm (in the y-direction)
with the following initial and boundary conditions:



















T (x, y, 0) = T0, 0 ≤ x ≤ l, 0 ≤ y ≤ h,
α(x, y, 0) = α0, 0 ≤ x ≤ l, 0 ≤ y ≤ h,
T (0, y, t) = Ttrig, 0 ≤ y ≤ h, 0 ≤ t ≤ ttrig,
∂T

∂x
(0, y, t) = 0, 0 ≤ y ≤ h, t > ttrig,

(2)

where T0 (20
oC), α0 (10

−5), Ttrig (200
oC), and ttrig (1 s)

are the initial temperature and degree of cure, trigger-
ing temperature, and triggering time, respectively. Adi-
abatic boundary conditions are applied along all other
boundaries. No-slip boundary conditions are applied
along all boundaries.
The Multiphysics Object-Oriented Simulation Envi-

ronment (MOOSE) [39], an open source C++ finite el-
ement solver that includes robust mesh and time-step

FIG. 1. Numerical snapshots of degree of cure α (a) and
normalized temperature T ∗ (b) when the front has reached a
steady state. (c) Side-view optical image of FP experiment
in a closed mold 20 s after initiation. The arrows in (a)-(c)
denote the direction of local velocity vector u. All scale bars
denote 1 mm. (d) Simulated and experimental maximum val-
ues of fluid velocity components at different vertical locations
y.

adaptivity, is adopted in this study to capture the sharp
gradients in temperature, degree of cure, and velocity in
the vicinity of the advancing polymerization front. See
Tables S1 and S2 in Supplemental Material [40] for ma-
terial properties and cure kinetics parameters.

Figures 1(a) and 1(b) display snapshots of the distri-
butions of degree of cure α and normalized temperature
T ∗ = (T − T0)/[Hr(1 − α0)/Cp], respectively, with the
blue arrow denoting the direction of front propagation.
In the vicinity of the front, the reaction heat leads to a
sharp thermal gradient and gives rise to a clockwise vor-
tex visualized by the velocity vector field ahead of the
front. As α increases from 0 to 1, the viscosity grows
by ∼ 6 orders of magnitude (Fig. S1 of Supplemental
Material [40]), thereby zeroing the velocity field behind
the front. As the vortex moves with the front, the asso-
ciated convective flow transfers some of the reaction heat
to the positive y-direction, leading to a inclined front.
After some initial transients associated with the front ig-
nition along the left edge of the domain, the front reaches
a steady-state velocity vf = of 1.30 mm/s and an incli-
nation angle θf of 2.40 deg. This steady-state velocity
is greater than that predicted by the reaction-diffusion
relations in the absence of convection (1.23 mm/s) (Fig.
S2 of Supplemental Material [40]), indicating that the
buoyancy-driven convection facilitates the front propa-
gation.

FP experiments were performed in a rectangular closed
glass mold with dimensions of 7.5 cm (in the FP direc-
tion) × 2.5 cm × 0.4 cm to validate the numerical results.
Silver hollow spheres were added to the DCPD resin to
perform particle image velocimetry (PIV) during frontal
polymerization in a closed mold system. More experi-
mental details are included in the Supplemental Material
[40].
Figure 1(c) is a representative side-view optical image

of an experiment conducted at room temperature∼ 20oC
and without pre-gelling the resin (α0 ∼ 0), consistent
with the numerical settings in Figs. 1(a) and 1(b). The
dashed line indicates the location of the front. Extracted
by PIV, the velocity field ahead of the front u shows a
clockwise vortex consistent with the numerical analyses.
Figure 1(d) presents the y-variation of the simulated and
measured maximum velocity vector components |ux|max

and |uy|max, showing a good agreement. As expected,
the walls of the glass mold at y = 0 and 4 mm (no-
slip boundary conditions in the simulation) enforce zero
|ux|max and |uy|max.

A detailed numerical parametric study reveals that
both the front inclination angle and the maximum fluid
velocity magnitude decrease non-linearly with the ini-
tial temperature T0 and degree of cure α0 (Fig. S3 in
the Supplemental Material [40]). To better character-
ize the dependence of the solution on the key parameters
that define the reaction-diffusion-convection problem, we
rewrite Eq. (1) in its non-dimensional form as
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FIG. 2. Numerical (circles) and experimental (squares) re-
sults of the normalized maximum fluid velocity magnitude
|u|max/vc and inclination angle θf as functions of the frontal
Rayleigh number Ra, where vc is a characteristic velocity. Op-
tical experimental images are shown in insets with scale bars
representing 1 mm.
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where superscripts ‘∗’ indicate variables reduced with the
characteristic time tc = D/v2c , length lc = D/vc, pressure

Pc = v2cρ, and velocity vc = [
AκRT 2

f

ρHr(1−α0)E
exp(− E

RTf

)]0.5.

Tf = T0 + Hr(1 − α0)/Cp is the adiabatic front tem-
perature, D = κ/(ρCp) is the thermal diffusivity of the
resin, and the unit vector ĝ denotes the direction of grav-
ity. The characteristic velocity vc is proportional to the
steady-state front velocity vf [41]. In the second equa-
tion, Z = Hr(1 − α0)E/(CpRT 2

f ) is the Zeldovich num-
ber, while the non-dimensional parameters δ and η are
defined as δ = E/(RTf) and η = T0Cp/[Hr(1 − α0)].
In (3)4, Pr = ν/D is the Prandtl number, and Ra =
β|g|Hr(1−α0)D

2/(Cpνv
3
c ) is the frontal Rayleigh number

that quantifies the buoyancy effect and is used hereafter
to characterize the FP-driven fluid convection. Consid-
ering the dependence of ν on α, Ra is evaluated with the
viscosity value corresponding to α = α0.
As shown in Fig. 2, the numerically predicted normal-

ized fluid velocity magnitude |u|max/vc (cool-color cir-
cles) increases linearly with Ra. All results were taken
within the steady-state regime, with the uncertainty (er-
ror bars) resulting from averaging data in ∼ 200 simu-
lation frames in each case. A stronger fluid momentum

produces a larger inclination angle θf (warm-color cir-
cles), which also depends linearly on Ra. For all numer-
ical data presented in Fig. 2, T0 is chosen between 0 and
35 oC, which is typical for the processing temperature
of FP [42, 43]. As the initial temperature increases (i.e.,
as Ra decreases), the front speed vf increases and the
solid polymer forms more rapidly right at the location
with the buoyancy effect, limiting the fluid convection.
Similarly, as α0 is increased by pre-gelling the resin be-
fore FP, the associated increase in ν leads to lower values
of Ra for a fixed T0 value. With a lower Ra, the effect
of fluid convection on the front propagation is reduced,
and the RDC and RD models converge (Fig. S2 in the
Supplemental Material [40]).

Two sets of FP experiments were conducted at mul-
tiple T0 values between 5 and 35 oC without pre-cure
(i.e., α0 ∼ 0) and for α0 values ranging between ∼ 0
and 0.037 at room temperature (20 oC). The averaged
steady-state values and errors of |u|max and θf obtained
from 40 frames around t = 20 s in each experiment video
are presented in Fig. 2 as square symbols and show good
agreement with the numerical results. Two insets de-
pict optical images of the steady-state front in experi-
ments conducted at T0 = 15 and 30 oC, with the liquid
monomer and solid polymer shown in dark pink (right)
and yellow (left) colors, respectively. The curved shape
of the front in experiments was caused by the heat loss to
the glass mold [44], which does not influence |u|max/vc
or θf, as demonstrated in Fig. S4 in the Supplemental
Material [40].

As shown in Video S1 available in the Supplemen-
tal Material [40], the front experiences instabilities at
T0 = 10 oC. These instabilities are captured numeri-
cally in Fig. 3(a), which presents two numerical snap-
shots of the T ∗ distributions obtained for T0 = 10 oC
and α0 = 10−5. These results indicate the presence of
multi-head spin-mode instabilities, where thermal heads
(i.e., local regions of high temperature) are observed to
separate and merge with each other, as indicated by the
white arrows. When the thermal heads reach the top
and bottom boundaries of the domain, they bounce back
and keep interacting with the adjacent heads. The front
shape in this ‘quasi-steady-state regime’ thus switches
back and forth between the two states separated by
∼ 0.17 s, leading to periodic reaction patterns with tun-
able, temperature-dependent features shown in Fig. 3(b).

At T0 = 15 oC (I), no reaction patterns are observed
and the front propagation is stable. As T0 decreases to
10 (II) and 5 oC (III), wave-like reaction patterns emerge
containing regions of high reaction rate (lighted regions
in the figure) separated by (darker) bands of low reaction
rates. The motion of the thermal heads is highlighted by
the white arrows. The magnitude of maximum reaction
rates α̇max is higher at a lower T0, indicating higher in-
stantaneous temperatures and a higher instability for the
front [42]. The wavelength of the pattern also increases
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FIG. 3. (a) Multi-head spin-mode instabilities observed in
simulations. (b) Spatial variations of the maximum reaction
rate α̇max with different T0 values, where λ denotes the wave-
length of patterns. All scale bars represent 1 mm. Reaction
patterns are not observed with the reaction-diffusion theory
(insets). (c) Average wavelength λ and average temperature
ratio Tp/Tf as functions of Rayleigh number Ra, where Tp

is the instability peak temperature observed at the bottom
boundary (inset).

with decreasing T0. In addition, the average distance
between the location of thermal heads increases, char-
acterized by the pattern wavelength λ along the bottom
boundary of the system (marked by the red arrow). With
a further reduced T0 = 0 oC, the reaction pattern is fea-
tured by inclined serpentine lines with local high intensi-
ties that correspond to thermal heads. Unlike II and III,
the connections between dots in horizontal direction van-
ish, suggesting a different propagating regime: thermal
heads spin to the negative y-direction instead of sepa-
rating in two directions (white arrows, Video. S2 in the
Supplemental Material [40]). The instability-driven pat-
terns are not observed with the RD theory.

Based on the observed propagating regimes presented
in Fig. 3(b), Fig. 3(c) presents the Ra dependence of
the characteristic pattern features, i.e., the average wave-
length λ and instability temperature ratio Tp/Tf, where
Tp is the temperature at the instability peak observed at
the bottom boundary (inset). With a Ra smaller than
0.24 (T0 > 12.5 oC), the limited momentum of the fluid
convection is insufficient to disturb the stable front prop-
agation. In these cases, for which Fig. 3(b)-I serves as
an illustrative example, Tp/Tf = 1 and no instability or

FIG. 4. (a) Reaction rate α̇ (color, in logarithmic scale)
as a function of the temperature T and degree of cure α.
Evolution of typical α − T ∗ relationships in a patterning
reaction-diffusion-convection system (squares and stars) and a
pattern-free reaction-diffusion system (circles). (b) Spectrum
of α − T ∗ relationships in reaction-diffusion-convection sys-
tems with various frontal Rayleigh number Ra. The dashed
curve denotes the reaction-diffusion system (Ra = 0).

patterns are observed.

When Ra is between 0.24 and 0.37, the stronger fluid
convection leads to larger inclination angles (Fig. 2) and
heat exchange parallel to the front, which impact the
reaction-diffusion power balance [36]. Consequently,
multi-head two-way spinning instabilities occur along
with the inclined front profile (unstable region), exem-
plified by Figs. 3(a) and 3(b)-II, III. The thermal peaks
result in Tp/Tf values> 1, which increases with Ra. With
Ra > 0.5 (T0 < 4.5 oC), the thermal front is less active
so that the spin in the positive y-direction along with
the front profile is eliminated by the fluid, leading to a
one-way spin mode (Fig. 3(b)-IV). The transition in the
propagating regime leads to a jump in λ while the in-
crease in Tp/Tf with Ra is no longer significant.

To elaborate on the correlation between the convec-
tion and FP, Fig. 4(a) presents the reaction rate α̇ with
a logarithmic color scale given specific values of temper-
ature T and α. Meanwhile, the evolution of the α and T
at the locations with high (stars, hot) and low (squares,
cold) reaction rates in a patterning FP system (T0 = 5
oC, α0 = 10−5, Fig. 3(b)-III) is displayed, and the α−T
curve under the same condition but without convection
effects (red circles, pattern-free) is also shown as a refer-
ence. The discrepancy between RDC and RD systems in-
dicates that the convection transfers part of the reaction
heat from cold (‘withdraw’, blue arrow) to hot (‘provide’,
yellow arrow) regions within the front, leading to varia-
tions in local temperatures. Consequently, the disturbed
temperature distribution leads to heterogeneous reaction
rates and drives the formation of reaction patterns. Fig-
ure 4(b) compares the range of α − T ∗ values in RDC
systems with various Ra numbers. At a higher Ra, the
fluid momentum is enhanced, disturbing the reaction to
a larger extent, which results in a wider α−T ∗ range. In
addition, the intensity of reaction pattern is amplified as
a higher maximum reaction rate can be achieved. Reduc-
ing Ra restricts the convection, and the α−T ∗ evolution
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converges to that in an RD system (Ra = 0).

To summarize, we have presented the interaction be-
tween a self-propagating polymerization front and the as-
sociated buoyant convection during the frontal polymer-
ization of dicyclopentadiene. The reaction heat drives a
fluid vortex ahead of the front, which leads to inclined
front shapes. The frontal Rayleigh number, which com-
pares the effects of the buoyant flow and of the frontal
polymerization, governs both the maximum fluid veloc-
ity and front inclination angle with linear relationships,
confirmed with both simulations and experiments. More-
over, strong fluid momentum can introduce heat ex-
change parallel to the front, which disturbs the stable
front propagation and leads to multi-head spin-mode in-
stabilities. The emergence of different instability regimes,
from stable to one-way and two-way spin modes, and
the characteristic features of wavelength and instability
peak temperature, also depend on the value of Ra. The
interaction and patterning mechanisms provide a funda-
mental understanding of frontal polymerization beyond
the scope of reaction-diffusion dynamics and are helpful
for manufacturing polymeric parts with tunable hetero-
geneous features at the sub-millimeter level.
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