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The process of thermalization in many-body systems is driven by complex interactions among
sub-systems and with the surrounding environment. Here we lay the theoretical foundations for the
active control of local thermal states in arbitrary non-reciprocal systems close to their equilibrium
state. In particular we describe how to (i) force some part of the system to evolve according to
a prescribed law during the relaxation process (i.e. thermal targeting probem), (ii) insulate some
elements from the rest of the system or (iii) synchronize their evolution during the relaxation process.
We also derive the general conditions a system must fullfill in order that some parts relax toward a
minimal temperature with a minimum energetic cost or relax toward a prescribed temperature with
a minimum time. Finally, we consider several representative examples in the context of systems
exchanging heat radiatively.

Many-body heat exhange is of tremendeous impor-
tance to understand the thermalization process of com-
plex networks and more generally to understand and con-
trol their dynamic evolution. Many strategies have been
proposed to date to actively control the evolution of lo-
cal thermal state in these systems by way of external
drives. Hence, by modulating some intensive quantities,
such as the temperature or chemical potential, an addi-
tional flux to the primary flux induced by a temperature
bias can be generated and used to control heat exchange.
This shuttling effect [1–4] results from the variation of
the local curvature of flux with respect to these param-
eters. When the system displays a negative differential
thermal resistance, this effect can contribute to inhibit
the primary flux, potentially pumping heat from cold to
hotter parts of the system. A slow cycling modulation
of control parameters near-topological singularities [5, 6]
such as exceptional points can also be used to enhance
or inhibit energy exchange within a system. Finally, the
spatiotemporal modulation of thermal properties in these
systems, can add a convective component [7] to the oth-
erwise diffusive flux.

In this Letter we describe a general mathematical
framework for the dynamic control of arbitrary many-
body systems subject to physical constraints and discuss
several problems of practical interest including local ther-
mal targeting, thermal insulation of sub-elements and the
synchronization of local thermal states during the relax-
ation process. We also derive the conditions that these
systems must fulfill in order to accelerate the relaxation
process with a minimum energetic cost and to cool some
elements with a minimum time. We finally illustrate the
efficiency of control on concrete situations.

To start let us consider a generic many-body system
comprised of N bodies interacting among themselves as
well as with an external bath at temperature Tb. The
time evolution of thermal state T = (T1, ..., TN )> of this
system under temporal driving is governed by an energy

balance (master) equation of general form

Ci
dTi
dt

=
∑
j 6=i

Pj→i(T;Tb, t), i = 1, ..., N. (1)

Here Pj→i denotes the power received by the ith element
from the jth element within the system or from exchange
with the external environment (i.e. thermal bath or ex-
ternal actuation) while Ci represents its heat capacity.
Close to the equilibrium state Teq = (Tb, ..., Tb)

> the
net power, where the symbol > set the transposition, can
be linearized and expressed in terms of pairwise thermal
conductance Gij = lim

Tj→Ti

Pj→i

Tj−Ti
. In this approximation

equations (1) can be formally recasted under the matri-
cial form

dT

dt
= Ĝ(t)T + U(t), (2)

where Ĝ(t) denotes the conductances matrix (normalized
by the thermal inertia ) with Ĝik = −(

∑
j 6=i
Gij +Gib)δik +

(1 − δik)Gik and U(t) = (u1, ..., uN ) is the (normalized)
power vector (in K/s unit) setting all interactions with
the external environement, Gib being the conductance
between the ith element and the bath. These interactions
can be decomposed into two different contributions, the
interaction of each element with the external bath and
the action of external commands on these elements (i.e.
ui = GibTb + Ci). It turns out that thermal state at any
time reads,

T(t) = R(0, t)T0 +

∫ t

0

R(τ, t)U(τ)dτ, (3)

where R is the resolvant of the system (2) and T0 =
(T1(0), ..., TN (0)) is the initial thermal state. In recipro-
cal systems (i.e. Ĝ is symmetric)

R(s, t) = exp(

∫ t

s

Ĝ(τ)dτ). (4)
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For systems with time-independent conductance matrix
this resolvant reduces to the exponential matrix of Ĝ.
The thermalization of these systems has been investi-
gated in [8, 9]. In non-reciprocal systems the resolvant
must be calculated iteratively [10].

Targeting of thermal state and thermal insulation:
Starting from this general expression we can derive the

conditions needed in order to locally control the temporal
evolution of the system. This so called thermal target-
ing problem consists of finding the appropriate (external)
command in order for the system to relax toward a given
targeted thermal state. The simplest targeting problem
is the temperature control of the jth element of a system
by using an extra power (command) Ci(t) (i 6= j) which
is either injected on (i.e. Ci > 0) or extracted from (i.e.
Ci < 0) the ith element so that the power vector reads
U = (G1bTb, ..., GibTb + Ci, ..., GNbTb)>. If we denote by
T targj the target temperature, then it is straighforward to
show from expression (3) that the optical command C ∗i
solves the following Volterra integral equation (see [10]
for details)

Vji.Ci(t) :=

∫ t

0

Rji(τ, t)Ci(τ)dτ = gj(t), (5)

with the second member

gj(t) = T targj (t)−
∑
k

Rjk(0, t)T0k

−
∑
k

∫ t

0

Rjk(τ, t)Gkb(τ)Tbdτ.
(6)

Moreover, the untargeted temperatures Tm6=j are mod-
ified by the external commands and obey the following
law

Tm(t) = T̂m(t) +

∫ t

0

Rmi(τ, t)C
∗
i (τ)dτ, (7)

where T̂m denotes the natural (free) evolution of the tem-
perature without external command. It is straightfor-
ward to generalize this single targeting problem to an
arbitrary number of targets.

Beside this problem we can also find the the conditions
required to maintain the local thermal state associated
with the jth element (i.e. Ṫ targj (t) = 0) while the rest of
the system is free to relax. The solution of this thermal
insulation problem can be readily obtained by taking the
time derivative of Eq. (5) which relates the command
to the local temperature. By doing so we immediately
get the equation the command must satisfy the Volterra
integral equation of the second kind∫ t

0

∂Rji(τ, t)

∂t
Ci(τ)dτ + Ci(t) = ġj(t). (8)

As noted previously, the untargeted temperatures are di-
rectly impacted by the command and obey relation (7).

Synchronization of local thermal states:
The second class of problem which can be considered is

the synchronization of local thermal states during the re-
laxation process. This problem consists in finding ad hoc
external commands to synchronize the temporal evolu-
tion of different local states during the relaxation process.
The simplest synchronization problem consists in finding
two commands Cj(t) and Ck(t) applied on the jth and
kth elements of system in order to synchronize the tem-
peratures of two elements m and n along the relaxation
(i.e. Tm(t) = Tn(t) for t > t∗) . Using expression (3) with
U = (G1bTb, ..., GjbTb + Cj , ..., GkbTb + Ck, ..., GNbTb)>

and two target temperatures T targm (t) and T targn (t) which
satisfy the condition T targm (t) = T targn (t) for t > t∗ it
is straighforward to show that the optimal commands
CCC jk(t) =

(
Cj(t), Ck(t)

)> are solution of the matricial
Volterra integral equation (see [10] for details)∫ t

0

RRRmn,jk(τ, t)CCC jk(τ)dτ = gmn(t), (9)

with

RRRmn,jk(τ, t) =

(
Rmj(τ, t) Rmk(τ, t)
Rnj(τ, t) Rnk(τ, t)

)
(10)

and

gmn(t) =
(
T targm (t)− T̂m(t), T targn (t)− T̂n(t)

)>
.
(11)

Active cooling with a minimum energetic cost:
When a system is prepared at a higher temperature

relative to its environment, it will cool down toward the
equilibrium temperature Tb after some general time t∗.
According to the general expression (3), the relaxation
time is solution of the following equation

T(t∗) = R(0, t∗)T0 +

∫ t∗

0

R(τ, t∗)U(τ)dτ ≈ T∞, (12)

where T∞ = (Tb, ..., Tb)
>. It seems obvious from this

relation that the free relaxation time can in general be
reduced by extracting a sufficient amount of power from
all elements having a temperature higher than the envi-
ronment temperature. But such a brute force strategy
is obviously not optimal and it is strongly energy con-
suming. Further below, we derive non-trivial conditions
for cooling down part of the many-body system under
minimum energy consumption, by either injecting or ex-
tracting power locally within the system. Formally, this
problem is a linear control problem with a quadratic cost.
In its simplest form, this problem consists of solving (2)
for a power vector U = (G1bTb, ..., GjbTb+Cj , ..., GNbTb)
subject to the quadratic cost

J(Cj) = T 2
i (t̄) +

∫ t̄

0

C 2
j (τ)dτ, (13)
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Cj being the command applied on body j over a given
time interval [0, t̄] in order to minimize the temperature
of ith element at time t̄ using a minimum energy con-
sumption E(t̄) =

∫ t̄
0

C 2
j (τ)dτ . Notice that although the

temperature is a positive quantity the cost function has
been written, for convenience, with respect to T 2

i . Writ-
ing down Ti explicitly in terms of both the free temper-
ature T̂i and the command this function reads

J(Cj) = [T̂i(t̄) +

∫ t̄

0

Rij(τ, t̄)Cj(τ)dτ ]2 +

∫ t̄

0

C 2
j (τ)dτ.

(14)
J being a strictly convex functional (i.e. ∂2J/∂C 2

j =

2(β(t̄) + t̄) > 0 with β(t) =
∫ t

0
Rij(τ, t)dτ), the optimal

command C ∗j is unique. Hence, by taking the deriva-
tive of (14) with respect to Cj we see that the optimal
command must satisfy the constraint

G[Cj ] =

∫ t̄

0

K̂ij(τ, t̄)Cj(τ)dτ + ĝi(t̄) = 0, (15)

where we have set

K̂ij(τ, t̄) = β(t̄)Rij(τ, t̄) + 1 (16)

and

ĝi(t̄) = T̂i(t̄)β(t̄). (17)

It follows that to minimize E(Cj) under the constraint
(15) the command must satisfy the following equation

[E + λG]′(Cj) = 0, (18)

where λ is the Lagrangian multiplier and the prime de-
notes the derivative of the functional E+λG with respect
to the command. Applying the Euler-Lagrange relations
for the Lagrangian L(τ,Cj , Ċj) = C 2

j + λK̂ij(τ, t̄)Cj as-
sociated to this equation it follows that

C 2
j + λK̂ijCj = α, (19)

where α is a constant. Hence the optimal command reads

C ∗j (τ) = 1/2[λK̂ij(τ, t̄)−
√
λ2K̂2

ij(τ, t̄) + 4α], (20)

where the constants λ and α are uniquely determined
from the two boundary conditions at t = 0 and t = t̄
for the command. After a straighforward calculation we
get α = C 2

j (t̄) and λ =
C 2

j (0)−C 2
j (t̄)

Cj(0)K̂ij(0,t̄)
. As the minimal

temperature is concerned it takes the form

Ti(t̄) = T̂i(t̄) +

∫ t̄

0

Rij(τ, t̄)C
∗
j (τ)dτ. (21)

This problem can be generalized in order to identify mul-
tiple optimal command C∗ = (C ∗a1, ...,C

∗
aN ) to minimize

at time t̄ the temperature T = (Tb1, ..., TbM )> of several

Figure 1: Targetting of the local thermal state of a three-body
system consisting of graphene disks of radius R = 50nm (heat
capacity C = 4.19 × 10−18 J.K−1) regularly distributed on a
circle of radius r = 50 R and embedded in a thermal bath
at temperature Tb = 300 K. The disks have the same Fermi
level (EF = 0.1eV ) and they are initially held at temperatures
T1(0) = 320K, T2(0) = 290K and T3(0) = 310K. The target
temperature (a) is controlled with a noisy command (5% of
white noise). (b) Evolution of the temperature of controlled
disk under the action of the command C2 and (normalized)
control power P2 = CC2/[Gbb(Tb − T2)].

elements with a minimum energy cost . In this case the
cost function reads

J(C) =‖ T(t̄) ‖2M +

∫ t̄

0

‖ C(τ) ‖2N dτ. (22)

Relaxation with a minimum of time:
Another problem of practical importance is to consider

the relaxation of the system under a minimum time con-
straint. In its simplest form, this implies finding a com-
mand over a bounded set Cmin ≤ Cj ≤ Cmax, where
Cmin ≤ 0 and Cmax ≥ 0, in order to minimize the re-
laxation time t∗ of ith element (up to the environment
temperature). Formally, this problem consists in the de-
termination of the command Cj which minimizes the cost
J(Cj) = t∗ so that the ith element reaches the surround-
ing temperature

Tb = T̂i(t
∗) +

∫ t∗

0

Rij(τ, t
∗)Cj(τ)dτ, (23)

T̂i being the temperature followed by this element with-
out external control. According to the Pontryagin maxi-
mum principle the optimal command is of the bang-bang
type and reads C ∗j (τ) = Cmin if X−1

ij (τ) > 0 (resp.
C ∗j (τ) = Cmax if X−1

ij (τ) < 0) for each time 0 ≤ t ≤ t∗

where we have set X−1(τ) = exp(−
∫ τ

0
Ĝ(s)ds).

We now illustrate the various external control function-
als above by considering several simple examples. First,
let us consider a system composed of three graphene disks
of radiusR placed at the vertices of an equilateral triangle
as sketched in Fig.1. We assume this triangle is circum-
scribed to a circle of radius r which is smaller than the
thermal wavelength of every particle and is embedded in
an external bath at temperature Tb, such that heat ex-
change among the particles is dominated by near fields
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Figure 2: Reachability of a prescribed target temperature pro-
file, T targ

1 (t) = T1(0)e−a t, for the same system of Fig. 1,
under noisy command (5% of white noise) applied on disk
2. Shown are various (a) target temperature profiles corre-
spoding to disk 1, along with the corresponding (b) effective
temperature of disk 2 along the trajectory. The onset of large
(even negative) temperature variations suggests some target
profiles are unreachable/unphysical.

[11]. In accordance with the Landauer formalism [11, 12],
near field heat exchange between disks close to thermal
equilibrium may be described by pairwise conductances,

Gij =

∫ ∞
0

dω

2π

∂Θ

∂T
Ti,j(ω). (24)

Here Θ(ω, T ) = ~ω/[e
~ω

kBT − 1] denotes the mean energy
of a harmonic oscillator in thermal equilibrium at tem-
perature T and Ti,j(ω) is the transmission coefficient, at
the frequency ω, between two disks. In the dipolar ap-
proximation the later reads [13, 14]

Tij(ω) =
4

3
k4

0ImTr

[
αjGji

αi −α†i
2i

G
†
ji

]
, (25)

where k0 = ω/c with the light velocity c and Gij denotes
the dyadic Green tensor between the ith and the jth par-
ticle in the N-dipole system [15]. Here αi denotes the
electric polarizability tensor [16–18] associated with the
ith particle. Heat-exchange between the disks and the
bath can be described through a correction Gib = β Gbb
of the blackbody conductance Gbb = 4σ S T 3

b around the
bath temperature Tb , with a correction factor β � 1.
Here S denotes the apparent surface of disk and σ stands
for the Stefan-Boltzmann constant. In Fig.1(a) we plot
the temporal evolution of the first disk temperature un-
der the action of a noisy command (extracted power)
applied on the second disk given an initial thermal state
and we compare this evolution with its free evolution in
the absence of the command. Furthermore, Fig. 1(b)
shows the temperature evolution of the second disk un-
der the external command, along with the corresponding
command “cost” function. Notably, the targeted temper-
ature is shown not only to be physically but also effi-
ciently reachable, with both temperature and command
functions always remaining physically admissible. Fig.
(2) on the other hand shows that this is not always the
case, as some target temperatures require either unphys-
ical cost functions or lead to untargeted temperatures far

Figure 3: Optimal cooling under a minimum energy cost con-
straint, for the same system of Fig. 1, under noisy command
(5% of white noise) applied on disk 2. Shown on the plot
are the temperature of disk 1 along with the corresponding

associated energy cost e = C
√∫ t̄

0
C 2
j (τ)dτ between the ini-

tial time and t̄ where the optimal temperature is reached.
The boundary conditions for the command power are set to
CC2(0) = 4.19 fW and CC2(t̄) = 21 fW .

away from equilibrium (even negative), thus invalidating
the linear approximation above. This siltuation imposes
general conditions on the commandability which must be
fullfilled for a given system to reach a given target. Using
the Volterra operator introduced in (5) it is straighfor-
ward to derive from expressions (5) and (7), the following
commandability conditions

Tk(t) = T̂k(t) + VkiV
−1
ji gj [T

targ
j (t)] ≥ 0 (26)

linking the target T targj and the local temperatures Tk at
time t given an initial thermal state.

Keeping the same system we now seek the lowest tem-
perature the first disk can reach by controlling the tem-
perature of disk 2 with a minimum energetic cost. The
result plotted in Fig. 3 with respect to the optimization
time t̄ given specific boundary conditions for the com-
mand (see caption of Fig.3) show that the temperature
of first disk can be significantly reduced in comparison
with the free relaxation process using a reasonably low
energy cost. It is clear that this discrepancy can be ei-
ther enlarged or reduced by an appropriate change on the
boundary conditions for the command. However, a com-
mandability condition analog to relation (26) must be
respected to keep the controlled temperatures physically
admissible. In Figs.4 we also solve the cooling problem
with a minimum time on the same system using a bang-
bang type control applied on the second disk.

In conclusion, we laid theoretical foundations for the
active control of arbitrary many-body systems subject
to physical constraints. This theoretical framework can
be used to control non-reciprocal systems with thermally
dependent conductance matrices. We have demonstrated
how the thermal state can be dynamically and locally ma-
nipulated using external commands showing the feasibil-
ity and versatility of various control schemes. Beyond
its practical interest the formalism we have introduced
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Figure 4: Optimal cooling of disk 1 with a minimum time
in the same system as in Fig.1 with a bang-bang command
applied on disk 2. The red continue curves denotes the free
evolution. Temperature evolution of first disk (a) and of sec-
ond disk (b) with different minima Cmin for the command.

guarantees convergence to globally optimal solutions and
explicitly connects this class of thermal control problems
to standard problems in the area of convex optimization.
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