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Electrostatic charging affects the many-body spectrum of Andreev states, yet its influence on their
microwave properties has not been elucidated. We developed a circuit quantum electrodynamics
probe that, in addition to transition spectroscopy, measures the microwave susceptibility of differ-
ent states of a semiconductor nanowire weak link with a single dominant (spin-degenerate) Andreev
level. We found that the microwave susceptibility does not exhibit a particle-hole symmetry, which
we qualitatively explain as an influence of Coulomb interaction. Moreover, our state-selective mea-
surement reveals a large, π-phase shifted contribution to the response common to all many-body
states which can be interpreted as arising from a phase-dependent continuum in the superconducting
density of states.

Andreev states are the supercurrent-carrying fermionic
modes that govern the electrodynamical response of
Josephson devices. In devices hosting only a few trans-
port channels, individual states may become energeti-
cally well-separated and thus addressable. This direct
access to Andreev states has been leveraged to discover
new phenomena in mesoscopic superconductivity and un-
veil applications such as Andreev qubits [1–7]. These ex-
periments probed the microwave frequency response of
discrete Andreev states in different regimes: from a min-
imal configuration of an atomic point contact with one
strongly dispersing Andreev level, to multi-state config-
urations in long nanowire weak links where spin-orbit
effects become important.

Our understanding of the microwave frequency elec-
trodynamics involving Andreev states has so far relied
on noninteracting pictures focusing on the sub-gap lev-
els [5, 8–10]. While such pictures describe atomic point
contacts well [1, 2], they have two blind spots for any
finite-length weak link. First, charging energy should be
present when the electrons experience a nonzero dwell
time in the weak link. Yet, to our knowledge, the im-
pact of charging energy on the microwave response of
Andreev states has not been investigated. This is in con-
trast to measurements that have revealed a rich inter-
play between superconductivity and charging effects in
dc transport through quantum dots [11–23]. Second, un-
der the same conditions, the spectral continuum outside
the superconducting gap (which we will refer to as "the
continuum" for brevity) also contributes to the supercur-
rent [24–26] and therefore is electrodynamically active in
finite-length weak links. However, the dynamics of the
continuum have not been isolated from the contributions

of the subgap Andreev states. This requires measure-
ments that resolve individual many-body configurations
of the system.

Are charging effects and the continuum relevant for the
microwave response of superconductor-semiconductor
weak links? Here, we answer affirmatively by per-
forming state-resolved microwave response measurements
with a circuit quantum electrodynamics (cQED) probe.
Application of cQED techniques has revealed different
quasiparticle occupation configurations of Andreev lev-
els [2, 4, 6, 7], which is possible because the different
states of the quantum system have different electrody-
namical susceptibility [27]. However, beyond state deter-
mination, the magnitude and dispersion of the response
functions of individual states carry a wealth of physical
information [10, 28–31]. This information complements
that of microwave and tunneling spectroscopy which are
restricted to transitions between states of the same and
opposite parity, respectively.

We measured a Josephson semiconductor nanowire
with a single low-energy Andreev level coupled to a su-
perconducting microwave resonator. By measuring in the
time domain, we extracted the admittance and transi-
tion spectrum of different many-body quasiparticle con-
figurations of this level and found two qualitative differ-
ences to the standard theory of a deeply sub-gap An-
dreev level [8, 25, 32–35]. First, the microwave response
functions of the even-parity states are not symmetric
about the odd state, which we refer to as a violation
of a particle-hole symmetry. Second, all states exhibit
a common π-shifted contribution to their phase disper-
sion. We interpret these observations as the qualitative
effects of a charging energy in the weak link and phase-
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FIG. 1. (a) Schematic of the cQED setup (description in
main text), including a colorized scanning electron micro-
graph of a representative Josephson nanowire weak link (alu-
minum is dark gray, uncovered region is yellow and 500 nm
long in this image, but 350 nm long in the device measured
for this report). A probe tone fp reflects with a frequency-
dependent reflection amplitude R which is recorded to mea-
sure the system. (b) Two-tone spectroscopy as a function
of drive frequency and phase bias revealed a single dispers-
ing Andreev transition, with model fit (dashed cyan line, see
Figure 2 for parameters) corresponding to the transition be-
tween the even parity states (inset schematic describes the al-
lowed transitions between the many-body eigenstates within
the quantum dot model). Parity-switching transitions are for-
bidden (black arrows with red X). n ∈ {0, 1, 2} label the
eigenstates. The horizontal lines near 15 and 34 GHz are
higher harmonics of the resonator. (c) Schematic of our phe-
nomenological model for the lowest level of the weak link: a
single-level quantum dot with charging energy U coupled to
superconducting reservoirs with gap ∆ and phase drop ϕ [36].

dispersing high-energy states, respectively. Our recently
developed minimal theory [36] can account for these dis-
crepancies, indicating that the continuum may produce
the necessary π-shifted dispersion. Finally, we measured
the fermion parity polarization as a function of phase and
gate voltage. The switches of the polarization are con-
sistent with 0-π transitions, while the incompleteness of
the polarization indicates nonequilibrium parity dynam-
ics. These observations lay a foundation for investigating
the interplay of Coulomb interactions with superconduct-
ing pairing in conventional and topological superconduct-
ing mesoscopic devices with cQED probes.

The salient aspects of our cQED setup are depicted in
Fig. 1(a). We grew an indium arsenide nanowire (mi-
crograph) with two facets covered by epitaxial aluminum
on which a 350 nm weak-link region was later uncovered.
The nanowire weak link is embedded in a superconduct-
ing loop that partially determines the inductance of the
differential mode of a superconducting microwave res-
onator (gray). An external coil biased with a dc current
inserted magnetic flux Φ through the loop to phase bias
the nanowire ϕ ≈ Φ/ϕ0 (ϕ0 = ~/2e is the reduced super-

conducting magnetic flux quantum). The bare resonator
frequency fr,b = 4.887 GHz was measured by depleting
the weak link with a negative gate voltage Vg.

Discrete Andreev states were introduced to the weak
link by opening conduction channels via increasing Vg.
While doing this, we conducted two-tone spectroscopy
measurements which detect microwave transitions be-
tween quantum states of the weak link (this can be seen
as probing the dissipative part of the admittance at dif-
ferent frequencies). At low gate voltages, we detected
gate "bias points" at which a single dispersing level was
identifiable from the spectrum, such as in Fig. 1(b). The
discrete transition frequency depends strongly on phase,
consistent with a transition between Andreev states at
frequency fA, characterized as the excitation of a pair
of localized quasiparticles. In similar microwave experi-
ments, this transition is often compared with the short
junction model [1, 2, 4, 37], which requires fA = 2∆Al/h
for Φ = 0. However, the application of this model is in-
appropriate here since the measured transition frequency
is well below twice the gap of the superconducting leads
fA < 25 GHz� 2∆Al/h ≈ 100 GHz.

Resolution of this discrepancy requires a model that
includes a nonzero dwell time for electrons in the weak
link. The simplest phenomenological model for this is
a quantum dot with a single level coupled to two su-
perconducting leads [15, 25, 35], schematically shown in
Fig. 1(c) [38]. Within this model, dot states with zero
and two electrons are hybridized due to the proximity ef-
fect between the dot and the leads, parameterized by the
tunneling rates ΓL,R. In the absence of the charging effect
(U = 0), these states would split symmetrically by ±EA

with respect to the one-electron state. This splitting
leads to the microwave transition frequency hfA = 2EA.
When the proximity effect is weak, the Andreev states
formed by this hybridization remain well-detached from
the superconducting gap which leads to fA � 2∆Al/h
consistent with the experiment. States with a single elec-
tron at the dot are also necessarily present in the system.
However, when only a single level is accessible, we cannot
probe them with two-tone spectroscopy which preserves
fermion parity (inset of Fig. 1(b)).

We overcome this limitation with our cQED setup
by measuring the discrete frequency shifts of the res-
onator. This single-tone measurement probes the prop-
erties of individual states and minimizes perturbations
of the Andreev manifold, distinct from two-tone spec-
troscopy which intentionally probes the differences be-
tween two states by driving transitions. The frequency
shifts δfr,n are determined by the state-dependent admit-
tance Yn of the weak link [10, 36]: δfr,n ∝ Im(Yn(2πfr,b))
(see supplement for more on this [39]). Here n labels the
many-body state of the link: n = 0, 2 are the two even
parity states and n = 1 is the spin-degenerate odd state,
such that n can be related to the number of quasiparticles
in the weak link.



3

(a) (c)(b)
even
odd

even
odd

even 
half-sum

co
un

ts
Gate Bias 1 Gate Bias 20 2.2 0 3

FIG. 2. (a) Schematic of the resonator frequency shift histogram: while sweeping probe frequency relative to the bare resonator
frequency δfp = fp− fr,b, we record counts when the reflection signal R indicates a resonance. The magnitude of the frequency
shift δfr,n is proportional to the admittance Yn of state n, and normalized counts under each peak give the probability of
the state. The widths of the distributions are the same, as they derive from the signal-to-noise ratio of the measurement (see
supplement for details [39]). (b) Resonator frequency shift histogram from the same bias point as Fig. 1(b). Solid lines are
model fits of odd (orange) and even (blue) state dispersive shifts δfr,n relative to the bare resonator frequency fr,b (white
dashed). The fit parameters in GHz are ∆/h = 28.6±0.3,ΓL/h = 6.1±0.03,ΓR/h = 10.4±0.06, U/h = 21.6±0.8, and a small
offset of δfoff = (0.045± 0.004)MHz to the resonator which is 2% of the resonator linewidth of 2 MHz. The small value for ∆
may come from a reduced proximity gap or finite-length effects (see supplement for discussion [39]). (c) Similar to (b) for bias
point 2 in a narrow range of phase (see Fig. S8 for a larger phase range). Black circles mark extracted δfr,n at ϕ = π, and the
horizontal red bar marks the average of the even-parity frequencies 1

2
(δfr,0 + δfr,2) at ϕ = π, displaying clear violation of the

half-sum rule 1
2
(δfr,0 + δfr,2)− δfr,1 = 0 (standard deviation is smaller than the red bar thickness). The fit parameters in GHz

are ∆/h = 25± 6,ΓL/h = 7.0± 1.6,ΓR/h = 8.1± 1.8, U/h = 74± 9, δfoff = (1.8± 1.2)× 10−4.

The admittance is given by Yn(ω) = L−1
n /(iω) +

Yn,res(ω). The first term describes the quasistatic re-
sponse of the weak link and is determined by its inverse
inductance, L−1

n = ϕ−2
0 ∂2

ϕEn. This contribution car-
ries information about the unique energy-phase relations
En(ϕ) of each microscopic state, which is inaccessible to
two-tone spectroscopy. The second term, Yn,res(ω), de-
scribes the resonant contribution to the admittance and
is only appreciable near transition frequencies.

Frequency shift histograms measured as a function of
phase are shown for two gate bias points in Figure 2(b-
c) [40] (details on the overlaid fit curves are given below).
Fig. 2(b) corresponds to the same bias point as Fig. 1(b).
The lowest-energy even state n = 0 (blue) is identified
by the strong dispersive shift of the resonator when the
Andreev pair transition (Fig. 2(b)) approaches the res-
onator frequency near ϕ = π. At the second bias point,
Fig. 2(c), the Andreev transition crosses the resonator
frequency leading to an anti-crossing-like feature for the
even states. There, the higher-energy even state (n = 2)
is additionally visible (cyan). At both bias points, an
additional state is present in the data. The dispersive
shift in this state does not have resonant signatures seen
in the even states. We thus identify it as the state with
odd fermion parity (n = 1).

These measurements exhibit two qualitative discrepan-
cies with the phenomenological dot model in its simplest
limit [25, 35] of weak coupling to reservoirs and negligi-
ble charging energy. First, the odd state n = 1 exhibits
a strong dispersion in the measurement. In contrast, in

the above limit the energies En of the states n ∈ {0, 1, 2}
can be summarized by

En = (n− 1)EA (1)

which has E1 = 0. Combined with the lack of tran-
sitions, this would result in δfr,1 = 0. Note also that
δfr,1 is π-phase shifted relative to δfr,0 which excludes
a parallel channel interpretation. The second qualitative
feature is observed when all three possible occupations
n ∈ {0, 1, 2} are observed, as in Fig. 2(c). There, the av-
erage frequency shift of the even states (the "half-sum" of
n = 0, 2) is different from that of the odd state (n = 1):
1
2 (δfr,0+δfr,2)−δfr,1 ≈ 0.6 MHz [41]. This observation is
indicated by the red lines and does not require compari-
son to a model. Conventional noninteracting pictures for
Andreev states (like the weak-coupling model described
earlier) would predict zero such difference (i.e., the half-
sum rule 1

2 (δfr,0+δfr,2)−δfr,1 = 0) due to a particle-hole
symmetry, as in Eq. (1).

How may we reconcile these two discrepancies? First,
the dispersion of the odd state may be accounted for by
a phase-dispersing spectral continuum above the gap of
the superconductor. The continuum is thus understood
to produce a contribution Econt common to all many-
body states n ∈ {0, 1, 2}. The presence of the apprecia-
ble continuum contribution to energy is a consequence of
intermediate-strength tunnel coupling between the dot
and the superconducting leads. Second, the half-sum vi-
olation suggests that particle-hole symmetry is broken by
a charging energy in the weak link. These notions prompt
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us to qualitatively generalize the prior formulation to

En = Econt + (n− 1)EA + (n− 1)2UA (2)

where UA is a term related to charging energy that
is phase-dependent since the Andreev eigenstates are
not charge eigenstates. Thus, both experimental dis-
crepancies may be accounted for via inductive contri-
butions to the dispersive shifts following from Eq. (2):
∂2
ϕE1 = ∂2

ϕEcont and 1
2 (∂2

ϕE0 + ∂2
ϕE2)− ∂2

ϕE1 = ∂2
ϕUA.

We compared our data with our recently developed
model for a single-level quantum dot coupled to two
superconducting reservoirs [36], which we describe in
detail in the supplement [39]. The model includes a
Coulomb interaction parameter U perturbatively, assum-
ing U � ∆ + Γ [36]. At each gate bias point, we
performed a least-squares fit to all available dispersive
data (δfr,n and the transition fA) simultaneously. The
bias points are gate voltage Vg “sweet spots” where the
transition frequency was at a minimum, thus minimizing
charge noise (see supplement [39]).

The fitted model is overlaid on the data (Fig. 1(b) and
Fig. 2(b) for gate bias point 1, Fig. 2(c) for gate bias point
2). We begin with bias point 1. Remarkably, our sim-
ple model quantitatively reproduces the π-phase shifted
response of the odd parity state (orange) by including
the physics of the continuum. Indeed, for Γ � ∆, we
find Econt ≈ ΓRΓL

∆ cosϕ , giving rise to the π-shifted be-
havior of the admittance in the odd state. Deviations
from a cosine behavior (apparent in Fig. 2(b) under close
inspection) are also well-captured by our model in the
intermediate-coupling regime Γ ∼ ∆. The continuum
contribution to the even state n = 0 is also important:
it results in a lower admittance (smaller frequency shift)
than would otherwise be expected, an important effect
when incorporating such weak links into microwave cir-
cuits [30, 42, 43].

The model also reproduces the violation of the half-
sum rule due to the charging energy, as shown in
Fig. 2(c). The theory correctly accounts for the sign
of the effect 1

2 (δfr,0 + δfr,2) > δfr,1. However, the fit
in Fig. 2(c) gives U & ∆ + Γ, which is beyond the
validity of our perturbative theory (see Fig. 2 caption
and [36]). In future work, numerical renormalization
group methods [44] could be extended to analyze these
effects. Nonetheless, our simple model indicates that
charging effects in the weak link are appreciable [45].

Charging effects of this strength can overcome super-
conducting pairing to produce an odd parity ground
state. Within the model, the odd state is energetically
favored for a range of phase and gate voltage centered
at ϕ = π and Vg corresponding to the even charge basis
state degeneracy, respectively. To check this in the ex-
periment, we quantified the difference in the probability
of the fermion parities Peven −Podd (the polarization) as
a function of phase ϕ and gate voltage Vg for bias point 2,
shown in Fig. 3(a) (see supplement for details [39]). The

(b)(a)
-1 +1

53 mK

FIG. 3. The difference in the occupation probability of the
even n = 0 and odd n = 1 states Peven − Podd (i.e. the
fermion parity polarization) as a function of ϕ and Vg near
gate bias point 2. Panel (a) is the experiment and (b) is a
thermal equilibrium prediction within our model for the en-
ergies. Both panels have the same pixels and color scale. We
assume that the energy of the level in the dot is proportional
to Vg for simplicity (see supplement for calibration [39]). (a)
Gray regions denote where δfr,n were too similar to obtain
reliable information. Orange and blue stars indicate the ex-
tremal experimental polarizations. (b) We use T = 53 mK for
the thermal equilibrium prediction (see supplement for cali-
bration [39]). All other parameters were taken from the fit in
Fig. 2(c), which was taken along the black line.

sweet spot at Vg = 800 mV (same as Fig. 2(c)) exhibits
majority-odd population (orange) for all phases. Detun-
ing the gate voltage Vg results in a transition (white) to
majority-even (blue). The transition voltage increases
when tuning ϕ from 0 to π, suggestive of a more stable
odd state at ϕ = π. Together, these results are consis-
tent with a 0-π transition for the weak link, as would be
expected from the energies of the interacting quantum
dot model. To the best of our knowledge, this is the first
time that such a phase diagram has been measured in a
microwave experiment.

We can compare with the predictions of thermal equi-
librium using the state energies predicted by our model,
shown Fig. 3(b). We independently calibrated the weak
link temperature at 53 mK based on the relative proba-
bility of the same-parity states n = 0, 2 observed near
phase ϕ = π (see supplement [39]). We find a simi-
lar pattern for the sign of the polarization as the ex-
periment, but a difference is evident in the polarization
magnitude, indicated by the color darkness. Most of
the theoretical phase diagram exhibits full polarization
1−|Peven−Podd| � 1 because the typical fermion parity
energy difference is much larger than the inferred tem-
perature |E0−E1|/kB � 53 mK (kB is Boltzmann’s con-
stant). The experimental weak link, however, never ex-
ceeds a polarization of 0.7, which, taken at face value,
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would require temperature > 500 mK, over an order
of magnitude larger than that seen in the even-states.
Quasiparticles in superconducting devices are known to
be out of equilibrium, so parity dynamics may not fol-
low from the expectations of thermodynamic equilib-
rium [46]. Our data points to the need for a model
of nonequilibrium fermion parity dynamics to quantita-
tively explain the variation of the polarization with phase
bias.

In closing, we employed a cQED setup to quantify the
microwave response of many-body Andreev states in a
superconducting weak link. We identified two impor-
tant features in the dispersion of the microwave response
functions. One is a violation of a particle-hole symmetry
resulting from charging effects. The second is a phase
dispersion common to all states consistent with the con-
tribution of a spectral continuum. Finally, we observed
switches of parity polarization when varying gate voltage
and phase bias that are consistent with a 0-π transition.
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