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We propose a novel approach based on the sub-cycle injection of carriers to extend the high-energy
cutoff in solid-state high-harmonics. The mechanism is firstly examined by employing the stan-
dard single-cell semiconductor Bloch equation (SC-SBE) method for one-dimensional (1D) Mathieu
potential model for ZnO subjected to the intense linearly-polarized mid-infrared laser field and
extreme-ultraviolet pulse. Then, we use coupled solution of Maxwell propagation equation and
SC-SBE (MP-SBE) to propagate the fundamental laser field through the sample, and find that the
high-harmonics pulse train from the entrance section of the sample can inject photon-carriers to
the conduction bands with attosecond timing, subsequently leading to a dramatic extension of high-
energy cutoff in harmonics from the backside. We predict that for a peak intensity at 2×1011 W/cm2,
as a result of the self-seeding, the high-energy cutoff shifts from 20th (7.75 eV) order to around 50th
(19.38 eV) order harmonics.

High-harmonic spectra from gaseous targets are well-
known to cover much of the extreme ultraviolet (EUV)
wavelength range, making them suitable for generation
of attosecond pulses [1–4]. In atomic media, the high-
energy cutoff scales quadratically with the wavelength of
the driving laser through the cutoff law: ~ωcutoff ∼ Iλ2

[5, 6]. Therefore, the use of long-wavelength lasers fur-
ther extends the harmonic spectrum into the soft-x-ray
wavelength range [7]. Recent realization of solid-state
high harmonic generation (HHG) [8] and subsequent
rapidly emerging activities [9, 10] indicate the possibil-
ity of a complementary approach to attosecond pulse
metrology. Attributed to the novel microscopic gener-
ation mechanism [8, 11–17], solid-state HHG has shown
unique features such as the ability to support stable EUV
waveforms [18], ellipticity controlled harmonics [19], and
higher efficiency because of the use of high density tar-
gets such as wide band dielectrics [20], van der Waals
crystals [21], doped crystals [22] and topological mate-
rials [23, 24]. Particularly, high-energy cutoff scaling
in solid-state HHG is markedly different to the atomic
counterpart, for example, the cutoff scales linearly to the
electric field, and driving wavelength dependence of solid-
state HHG’s high-energy cutoff depends on whether the
underlying microscopic mechanism is dominated by in-
traband or interband channel [25]. Therefore, solid-state
HHG calls for a new approach to extend its high-energy
cutoff.

The generalized re-collision model [26] describes the
solid-state HHG process using three semi-classical steps:
(i) strong-field assisted tunneling of electrons from va-
lence band to conduction band; (ii) acceleration of ex-
cited electrons and holes to high energies and momenta
in their respective bands; and (iii) coherent recombina-
tion of electron hole pairs that produces high-energy pho-
tons. In the two-band model, the photon energy is lim-
ited by the maximal band gap. A secondary plateau can

be produced through excitation to higher-lying conduc-
tion bands [21, 27–30] although the detailed tunneling
mechanisms and particularly their temporal characteris-
tics are yet to be studied. Here, we first consider the-
oretically a cascade process in a model solid, where we
propagate a high-harmonic pulse with the fundamental
laser field. We find optimal delays for various inject-
ing harmonics where the pulse can excite photon-carriers
to higher-lying conduction bands and extend the high-
energy cutoff. More importantly, we verify that the
previously generated high-harmonics in a real solid can
participate in the latter nonlinear dynamics as it prop-
agates with the fundamental field. We find a significant
high-energy cutoff extension, from around 20th order to
around 50th order, in harmonics emitted from the back-
side of the sample, which we understand by considering
the carrier injection through self-seeding of harmonics.

The basic idea is depicted schematically in Fig. 1 by
considering the solid subjected to both an infrared (IR)
driving pulse and an EUV pulse. To simplify the analy-
sis, the EUV pulse is confined to one cycle of the driving
field as indicated by the purple line in Fig. 1(a). In the
absence of EUV pulse, HHG can be understood as tun-
neling of electrons into the conduction band at t′1, and
following excursion up to t′2 before final recombination at
t′3, as illustrated in Fig. 1(b). Within the common frame-
work of HHG in solids, most tunneling electrons locate
near the minimal gap, i.e. Γ point (k = 0), for direct
band gap semiconductors. However, with the assistance
of high frequency photons, it is possible for electrons with
initial crystal momentum kEUV at t1, depending on the
energy of EUV photons, far from the center of Brillouin
zone (BZ) to be driven to the minimal gap, then excited
to the lowest conduction band C1 through one-photon
absorption at t2 (see Fig. 1(c) for an injection energy of
the minimal gap), followed by excitation to the higher
conduction band C2 under the influence of driving field
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through further Landau-Zener tunneling (LZT) [29] near
the BZ edge at t3 and final irradiation of higher frequency
photons at t4. The first and the second step can occur
simultaneously under interaction with both the funda-
mental driving pulse and the EUV pulse. Other paths
of UV photon involved HHG are found to contribute less
significantly in the present study.
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FIG. 1. (a) Vector potential of the incident IR (red) and
EUV (purple) pulses. (b) Electron trajectory in conventional
three step model for HHG in solids. (c) Electron trajectory in
extended three-step model, i.e. acceleration of electrons ini-
tially locating far from Γ on highest valence band V1, transi-
tion assisted by one-photon absorption, acceleration on lowest
conduction band C1, tunneling to higher conduction band C2
near the BZ boundary, acceleration, and recombination. tn
in (b) and (c) represents the moment marked in (a).

In order to examine this approach, we calculate the
evolution of density matrix ρk

mn
within the context of

SC-SBE [31, 32]
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where Ek
m

is the mth band dispersion, k′ = k + A (t)
is the crystal momentum in the reciprocal frame moving
with A(t) ≡ −

∫ t
F (t′) dt′, F (t) is the electric field, T2

is the empirical dephasing time, and dk
mn

is the transi-
tional dipole moments related to momentum transition
moments (MTM) through canonical relation. T2 = ∞

is used as an illustration and discussions on the impact
of dephasing term are provided in supplementary mate-
rials (SM) [33]. Atomic units are used throughout unless
otherwise stated. We use 1D Mathieu model potential
[13, 32] V (x) = −V0 [1 + cos (2πx/a0)], with V0 = 0.37,
and a0 = 8, to study HHG along Γ-M direction of zinc
oxide (ZnO). The relatively simple 1D model would be
a suitable approximation considering the computational
load and our physical concern on the harmonic cutoff
[36]. The ground state Bloch wave functions are recon-
structed under the twisted parallel gauge to get smooth
and periodic MTM in the first BZ [32], which resemble
results employing tight-binding model [37]. As shown in
Fig. 2(b), there are strong interband transitions between

the highest valence band V1 and the lowest conduction
band C1 near the Γ point and also between the two lowest
conduction band, i.e. C1 and C2, near the BZ boundary.

-1  -0.5 0   0.5 1   

-20

0

20

40

-1  -0.5 0   0.5 1   

-1

0

1

FIG. 2. (a) Band structure of model ZnO along Γ-M, where
the three bands strongly coupled are highlighted, including
the highest valence band V1 and two lowest conduction bands
C1 and C2, to get an intuitive understanding of the extended
three-step model in following analysis. (b) MTM between
each pair of highlighted bands. Only real values are presented
since 1D real and symmetric potential results in real p

k

mn

values. Note that the Fermi energy has been reset to 0 eV
and two valence bands and three bands are used in simulation
to get converged results.

The induced current is obtained by J (t) =

−
∫
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The first and second terms on the right-hand side are
commonly referred to as the interband and intraband
currents, respectively. Note that contributions from all
Bloch states in the BZ have been shown to contribute to
solid HHG [36, 38]. The linearly polarized pulse is cen-
tered at 3200 nm (ωL = 0.39 eV) with a peak intensity
of IL = 2 × 1011 W/cm2, a duration of 4 cycles, and a
cosine square envelope. As an illustration, the injection
ultraviolet (UV) pulse has the same pulse shape with an
intensity of 2× 107 W/cm2 and a wavelength of 291 nm
(11ωL, the minimal gap energy). The spectrum is ob-
tained by Fourier transformation of the first derivative of
the total current (see SM [33]). Results on other injection
wavelengths and simulation details are presented in SM
[33]. Two cases with time-delays between the two pulses,
0 and 1

4TL (referred to as case 1 and 2, respectively),
are considered as indicated in Fig. 3(a), where TL is the
optical period at 3200 nm. As seen in Fig. 3(b), with
the injection of UV pulse at delay of 1

4TL, a significant
population of electrons on the valence band is excited
to the conduction band through one-photon absorption,
which contributes to the enhancement of HHG near the
minimal gap (from 11ωL to around 15ωL). Compared to
case 1, nearly two orders of enhancement of HHG around
50ωL clearly illustrates that proper injection of UV can
significantly increase the cutoff.

The underlying dynamics can be understood by exam-
ining the evolution of carrier population. In Fig. 4, we
show population differences between schemes under the
IR+UV pulse and under the IR pulse, i.e. Nb

IR+UV(t) −

Nb

IR(t), where b is the band indice. As shown in the left
column for case 1, a significant population with initial
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FIG. 3. (a) Temporal profiles of the driving IR field (red) and
the injecting UV pulse at 0 (blue, referred to as case 1) and
1

4
TL delay (green, case 2). Note the UV pulse is injected at

the zero-crossing (negative maximum) of the vector potential
of the IR pulse for case 1 (case 2). The field amplitudes
have been scaled up separately. (b) HHG spectra for IR only
(red), case 1 (blue) and case 2 (green). Dashed lines mark
the minimal and maximal gaps between V1 and C1, and V1
and C2.

k ≈ 0 is excited to the lowest conduction band C1 at the
instant of UV injection (t ≈ 13 fs) through one-photon
absorption. The curving stripes demonstrate intraband
acceleration driven by the IR field. A certain amount of
additionally injected electrons still populates on C1 after
the end of IR pulse. For case 2, it is clearly illustrated
that the one-photon excited electrons initially locate at
k ≈ 0.7π/a0. These electrons are firstly driven on V1 by
IR field and reach the Γ point at the instant of UV injec-
tion, where they are excited to C1 through one-photon
absorption, as shown in Fig. 4 (b2) and (c2). Then, un-
der the acceleration of IR field, they are driven to the BZ
boundary on C1, followed by further transition to higher
band C2 through LZT at the next appropriate strength
of electric field, i.e. 23 fs in this case. Though other elec-
trons at initial crystal momenta between 0.1 and 0.7π/a0
can be excited to C1, they fail to transit to higher con-
duction band C2 due to the low strength of electric field
at the instant of approaching the BZ boundary. In addi-
tion, comparison between time frequency spectrum and
the real space trajectories of electrons and holes predicted
by acceleration theorem can also solidify this model (see
Fig. S1 in SM [33]). Additional simulations illustrate
that harmonic intensity in the second plateau scales lin-
early with the intensity of injection UV pulse, which fur-
ther indicate that electrons populating on C2 are initially
excited to C1 through one photon absorption. The op-
timal delay is found at 1

4TL for the injection energy of
11~ωL. However, with the increasing of injection photon
energy, the optimal delay varies and the delay sensitivity
is weaken (see Fig. S2 in SM [33]). In other words, when
broad-bandwidth UV pulse is injected, it is unnecessary
to precisely control the delay for cutoff extension. Note
that the present two-pulse scheme differs from previous
studies on gas [39] and solids [40]. Also, injection pulse
distinguishes our scheme from the 4-step model [41].

We then investigate the possibility of self-seeding of
photon-carriers into the higher conduction band C2. We
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FIG. 4. Evolution of the carrier population growth on differ-
ent bands for case 1 (left) and case 2 (right), relative to the
case when only the IR field is presented. The red and black
dashed lines show the central crystal momentum of excited
carriers on C2 and C1, respectively.

closely follow Refs. [42, 43], where the propagation can
be considered by coupled solution of Eq. (1) and the
Maxwell propagation equation

1

c2
∂2

∂t2
A (t)−∇

2
r
A (t) = µ0J (t) , (2)

with A the vector potential, µ0 the magnetic permeabil-
ity in vacuum and J the local current calculated by SC-
SBE, respectively. In the case of normal incidence of
linearly-polarized pulse, Eq. (2) reduces to the 1D form
to be solved in this research (see SM [33] for more de-
tails). It should be noted that, based on the known op-
tical properties of ZnO such as the refractive index n,
a scale factor for J should be multiplied to account for
the reduced dimensionality [44]. Parameters of the initial
pulse remains the same with the fundamental field used
in the single-cell illustration except that the duration has
been increased to 7 cycles.
The main results of HHG from a 20 µm-thick target

are shown in Fig. 5(a). The reflected spectrum (blue
line) resembles that from SC-SBE (black line). In con-
trast, the transmitted spectrum (red line) clearly indi-
cates that it undergoes a nonlinear enhancement in the
first plateau and a significant extension of the spectral
range. The nonlinear gain can be predicted by the com-
petition between absorption and phase matching during
propagation [45]. Evolution of the yield of the nth har-

monic Yn =
∫ (n+0.5)ωL

(n−0.5)ωL

I (ω) dω with propagation length

can be predicted by phase matching model Yn(z) ∝
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(see

SM [33]), where the absorption length Labs and coher-
ence length Lcoh can be estimated using linear response
theory. It indicates that the propagation induced non-



4

80 100 120 140 160

0

20

40

60

80

-15 -14 -13 -12

110 130 150 170 190

0

20

40

60

80

-13 -12 -11 -10

0 20 40 60 80

10
-19

10
-17

10
-15

10
-13

10
-11

10 25 40 55 70

10
-18

10
-16

10
-14

10
-12

FIG. 5. (a) Emission spectra from SC-SBE (black solid line),
reflected (blue solid line) and transmitted (red solid line) emis-
sions by MP-SBE, respectively. (b) Emission spectra from a
single cell subjected to the fundamental pulse and additional
components of 11− 27ωL harmonics (green solid line). Aver-
aged intensity of odd harmonics in the forward radiation (red
circles) is plotted as a guide to the eye. Dotted lines in (a)
and (b) depict the minimal and maximal energy difference
between the two lowest conduction bands and the highest va-
lence band. Time-frequency spectrogram of backward (c) and
forward (d) field in logarithmic scale. The square of the vector
field potential A is illustrated in white dashed lines.

linear gain at the exit side is proportional to the square
of absorption length, i.e. Gn = In

P̃ 2
n

∝ (Labs)
2. There-

fore, compared to SC-SBE, the transmitted radiation in
MP-SBE undergoes nonlinear gain Gn, which results in
a stronger signal for higher frequency between 11ωL and
25ωL in Fig. 5(a) (see red and blue solid lines) because
of larger Labs for higher frequencies in this region.

To verify the role of harmonics in electron dynamics,
we perform a SC-SBE calculation with the interacting
field taken as the superposition of the fundamental fre-
quency and a range of high-harmonics (see SM [33]). As
shown in Fig. 5(b), when the additional pulse composed
of 11ωL to 27ωL harmonics experienced by the last cell
before exit is applied, the generated spectrum reproduces
the transmitted emission. Minor difference in the details,
especially from 40ωL to 60ωL, can be attributed to inter-
ference among radiation from electron hole pairs excited
at different k points in the BZ, since electrons in the
whole BZ are considered in our simulation to contribute
to the current. The deep minimum in the spectra can
be understood by the destructive interference from dif-
ferent excited Bloch states under the condition of broad-
bandwidth injection. The agreement between the spectra
confirms that self-injection harmonics play a crucial role

in the amplification and in the extension of high-energy
cutoff. In addition, we show the time frequency profiles
of the reflected and transmitted harmonics in Fig. 5(c)
and (d) respectively through continuous wavelet trans-
form (see SM [33]). In the transmitted harmonics, the
harmonic pulse train injects the population to higher
bands at different times within sub-cycle of the funda-
mental driving pulse due to their intrinsic chirp. Simi-
lar sub-cycle chirp has been observed experimentally in
the emission phase of harmonics in the primary and sec-
ondary plateau [28]. As being pointed out formerly, the
injection of broad-bandwidth harmonics during propa-
gation wipes out the sensitivity on delay for certain har-
monic injection. Therefore the self-injection induced cut-
off extension can be general in the sense that it does not
depend critically on the delay. We note that dephas-
ing of electronic coherence is not introduced in this work
which leads to unrealistic residual radiation through free
induction decay.

The concept of propagation-induced injection of car-
riers is further tested and solidified by employing band
dispersion and MTM from VASP [46] for magnesium ox-
ide (see Fig. S10 in SM [33]). Together with simulations
with varying incident intensities and wavelengths, the re-
sults indicate that longer wavelengths and materials with
small band gap between conduction bands near the BZ
boundary benefit the production of high energy photons
as well as shorter attosecond pulses. The basic idea of
EUV initiated self-seeding of HHG to extend high-energy
cutoff has been investigated in gaseous media [39]. Our
calculations indicate that extending those ideas to solid-
state HHG requires a careful consideration of propaga-
tion effects. Moreover, we find that, by changing the
sample thickness from 50 µm to 10 µm, the relative ef-
ficiency of the secondary plateau increases dramatically
by many orders of magnitude (see Fig. S8 in SM [33]). In
experiments, it might be difficult to obtain desired thick-
ness, certainly in a wide range of materials, so one could
use two targets: the first for the generation of UV seed,
and the second for high-energy cutoff extension to the
EUV wavelength range. We note that secondary plateau
has been reported even in an one sample configuration
using solid Argon and solid Krypton, where the sample
thickness can be varied in situ[21].

In conclusion, we proposed a novel method to extend
high-energy cutoff for solid-state HHG based on the sub-
cycle carrier injection. Combing semiconductor Bloch
equation with Maxwell propagation equation, we demon-
strated the important role of the generated harmonics
in participating electron dynamics during propagation
in solids. It is found that the self-seeding of harmonics
can inject additional carriers into the conduction bands
and thus leads to the nonlinear gain and cutoff extension
of harmonics which is generally absent for HHG from
atomic gases. These findings advance our understand-
ing of the novel HHG process in solid materials including
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the origin of secondary plateau, which is a unique feature
recently identified in experiments. We also find theoret-
ically that the reflected harmonics can provide a good
reference because they avoid much of the propagation
effects.
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stein, R. E. F. Silva, T. Arusi-Parpar, S. Shames, B. D.
Bruner, B. Yan, O. Smirnova, M. Ivanov, and N. Du-
dovich, Nature Photonics 16, 428 (2022).

[31] I. Floss, C. Lemell, G. Wachter, V. Smejkal, S. A.
Sato, X. M. Tong, K. Yabana, and J. Burgdörfer,
Physical Review A 97, 011401 (2018).

[32] L. Yue and M. B. Gaarde,
Physical Review A 101, 053411 (2020).

[33] See Supplementary Material
https://link.aps.org/supplemental/ for details of
the theoretical methods and simulation results, which
includes Ref. [34-35].

[34] U. Lindefelt, H. E. Nilsson, and M. Hjelm,
Semiconductor Science and Technology 19, 1061 (2004)
.

[35] I. Kilen, M. Kolesik, J. Hader, J. V. Moloney,
U. Huttner, M. K. Hagen, and S. W. Koch,
Physical Review Letters 125, 83901 (2020).

[36] F. Navarrete, M. F. Ciappina, and U. Thumm,
Physical Review A 100, 033405 (2019).

[37] S. Jiang, J. Chen, H. Wei, C. Yu, R. Lu, and C. D. Lin,
Physical Review Letters 120, 253201 (2018).

[38] C. Yu, H. Iravani, and L. B. Madsen,
Physical Review A 102, 033105 (2020).
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