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Massive vector fields feature in several areas of particle physics, e.g., as carriers of weak interactions,
dark matter candidates, or as an effective description of photons in a plasma. Here we investigate
vector fields with self-interactions by replacing the mass term in the Proca equation with a general
potential. We show that this seemingly benign modification inevitably introduces ghost instabilities
of the same kind as those recently identified for vector-tensor theories of modified gravity (but in
this simpler, minimally coupled theory). It has been suggested that nonperturbative dynamics may
drive systems away from such instabilities. We demonstrate that this is not the case by evolving a
self-interacting Proca field on a Kerr background, where it grows due to the superradiant instability.
The system initially evolves as in the massive case, but instabilities are triggered in a finite time once
the self-interaction becomes significant. These instabilities have implications for the formation of
condensates of massive, self-interacting vector bosons, the possibility of spin-one bosenovae, vector
dark matter models, and effective models for interacting photons in a plasma.

Introduction. Massive vector fields provide a toy model
for massless gauge bosons, e.g. photons, that acquire
an effective mass in a plasma, and Beyond Standard
Model (BSM) “dark photons,” which are a candidate for
dark matter [1–4]. The Proca equation [5] describes the
evolution of a massive vector field in the classical limit.
Massive vector particles (the W and Z bosons) also exist
in the Standard Model, obtaining their mass via the Higgs
mechanism, but they decay rapidly and so do not form
condensates.
Self-interactions arise naturally in extensions of the

Standard Model, or in effective descriptions of massive
vector interactions with other particles [6–8]. In the pho-
ton plasma case, for example, they arise from the induced
four-photon interaction in the low-energy limit of QED [9],
or from electromagnetic fields of the photon cloud inter-
acting with the surrounding plasma [10]. It therefore
seems natural to add, as a toy model for such interactions,
terms in the Lagrangian that are composed of higher-
order products of the field. Self-interacting vector fields
have also been studied in the context of exotic compact
objects, in particular “Proca stars” [11–21], which may
be partly stabilized by a quartic potential [22, 23].
Recent work on vectorization, i.e., the spontaneous

growth of vector fields in vector-tensor modified gravity
models has uncovered ghost type instabilities which occur
when there is a change in the signature of the effective
metric for the scalar mode of the Proca field [24–27]. In
such theories, the instability is triggered by non-minimally
coupled vector perturbations, and is closely related to the
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presence of a potential tachyonic mode.
In this work we show that the same ghost instabilities

exist in the case of the vector potential that we moti-
vated above, and are therefore not purely a consequence
of non-minimal coupling to general relativity (GR). In
particular, we show that they exist for massive vector
fields with self-interaction potentials within Einstein’s
gravity. We first derive the instability, following the ap-
proach of Ref. [24], and then illustrate that the instability
can be reached dynamically, something that could not be
shown by the analysis of Refs. [24–26]. We demonstrate
this by simulating the superradiant growth of a Proca
field around a Kerr black hole (BH) until self-interactions
become important.
The rapid superradiant growth of Proca fields around

Kerr BHs has been studied using analytical and numerical
techniques [28–44]. Superradiant growth occurs when the
Compton wavelength of the vector is comparable to the
BH horizon size. Energy and angular momentum are ex-
tracted from repeated scattering in the ergosphere, leading
to the build-up of the field amplitude [45]. Observations
of BH masses and spins can provide constraints on the
existence of such light bosonic particles in nature [46, 47]
(see [29, 34, 38, 48] for vector constraints).

Due to the faster growth rate of vector bosons com-
pared to the scalar case, fully nonlinear simulations of
superradiance with Proca fields can be performed numeri-
cally [43, 44], and have been used as a proxy for the spin-0
case. Self-interactions in superradiance are of particular
interest because they may give rise to observable explosive
phenomena, so-called “bosenovae” [6, 7, 47, 49–53], result-
ing in a collapse of the cloud at a critical point. Since the
self-interactions of BSM fields are largely unconstrained,
the question of how robust superradiance is to them is
important for the derived constraints and observables.
For photons confined in a plasma, where an effective mass
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arises from environmental effects, self-interactions are an
essential component of the model [7, 10, 54–59]. It has
been suggested that self-interactions may quench the su-
perradiant growth before an explosion is reached, but the
existing literature only applies to the perturbative regime
where Mµ � 1 [60, 61] (we employ geometrical units
G = c = 1). One may have hoped to settle the argument
using fully nonlinear simulations of a self-interacting vec-
tor bosenova. The ghost instabilities we identify appear
to make this unviable, since they occur precisely when the
nonlinear attractive terms begin to dominate. Superradi-
ance around a BH may seem like a special case in which
to test the ghost instability identified here. However the
ghost does not depend on a particular metric, and could
be triggered in other cases where the field has a source
that causes it to grow in amplitude. The advantage of
studying the superradiant system is that the BH slowly
feeds energy into the vector field, which enables us to
follow the system from the massive regime, where no
ghost instability exists, into the nonlinear regime where
self-interactions become relevant, and demonstrate than
the evolution can reach the instability point. In addition,
while the Kerr background metric is axisymmetric, the
superradiant field profile itself is not, and thus one cannot
claim that symmetries in the field impose any particular
restrictions on the system.

This work is organized as follows. We first give the an-
alytical justification for the instability, following Ref. [24].
We show that there are in fact two potential instabilities:
one related to the change in sign of the effective metric,
and one of tachyonic nature. We then describe our numer-
ical simulations, that demonstrate explicitly that these
instabilities are triggered in the case of a growing vector
cloud around a BH. Finally we discuss our findings and
their implications.

The Supplemental Material contains more detailed steps
of our analytic calculation, the full ADM decomposition of
the Proca equations of motion with self interactions used
in our simulations, numerical testing and convergence
results. This material includes Refs. [24, 26, 28, 41–
44, 62–67].
Analytical evidence for the instability. Here we pro-
vide analytic evidence for the presence of ghost and tachy-
onic instabilities in self-interacting vector fields (see the
Supplementary Material for more details).

Consider a massive vector field Xµ with mass µ, norm
X2 = XµXµ described by the Lagrangian

L = 1
16π R−

1
4F

µνFµν − V
(
X2) , (1)

where R denotes the four-dimensional Ricci scalar, the
Maxwell tensor is Fµν = ∇µXν − ∇νXµ, V

(
X2) is a

generic potential. The vector field equation is then

0 = ∇νFµν + dV
dXµ

= ∇νFµν + µ2zXµ , (2)

where dV
dXµ = 2XµV

′, with V ′ = dV/d(X2), and we have

introduced the scalar quantity

z = 2
µ2V

′(X2) . (3)

One obtains a modified Lorenz condition by taking the
derivative of (2) and using the symmetries of the Maxwell
tensor,

∇µ (zXµ) = 0 . (4)

To identify the conditions on the potential V (X2) (or
on z) for which ghost instabilities appear we follow the
strategy of Ref. [24] and rewrite the field equation (2) as
a wave equation for the vector field Xµ with an effective
“mass” matrix. Since z depends strongly on Xµ, and we
will be interested in cases where the self-interactions are
small but not negligible, we need to include additional
terms in the principal part to find the instability condition.
We can then introduce an effective metric, writing the
highest derivatives of Xµ as a wave operator, to determine
the presence of the ghost instability.
We start by expanding the field Eq. (2) in terms of

the vector field Xµ. Inserting Eq. (4) to replace the
divergence of the field, ∇µXµ, yields

0 =∇ν∇νXµ − µ2zXµ −RµνXν

+Xν∇µ∇νz
z

−Xν∇µz∇νz
z2 +∇µXν∇νz

z
. (5)

This equation contains mixed second derivatives of Xµ,
in addition to the wave operator, that contribute to its
principal symbol. Using that z′ = 2

µ2V
′′, and rearranging

terms, we get the wave equation

ĝρσ∇ρ∇σXµ −MµρX
ρ = 0 . (6)

Here

ĝµν = 2
µ2 [V ′gµν + 2V ′′XµXν ] (7)

and we have introduced the matrix

Mµν =zRµν + z
(
µ2ĝµν − 3V ′′XµXν

)
+ l.o.t. (8)

where “l.o.t.” denotes lower order terms ∼ ∇Xµ, that do
not contribute if we expand the vector field Xµ = Xµ

0 +
εδXµ around a constant Xµ

0 . Mµν can be interpreted as
an effective mass matrix for perturbations of the vector
field if back-reaction onto the spacetime is negligible.
The ghost instability appears if the effective metric

satisfies ĝtt > 0 [24, 26]. We identify the condition for
the instability by contracting Eq. (7) with the time-like
vector nµ that is normal to the spatial hypersurfaces (see
Supplementary Materials for further details), decompos-
ing the vector field into the scalar potential ϕ and spatial
vector Aµ as Xµ = Aµ + nµϕ. We then find

ĝnn = ĝµνn
µnν = 2ϕ2z′ − z = 2

µ2

[
2ϕ2V ′′ − V ′

]
. (9)
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Note that in these expressions, the effect of curvature
appears only in the mass matrix via Rµν , and not in ĝnn.
Therefore, spacetime curvature (including that sourced by
other matter) does not play a role in the ghost instability,
which could in principle be triggered in flat space for some
large amplitude of the field components.

Consider as an illustration the quartic potential

V (X2) =µ2

2 X2 + λµ2

4 (X2)2 , (10)

which includes the mass term of the Proca field (with mass
mV = µ~) and a self-interaction potential. We test this
case numerically in the following section. The value of λ is
determined by the strength and sign of the self-interaction
arising from higher energy physics: naively, a positive
(negative) λ corresponds to a repulsive (attractive) self-
interaction, but sinceX2 is not positive definite, the actual
nature of the self-interaction will vary depending on the
local value of the vector field. As explained further in
the Discussion, the value of λ is related to a fundamental
symmetry breaking scale fa (as |λ| ∼ 1/f2

a ) that one
expects to be lower than the Planck mass1. In the strong
superradiance regime we study, this means that our results
would be relevant where |λ| & 1. The quartic potential
yields V ′ = µ2

2
(
1 + λX2) and V ′′ = 1

2λµ
2 6= 0, and the

ghost should appear if ĝnn = −1− λX2 + 2λϕ2 ≥ 0. We
find that positive values of λ are more susceptible to this
instability (see Fig. 2).
We also consider the conditions under which a tachy-

onic instability arises, i.e., where an eigenvalue of the
mass matrix (8) changes sign, or equivalently when its
determinant is equal to zero. In the quartic case, assum-
ing a Minkowski background and keeping only up to first
order in λ, this happens when

(
1 + 17

2 X
µXµ

)
< 0. We

find that this instability is triggered first for negative λ
(see Fig. 2).

We will demonstrate below that both the ghost and
tachyonic instabilities derived here correspond to failures
observed in numerical simulations, indicating that such
unstable states can be reached dynamically from physi-
cally reasonable initial conditions. Although we illustrate
the instabilities using the case of a fourth-order poten-
tial, we note that the instabilities are not related to the
unboundedness of the potential from below but to the
presence of inflection points where the potential changes
from convex to concave, and so they cannot be “cured”
by adding higher-order terms. We have tested this finding

1 If one assumes that dark photons make up a significant proportion
of the dark matter, then self-interactions must be small and
the symmetry breaking scale high, due to the constraints from
structure formation and the Bullet Cluster observations [68].
However, vector superradiance can occur where the dark photons
have no coupling to Standard Model matter, and do not make
up a significant part of the dark matter, so the parameter λ is in
principle unconstrained by observations.

numerically by adding sixth-order corrections which are
positive definite, and find consistent results.
Numerical evolution to instability. We now perform
numerical simulations of the time-domain evolution of a
self-interacting Proca field around a Kerr BH of mass M
and spin J = aM in 3 + 1 dimensions, with the quartic
potential of Eq. (10).
Following [41, 43, 44], we use an ADM decomposition

of the metric in Cartesian Kerr-Schild (KS) coordinates
(the full metric is given in the Supplementary Material),
considering the case where this is a background met-
ric on which the dynamical Proca field evolves (i.e. we
neglect backreaction of the field onto the metric). As
above, we decompose the vector field into a scalar ϕ and
a purely spatial vector Aµ and define the electric field as
Ei = −αFi0 where α is the lapse function of the ADM
metric. The evolution equations for these quantities and
further details of the numerical scheme are given in the
Supplementary Material.
A key feature of the decomposition is that we obtain

an evolution equation for ϕ of the form

dtϕ = −AkDkα−
α

ĝnn

(
1 + λX2) [ϕK −DkA

k − Z
]

+2λα
ĝnn

[
AiAjDiAj − ϕ

(
EkAk −KijA

iAj + 2AkDkϕ
)]
,

(11)

whereKij andK = γijKij are the extrinsic curvature and
its trace, Di is the covariant metric related to the spatial
metric, Z is an auxiliary vector, X2 = XµXµ = AiAi−ϕ2

and dt is the advective derivative in the normal direction.
The quantity ĝnn appears in the condition for the ghost
instability of Eq. (9). It is clear that divergences may
arise if ĝnn → 0, but it is not immediately obvious that
this is fatal, since the quantities in the numerator may
tend to zero at the same rate. However, if we consider
the constraint in the 3+1 form,

CE =DiE
i + µ2ϕ

(
1 + λX2) = 0 , (12)

and note that dCE/dϕ = ĝnn it becomes clear that ĝnn =
0 marks the point at which the simulation cannot continue.
As illustrated in Fig. 1, the condition ĝnn = 0 corresponds
to the point at which the constraint equation (a cubic
equation) loses two of its roots. Once ĝnn = 0 at any
point in the spacetime, there are no longer continuous
real solutions to the constraint, so it becomes impossible
to continue the evolution any further. This observation
provides another interpretation of the ghost instability
identified in this work, and corresponds to the behavior
we observe in the simulations. A similar behavior may
be expected for higher-order potentials, which lead to
constraint equations of higher-than-cubic order.
A summary of the late-time evolutions for A0 = 0.1,

µM = 0.5, dimensionless spin a/M = 0.99, and three
values for the self-interaction λ = 0,−8.0, 0.4 are shown
in Fig. 2. We find that, following an initial transient
period, the field energy in all cases grows smoothly at the
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CE

ϕ
1 2 3

FIG. 1. The Proca evolution equation gives rise to a cubic
constraint equation for ϕ of the form CE = aϕ3 + bϕ+ c = 0,
with a = −µ2λ, b = µ2(1 +AiA

i) and c = DiE
i. Each curve

in this plot depicts the constraint CE at different times at a
given point in space, to illustrate how solutions are lost when
the ghost instability is triggered. Solutions exist for ϕ at the
intersections with the x axis, where CE = 0. The solid pink line
shows a general point at t = 0, when we choose DiE

i = 0 and
ϕ = 0 (point 1). The dot-dashed green lines show subsequent
events, where the root has moved to the positive values at 2
and then to 3, where ĝnn = 0 = dCE/dϕ = 0. Beyond this
point, as the field continues to grow, there is no continuous real
solution to the constraint. One could switch to the negative ϕ
solution at this point, but this would create a discontinuity.
Other points in the spacetime evolve over time as shown by
the blue dashed lines, for which it is the negative ϕ solution
that disappears – thus there is no obvious way to choose, a
priori, which root to follow if not the central one.

expected superradiant rate obtained in [28, 44]. However,
eventually self-interactions become important and affect
the growth rates. Instabilities occur at the point at which
either det(Mµν) = 0 (tachyonic instability; for negative
λ) or ĝnn → 0 (ghost instability; for positive λ). When the
tachyonic instability is excited, the field amplitude grows
rapidly, which will ultimately also trigger the ghost. Up
until the instabilities occur the solutions are regular and
show no sign of blow-up. To get closer to the instability
points we need to significantly reduce our timestep size,
indicating that the dynamical timescales are decreasing,
but there is no evidence of any dynamical mechanism to
avoid the instability.
Our simulations do not account for backreaction, but

this does not affect our main conclusions. There is a
scaling freedom in the value of λ and the initial field
amplitude A0, with the quantity λ(A0)2 ∼ 1 triggering
the instabilities. Thus the simulations accurately repre-
sent a regime early in the superradiant build up where
the field amplitude is sufficiently small that backreaction
on the metric is indeed negligible, at which point one
will trigger an instability via self-interactions provided
λ is sufficiently large. The results can also be scaled to
higher amplitudes representing later points in the growth,
at which point a smaller self-interaction strength would
trigger the instability, but in this case the assumption of
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FIG. 2. Late-time evolution of the superradiant growth and
instabilities for quartic self-interactions λ = 0,−8.0, 0.4. Top
panel: growth of the cloud’s total energy (normalized by the
energy at t/M = 1000). Positive self-interactions suppress the
growth relative to the purely massive case, whereas negative
ones enhance it. Middle panel: evolution of the determinant
of the matrix M, showing that it goes to zero and triggers
the tachyonic instability for λ = −8.0 around t/M ∼ 6750.
Bottom panel: ĝnn goes to zero at the onset of the ghost
instability. For λ = 0.4 it is triggered at t/M ∼ 8650.

small backreaction is no longer as accurate and one should
account for the spin-down of the BH. This approximation
will be considered further in the Discussion, where we
find that, for the fastest growing modes, self-interactions
corresponding to a fundamental scale smaller than the
Planck mass should always become relevant before the
superradiant growth saturates. Finally, we note that the
local curvature does not play an important role in the
ghost instability. Thus there is no reason for superradi-
ance to be an exceptional example in which the ghost is
triggered.
Discussion. Recent works have shown that modified
vector-tensor theories possess ghost instabilities, calling
into question the viability of spontaneous vectorization
of compact objects. Here we have shown that similar
instabilities affect minimally coupled vector fields in gen-
eral relativity, when the field possesses a non trivial self-
interaction potential.

We illustrated the ghost and tachyonic instabilities for
a fourth-order potential, but note that these may occur
for any potential that contains an inflection point (and
thus a tachyonic region). We related the ghost instability
to the fact that the vector field “sees” an effective metric
with a signature that changes sign, as in Refs. [24–26].
We also related it to the fact that continuous solutions to
the constraint equation cease to exist.

It has been suggested that in a fully nonlinear dynami-
cal evolution, and in the absence of symmetries in the field,
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the system may somehow avoid such unstable solutions.
We demonstrate that this is not the case by evolving the
fully self-interacting, nonaxisymmetric equations of su-
perradiant growth from the massive Proca regime to the
point when the self-interactions become important. The
evolution continues right up until the instability criterion
is met at a single event, after which the simulation breaks
down. Whilst the specific timing of breakdown will be re-
lated to the formulation of the problem, in particular the
chosen coordinates of the evolution, it seems likely that
the instability would be reached at some point regardless
of the chosen coordinates once the field amplitude is large.
It can occur even in Minkowski spacetimes, where there
are fewer coordinate ambiguities, thus it seems to be an in-
dication of a fundamental pathology of the self-interacting
Proca equations, and not a problem of the numerical for-
mulation. However, further work is required to elucidate
this point. Our simulations are in the decoupling limit,
i.e., they neglect gravitational backreaction, but this is a
very good approximation when the density of the cloud is
low, as it will be during most of the superradiant build-up.

We can estimate a physical value for the self-interaction
strength at which ghosts are relevant. Our numerical
results possess a scaling symmetry, as they depend only
on the (dimensionless) combination λX2. The instabilities
should arise when λX2 ∼ 1, but looking at the maximum
values obtained in our simulations before they break down
we have observed that they can already be problematic
for values as small as λX2 ∼ 0.01. If we consider the
effect of backreaction, and the resulting saturation of
the superradiant instability at some cloud mass Mmax

cloud,
this fixes the maximum field amplitude for a given µM ,
and we can then relate the self-interaction strength to
an energy scale of the vector potential fa, where λ ∼
1/f2

a . Considering the superradiant build-up without any
self-interaction, the amplitude of the field at saturation
of the instability can be estimated from the maximum
cloud mass using the fact that for a superradiant cloud
Mcloud/M ∼ X2/(µM). Therefore self-interactions will
be relevant when

fa .

√
µM

(
Mmax

cloud
0.01M

)
MPlanck (13)

in Planck units. For superradiance to occur one requires
that µM ∼ 1, and cloud masses of order 1% of the
BH mass are typically generated for the fastest growing
modes. For example, in the case studied µM = 0.5, and
Mmax

cloud ∼ 0.02M at saturation (see Fig. 1 of [43]). Thus
Eq. (13) indicates that instabilities should develop before
saturation of the cloud in any case of vector superradiance
in which self-interactions manifest below the Planck scale.
In the presence of backreaction one may obtain a slightly
weaker result because the spin-down would slow the cloud
growth in the later stages, and mode mixing could re-
sult in the cloud saturating at a smaller mass. However,
this estimate is likely to hold as an order-of-magnitude
approximation.

The key cause of the ghost instability appears to be
the loss of the longitudinal degree of freedom when the
effective mass becomes (instantaneously, and locally at
any event) zero [69]. This degree of freedom decouples
from the Lagrangian and, even though a mass is recovered,
it no longer possesses a continuous solution. The result is
that vector potentials with non-convex regions are funda-
mentally unstable. Another interpretation, coming from
the effective field theory approach [70], is that for the
effective mass to vanish, one requires µ2λXµXµ ∼ Λ2,
where Λ is a cut off above which the theory breaks down.
However, this interpretation is based on Wilsonian renor-
malization flows, which are not reflected in the classical
treatment. Nevertheless, it provides an insight into how
vector self-interactions based on the Higgs mechanism or
Euler-Heisenberg Lagrangian may avoid the ghost.

This work has implications for a broad range of physical
scenarios, including studies of self-interacting vector fields
in “bosenova” type events, both as an effective model for
photons in a plasma and for dark photons in BSM models.
The instability found here calls into question the validity
of such studies beyond the purely massive case (where
these instabilities do not occur).
Note added in proof. After the appearance of a
preprint of this work, our result has been linked to the
idea that the model of mass plus polynomial corrections
breaks down as an effective theory, and one needs to em-
ploy a more complete theory with additional fields (such
as an Abelian Higgs mechanism, as in [71]) to provide the
mass once the instability scales are reached [72–74].
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