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Abstract

Measurements were made of the return current instability growth rate, demonstrating its con-

currence with nonlocal transport. Thomson scattering was used to measure a maximum growth

rate of 5.1 × 109 Hz, which was three times less than classical Spitzer-Härm theory predicts. The

measured plasma conditions indicate the heat flux was nonlocal and Vlasov-Fokker-Planck (VFP)

simulations that account for nonlocality reproduce the measured growth rates. Furthermore, the

threshold for the return current instability was measured (δT = 0.017 ± 0.002) to be in good

agreement with previous theoretical models.

Significant progress has been made in understanding laboratory and astrophysical plasmas

through the use of fluid approximations [1–3], but recently an increasing amount of work

has been dedicated to understanding the kinetic effects and how the microscale physics

impacts the larger macroscopic systems. Some of the physics under investigation includes:

non-Maxwellian distribution functions [4–6], fast ion populations [7, 8], nonlocal thermal

transport [9, 10], and transport driven instabilities [11]. In laser-produced plasmas, much of

the recent progress in elucidating the role of kinetic effects has been achieved with Thomson

scattering, showing non-Maxwellian distribution functions [4–6], nonlocal heat flux [12, 13],

and kinetic evolution of instabilities [14–17].

In particular, kinetic effects associated with nonlocal transport have impacted the in-

terpretation of inertial confinement fusion implosions, laboratory astrophysics, and high-

energy density experiments. Understanding of transport and transport driven instabilities

often starts with the classical theories of Spitzer and Härm [18] or Braginskii [19]. However,

when the Knudsen number (δT ), the ratio of electron-ion mean free path (λei) to temper-

ature gradient scale length (LT = |∇ lnTe|−1), is larger than ∼ 10−2 accurate modeling

requires semi-analytic nonlocal closure relations in hydrodynamic models [20–24] or a ki-

netic approach based on numerical solutions to the Fokker-Planck equation [9, 10, 25–27].

Historically, challenges in accounting for kinetic effects, particularly in heat transport, have

been addressed with ad hoc corrections to the Spitzer-Härm theory [28–30] in order to match

experimental observables.

In a plasma, heat carrying electrons travel down the temperature gradient (qflux), generat-

ing a neutralizing return current (jreturn) consisting of slower counter-propagating electrons.

Heat carrying electrons have a velocity around three times the electron thermal velocity
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resulting in coupling mainly with electron plasma waves while the return current consists

of electrons around the electron thermal velocity. When the return current is large enough

to shift the peak of the electron distribution function beyond the phase velocity of the ion

acoustics waves, the slope of the distribution function becomes inverted and the electrons

transfer energy to the waves (inverse Landau damping). These transport driven waves be-

come absolutely unstable when the inverse Landau damping rate exceeds the ion damping

rate [3]. This return current instability (RCI) is predicted to drive a broad turbulent spec-

trum of ion acoustic waves that limit the return current, inhibit heat transport [31–34],

modify laser absorption [35, 36], and alter the fluctuation spectrum from which other ion

instabilities grow [37–39]. Previous experimental work has shown anomalous absorption

linked to ion turbulence [35] and evidence of reduced heat flux [33].

In this Letter, we present the first measurements of the threshold and linear growth rate

of the return current instability driven by electron heat flux. The thorough characterization

of the plasma conditions show that the return current instability occurs concurrently with

nonlocal transport. Thomson scattering was used to measure a maximum RCI growth rate

of 5.1 × 109 Hz, which was three times less than classical Spitzer-Härm theory predicts,

but the RCI threshold was measured (δT = 0.017 ± 0.002) to be in good agreement with

previous theoretical models [31, 38]. Measured plasma conditions indicate that the heat

flux was nonlocal and electron velocity distribution functions from Vlasov-Fokker-Planck

(VFP) simulations, that treat this nonlocality kinetically, reproduce the measured growth

rates. These experiments provide a thorough description of the plasma conditions and

the associated return current instability, which enabled detailed comparison with theory

and simulations and can now be used to better understand the impact of return current

instability in laboratory and astrophysical plasmas.

Figure 1 shows the experimental configurations where a supersonic Mach 3 gas jet (not

shown) with an exit diameter of 2 mm produced a gas plume of argon. Eleven 351-nm

ultraviolet beams of the OMEGA laser system [40] were focused 2 mm above the nozzle to

heat the plasma. Each beam delivered 200 J in a 1-ns duration full-width at half-maximum

(FWHM) flat-top pulse. The beams used distributed phase plates, polarization smoothing,

and smoothing by spectral dispersion and achieved a peak overlapped intensity of I totalUV =

1.1× 1015 W/cm2 [Fig. 1(a)].

The overlapped beams produced a hot region of plasma surrounded by a colder region.
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FIG. 1. Ultraviolet beams (blue) were used to heat the plasma and a 526.5 nm beam (green)

was used as a Thomson-scattering probe. This heating configuration produced a hot region (red

sphere) surrounded by a cooler region of plasma (blue sphere). Over a series of shots, the Thomson-

scattered light was collected at different locations (black spheres). The ion-acoustic waves (kIAW ,

red arrow) probed by Thomson scattering were aligned with the heat flux and return current

(purple arrows). The insets show (a) the overlapped heater beam intensity, (b) the spatially

resolved electron-plasma wave features measured when the probe beam passed through the center

of the plasma and an example of (c) the temporally resolved blue-shifted ion acoustic wave that

was driven by RCI (r = 475 µm).

The overlapped intensity profile [Fig. 1(a)] created an electron temperature gradient that

drove “fast” electrons from the hot region to the cold region. In order to maintain an absolute

calibration in the Thomson-scattering power between each shot, the Thomson-scattered light

was collected from various radial locations in the plasma by moving the heater beams and

gas jet. The configuration maintained the probed ion-acoustic wavevector parallel to the

direction of the heat flux (Fig. 1). A distributed phase plate was used on the Thomson-

scattering probe beam (λ0 = 526.5 nm) to produce a 200 µm FWHM flat-top focal spot.

This beam was used with ∼4 J in 300 ps FWHM flat-top pulse (I2ω = 4.2 × 1013 W/cm2)

delayed 700ps from the start of the heater beams to measure spatially resolved Thomson

scattering [Fig. 1(b)] or with ∼5 J in 2 ns FWHM flat-top pulse, co-timed with the beginning
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of the heating beams, and a 100 µm phase plate(I2ω = 3.2 × 1013 W/cm2) to measure

temporally resolved Thomson scattering [Fig. 1(c)]. The Thomson-scattering diagnostic,

both temporally resolved and spatially resolved, collects light with a 60◦ scattering angle.

Figure 1(b) shows spatially resolved electron plasma waves that were used to measure the

electron temperature and density profiles. A 15-nm-wide dielectric notch filter, centered at

527 nm, suppressed the ion acoustic wave features by 4 orders of magnitude. The ion acoustic

and electron plasma wave features can be distinguished by their wavelength shifts allowing

only the ion-acoustic wave to be suppressed. The RCI driven ion-acoustic wave signal can be

seen through the filter at approximately ±350 µm. The Thomson-scattering system used a

0.3-m spectrometer with a 150 groves/mm grating to achieve a spectral resolution of 1.4 nm.

Light was collected from a volume 65 µm × 200 µm with a spatial resolution of 20 µm along

the propagation direction of the probe[41].

Figure 1(c) shows the temporally resolved ion-acoustic waves measured at a radius of

r = 475 µm from the center of the gas jet. Light was collected from a volume 25 µm ×
25 µm × 100 µm (87 µm × 87 µm × 100 µm for time resolved electron plasma waves).

Only the blue shifted ion-acoustic wave is visible in the spectrum as it is enhanced by

the return current while the red-shifted wave is suppressed, the return current provides

additional landau damping to waves counterpropagating with respect to the return current.

The Thomson-scattering system used a 1-m spectrometer with a 2160 grooves/mm grating

to resolve the ion-acoustic wave shifts (spectral resolution of 0.023 nm) [42]. The grating

was masked to allow the system to maintain the spectral resolution while providing 20 ps

FWHM temporal resolution [43].

Figure 2(a) displays the electron density and electron temperature as a function of time

at the center of the plasma (r = 0 µm). These plasma conditions were determined from the

temporally-resolved electron-plasma wave features using the standard collisionless spectral

density function modified to allow for super-Gaussian electron velocity distribution functions

[4, 44]. Over the first 500 ps, the temperature and density increased as the plasma was ionized

and heated through inverse bremsstrahlung heating. The plasma conditions were quasi-

stationary over the following 500 ps. At 1 ns, the heating beams turned off and the plasma

cooled and relaxed. Temporally resolved plasma conditions were used to determine the

temporal gradients and identify the quasi-stationary region for imaging Thomson-scattering

measurements, which were made from 700− 1000 ps.
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FIG. 2. Electron density, blue left axes, and electron temperature, red right axes, as a function of

(a) time and (b) radius. Error-bars give the uncertainty in the measured plasma conditions. (b)

The data was matched with a hyperbolic tangent (dashed curves) to provide continuous functions

for calculating the Knudsen number. The shaded regions mark the 90% confidence interval for

these fits. Dark red and blue data (circles) were measured in a single spatially resolved spectrum,

while the lighter color data (squares) represent the set of temporally resolved spectra taken at

different radii over multiple shots.

Figure 2(b) shows the spatially resolved electron density and electron temperature profiles

that both decrease as a function of radius. Good agreement was obtained between the

data from a single spatially resolved data set and ten temporally resolved data sets. Small

variations were observed in the plasma conditions due to variations in the laser drive and

initial gas density.

Figure 3 shows the measured temporally resolved ion-acoustic wave amplitudes while

the plasma conditions were quasi-stationary (500-1000 ps). At 475 µm [Fig. 3(a)], the ion
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FIG. 3. The ion acoustic wave amplitude (black) at a radius of (a) 475 µm and (b) 200 µm

are matched with an exponential model (red curve) with a shaded 90% confidence interval. (a)

Exponential models with growth rates from the Spitzer-Härm theory (purple) and VFP simulations

(blue) are compared to the data. (c) Measured growth rates (red) are compared to growth rates

from the Spitzer-Härm theory (purple) and VFP simulations (blue) as a function of radius.

acoustic wave grows as a function of time consistent with the return current instability.

This is further supported by comparison with growth rate calculations from the Spitzer-

Härm theory and from VFP simulations. The growth rate in the Spitzer-Härm theory was

found to be significantly larger than observed in the plasma, which is attributed to the

nonlocality of the heat transport. VFP simulations, which include these effects kinetically,

show excellent agreement with the data. At a radius of 200 µm [Fig. 3(b)], the ion acoustic

wave decays as a function of time indicating that the plasma was stable to the return current

instability. The ion-acoustic wave was driven above the thermal fluctuation level at early

time, likely by transient RCI or ponderomotive and thermal effects as the plasma was being

formed. As such, these negative growth rates only serve to show the plasma is stable to the
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RCI.

Figure 3(c) compares the ion-acoustic growth rates from simulation and experiment as

a function of space. As with the case at 475 µm, the Spitzer-Härm theory overpredicts the

growth rate at all spatial locations. Nonlocal transport, included in VFP, was needed to

match the measured growth rates. Experiment and simulation showed the return current

instability occurred over a large spatial extent from∼ 300−1000 µm but is maximized around

600 µm where the temperature gradient is large. This association with the temperature

gradient helps identify this instability as a transport driven instability. Simulations predicted

the instability threshold was crossed around 200 µm, while experimental data shows the

threshold between 200 µm and 350 µm.

Vlasov-Fokker-Planck simulations were performed with the code K2 [45], which was oper-

ated with 1 spatial dimension (r) and 3 velocity dimensions (1D3V). The code uses a Legen-

dre expansion to represent the electron distribution function as the sum of an isotropic com-

ponent f0(v, r, t) and first-order Legendre mode f1(v, r, t) via f = f0(v, r, t)+f1(v, r, t) cos θ,

with θ being the angle between the velocity vector and the spatial coordinate. K2 applies

the non-linear electron-electron Fokker-Planck collision operator to f0, and accounts for

the effect of electron-ion angular scattering on f1, in addition to terms describing inverse

bremsstrahlung heating, thermal transport, the self-consistent electric field and associated

return current [45]. In the simulations, the plasma density was set to the experimental

values (ion motion was ignored) and the plasma was heated with the experimental intensity

profile [Fig. 1(a)]. This mostly reproduced the temperature profile seen in the experiments,

but with a small error that was attributed to radiative cooling. To account for this error,

a small amount of radiative cooling was applied to the simulations [46], which was slowly

adjusted until the simulated temperature agreed with the experimental profile to within

0.4%. This technique does not significantly alter the character of the distribution function,

but rather acts to maintain better consistency between simulation and experiment [12]. The

ionization state was set using FLYCHK (Z∼ 12 − 16) with the experimental plasma con-

ditions. An equilibrium was reached after a few collision-times, and the simulated f0(v)

developed a super-Gaussian order of up to 3 near the center of the plasma in agreement

with measurements.

The resulting distribution function calculated by K2 was used to determine the growth

rate of the unstable ion-acoustic waves in the limit of small ion acoustic damping, valid in
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this wavevector regime:
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Here, k is the ion-acoustic wavevector, and ωpe and ωpi are the electron and ion plasma

frequencies respectively. This growth rate was found to be in agreement with the measured

growth rates and as much as an order of magnitude lower than the growth rate from Spitzer-

Härm theory [38]

γe =
γ0kλDe

(1 + k2λ2
De)

2

[

−1 +
3

2
cos θ

(

kvth
ωr

)

λei

Te

dTe
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]

(2)

where γ0 =
√

π/8 ω2
pi/ωpe and ωr is calculated with a Maxwellian electron distribution

function. Calculated growth rates used the measured plasma conditions and k-vectors. As a

result of the scattering geometry, including the finite size of the collection optic, and spatially

varying plasma conditions the measured wave had kλDe = 0.4 − 0.48 while calculations of

the growth rate (γ, Eq. 1) including collisions and ion Landau damping give a maximum

growth rate at kλDe > 0.7.

Figure 4(a) shows how the experimentally determined Knudsen number scaled with ra-

dius, and indicates that the return current instability has a threshold of δT = 0.017± 0.002.

The Knudsen number is within this range between r=200 µm and r=350 µm where the

threshold was noted in Figure 3(c). The Knudsen number (δT ) is the scale parameter for

the heat flux distribution function perturbation, and therefore the return current instability.

It is the ratio of mean free path to temperature gradient scale length and therefore also an

indicator of nonlocality. The mean free path and temperature gradient scale length were

calculated from the profiles and individual points in Figure 2(b).

An analytical threshold for the instability from Tikhonchuk et al. [31] is shown in green.

The threshold

P = 1.5
vth
cs

Z + 0.24

Z + 4.2
δT (3)

is based on the Spitzer-Härm theory with a correction to account for electron-electron colli-

sions. A plasma is unstable to the return current instability when P > 1, which equates to a
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FIG. 4. (a) The Knudsen number calculated for individual data points (red circles) is compared to

the hyperbolic tangent model (red curve) and its confidence interval (shaded region). A model from

Tikhonchuk et al [31] (green) is compared to the data while a nonlocality threshold is shown in

black. (b) The heat flux is normalized to the free streaming limit for Spitzer-Härm theory (purple),

VFP simulations (blue), and the SNB model (yellow). Two common flux limiters are shown in

black.

growth rate γ > 0. The measured Knudsen number crosses the threshold [31] around 220 µm

consistent with both the measured and simulated growth rates, indicating this model is a re-

liable estimate for the return current instability threshold. The threshold for the instability

is also very close to the threshold for thermal transport nonlocality given by δT > 0.06/
√
Z

[23] i.e., RCI will occur whenever the transport relations are nonlocal.

Figure 4(b) shows the heat flux (q) normalized to the free streaming limit (qfs). The heat

flux from K2 is generally lower than Spitzer-Härm showing the nonlocal suppression. The

Schurtz-Nicoläı-Busquet (SNB) model of nonlocal transport [24] shows the same heat flux
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suppression at smaller radii while other effects likely become dominant at higher radii. The

heat flux from K2 also falls between the flux limiters of 0.03 and 0.15 that are frequently

used to artificially reproduce nonlocal effects.

Heat transport is a ubiquitous process in plasma physics that is impacted by nonlocality

and the instabilities it causes. This work has demonstrated the need to account for this

nonlocality in the calculation of growth rates for instabilities involving ion-acoustic waves,

such as the return current instability, and to account for the return current instability under

conditions of nonlocal transport. Large spatial extends have been found for both the nonlocal

transport and the return current instability. This can result in changes to instabilities and

plasma conditions at a significant distance from the most unstable region. The threshold for

the return current instability was found and is in good agreement with a simple temperature

and density based model that can be used predictively in future work.
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