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Integrated technologies greatly enhance the prospects for practical quantum information process-
ing and sensing devices based on trapped ions. High-speed and high-fidelity ion state readout is
critical for any such application. Integrated detectors offer significant advantages for system porta-
bility and can also greatly facilitate parallel operations if a separate detector can be incorporated at
each ion-trapping location. Here we demonstrate ion quantum state detection at room temperature
utilizing single-photon avalanche diodes (SPADs) integrated directly into the substrate of silicon ion
trapping chips. We detect the state of a trapped Sr+ ion via fluorescence collection with the SPAD,
achieving 99.92(1)% average fidelity in 450 µs, opening the door to the application of integrated
state detection to quantum computing and sensing utilizing arrays of trapped ions.

Trapped ions are a promising technology for scalable
quantum information processing [1, 2] and currently form
the basis of the highest-accuracy optical atomic clocks [3].
Integrating elements of these systems may prove essen-
tial for scaling quantum information processors, as well
as for reducing the size of optical clocks and other quan-
tum sensors for many field-based or space-based appli-
cations. Recent advances in integrated control technolo-
gies, including photonics for on-chip light delivery [4–7]
and electronic control [8], highlight the possibility for a
dramatic reduction in the hardware overhead for these
systems by performing many ion control functions within
the substrate of a surface-electrode ion trap.

Integrating ion detection functions into the trap offers
a possibility to reduce system size and complexity by
eliminating external lens systems and cameras or pho-
tomultiplier tubes typically used for fluorescence-based
ion state detection, while also allowing for site-specific
readout of a large number of ions. Steps towards this
goal have been taken via the use of light-collecting optical
fibers [9–11] or optical cavities [12] located within the ion-
trapping vacuum system, reflective traps [13, 14], or chip-
integrated optics [15–18] for light collection, though in all
of these cases a separate photon detector was required
outside of the vacuum chamber. A first demonstration
of integrated ion detection involved a commercial photo-
diode attached to a transparent ion trap [19], although
only clouds of ∼50 ions could be detected, and the de-
tector size posed an obstacle to further miniaturization.
Recently, a superconducting nanowire single-photon de-
tector (SNSPD) was used to detect the state of a single
9Be+ ion in a trap operating at 3.7 K [20], while an in-
tegrated avalanche photodiode (APD) detected the pres-
ence/absence of a 174Yb+ ion in 7.7 ms at room tempera-
ture [21]. Nonetheless, rapid, room-temperature, on-chip
quantum-state detection of an ion has yet to be achieved.

We here report the rapid and high-fidelity state de-
tection of Sr+ ions with an efficient, low-dark-current

silicon Geiger-mode APD integrated into a surface-
electrode ion trap operating at room temperature. In
Geiger mode, the APD is biased beyond its breakdown
voltage and individual ion fluorescence photons trigger
avalanche breakdowns within the APD, generating volt-
age pulses that can be counted with an external read-
out circuit; such an APD is referred to as a single-
photon avalanche diode (SPAD). A dual-layer transpar-
ent conductive indium-tin-oxide (ITO) coating on the
trap protects the ion from voltage perturbations due to
the pulsing SPAD, allowing stable trapping and coher-
ent operations. We achieve state detection fidelity of
99.92(1)% using a maximum-likelihood estimation tech-
nique, in an average detect time of 450 µs with an adap-
tive scheme. We perform coherent ion quantum opera-
tions above the pulsing SPAD and measure an ion mo-
tional heating rate of 10 q/ms, which may be improved
in the future with better micromotion compensation or
surface treatments. The SPAD fabrication is compatible
with integrated multi-wavelength photonics processes [5],
and thus provides a pathway for the elimination of all
free-space optics required for ion trapping and control.

Figure 1(a) shows a simplified level structure of the
Sr+ ion. We store quantum information in the optical
clock/qubit states, the ground |5S1/2,mJ = −1/2〉 and
the metastable |4D5/2,mJ = −5/2〉 state (lifetime 390
ms [22]), which can be coherently coupled via a 674-nm
laser. A 422-nm laser is used for Doppler cooling on
the broad 5S1/2 → 5P1/2 transition. This transition is
also used, during readout, to produce fluorescence pho-
tons from an ion in the ground state; because the 422-nm
laser does not couple to the 4D5/2 state, the latter will
appear dark, thus allowing discrimination between the
bright 5S1/2 and dark 4D5/2 state. Additional lasers
at 1033 nm and 1092 nm are used for quenching of the
metastable state and for pumping out of the undesired
4D3/2 state, respectively.

Figure 1(b) shows a cross-sectional view of the fab-
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FIG. 1. (a) Simplified level structure of the Sr+ion. (b)
Cross-sectional illustration of the fabricated SPADs within
the ion trap chip (not to scale). (c) SEM image of repre-
sentative device after fabrication (plan view). SPADs with
ITO coating (seen in inset) are located directly underneath
ion trapping sites and spaced 240 µm apart. RF voltage is
applied to the two indicated electrodes, while DC voltages
are applied to the remaining electrodes to generate an ion-
trapping potential as described in the text.

ricated ion traps with integrated SPADs. SPADs are
fabricated on a p-type Si wafer and are optimized for
performance at 422 nm, but could also be used for de-
tection at other visible wavelengths. Details of SPAD
fabrication can be found in the Supplemental Material
[23]. After SPADs were fabricated and tested, a Nb metal
ground plane was deposited on top of a 2-µm-thick ox-
ide layer, with apertures to allow electrical connections
and optical access to the SPADs. A second, 10-µm-thick
oxide layer was then added, followed by patterned Nb
electrode metal to form a linear surface-electrode Paul
trap [24]. SPADs are located directly under seven ion-
trapping sites on the 1 cm × 1 cm trap. The diameter
of each SPAD’s photo-sensitive region is 40 µm, but ion
trap electrodes obscure a portion of the SPAD active area
and result in a 30-µm-diameter clear aperture (Fig. 1(b)).
Two layers of ITO were used, one over the SPAD aperture
in the ground plane and one over the similar aperture in
the trap metal, to shield the ion from SPAD pulses and
to shield the SPAD from trap radio frequency (RF) volt-
age (∼ 50 V amplitude). A scanning-electron microscope
(SEM) image of the finished devices is shown in Fig. 1(c).

We characterized the SPADs’ current-voltage charac-
teristic, external photon detection efficiency (PDE) at
the ion fluorescence wavelength of 422 nm, and dark
count rate (DCR). The PDE was measured using a
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FIG. 2. Measured SPAD characteristics. (a) Current vs.
voltage curve of a representative device, indicating breakdown
voltage near −28 V; the measurement is taken with a cur-
rent limit of 200 µA. (b) External photon detection efficiency
(PDE, red squares) at wavelength of 420 nm and device dark
count rate (DCR, blue circles) of a representative device as a
function of device overbias. Error bars are comparable to the
point size.

time-to-first-pulse method [23] to avoid overestimating
SPAD efficiency due to afterpulsing effects. Fig. 2 shows
measurements of these parameters for a typical SPAD
from the same wafer, and of the same design, as the de-
vice used for ion-trap measurements. Panel (a) shows
SPAD current versus applied voltage while in darkness,
indicating a breakdown voltage of approximately −28 V,
while panel (b) shows the PDE and DCR versus excess re-
verse bias relative to this breakdown voltage (overbias).
The device we use for ion detection measurements ex-
hibits a DCR of 109 ± 2 counts per second (cps) and
PDE of 25.2(2)% at 2 V overbias, both slightly below the
values obtained from the measurement in panel (b) but
consistent with typical device-to-device variation.

To characterize ion-detection performance of the inte-
grated SPAD trap, we install one of these traps into a
room-temperature ion-trapping system [23]. Briefly, we
trap single 88Sr+ ions 50 µm above the trap with typical
axial frequency of 2π × 700 kHz and radial frequencies of
∼2π × 5 MHz. The experiments described in this work
were primarily performed over a single SPAD on the trap,
but we observed similar performance when trapping and
detecting an ion over a second device on this same trap.

The trap-integrated SPAD is read out using a passive
quenching circuit [23], with a ∼500 ns quench time and
3.5 µs recharge time (1/e times). Optimum performance,
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taking into account speed limitations due to readout-
circuit capacitance, is obtained with a 2 V overbias for
a total count rate 106 kcps (38 kcps) while detecting the
bright (dark) ion state, with background counts domi-
nated by laser scatter from the 422-nm detection and
1092-nm repump beams.

We define ion state detection fidelity as
F = 1− (εbright + εdark)/2, with εi the detection er-
ror when the ion is in state i. To avoid the necessity of
high-fidelity dark state preparation, we prepare the ion
in a nearly-equal superposition of bright and dark states
via a π/2 pulse on the 5S1/2 → 4D5/2 transition. We
perform detection simultaneously with the integrated
SPAD and with a high NA lens focused onto a photo-
multiplier tube (PMT) located outside of the vacuum
chamber. As the PMT is far less susceptible to laser
scatter due to its distance from the detection beams and
to spatial and spectral filtering provided by the high-NA
lens and a 422-nm bandpass optical filter, we use it
as a reference against which to compare the SPAD.
We determine the SPAD error rates εbright and εdark
from the discrepancy between SPAD and PMT state
identification and average to find the mean infidelity,
taking into account the PMT detection error separately
as described below. Detection data are binned at 25 µs
intervals and post-processed to determine readout error
as a function of detection time (see Fig. 3).

Discrimination between the bright and dark states can
be performed in multiple ways. The most straightforward
establishes a threshold of counts in a given time—based
on the observed bright and dark count rates from the
ion—with the ion being assigned to the bright (dark)
state if counts exceed (do not exceed) the threshold. Sim-
ple thresholding in our system achieves F = 99.89(1)%
in 950 µs with a threshold of 66.5 counts; the prepared
superposition is found to project to the bright state in
49.8% of trials. A readout method utilizing more in-
formation is maximum likelihood estimation [25], which
compares the probabilities of the observed count distribu-
tions for bright and dark ions via an iterative algorithm.
Maximum-likelihood estimation deals better with those
instances in which the metastable dark state decays dur-
ing measurement and achieves F = 99.92(1)% in 1.2 ms
in our system. Detection speed can be improved with
an adaptive readout scheme [25], which is similar to the
maximum-likelihood method but concludes measurement
when the expected probability of a correct detection ex-
ceeds a user-specified threshold. We implement an adap-
tive readout scheme via post-processing of our SPAD
data. The adaptive readout also reaches F = 99.92%,
but in an average detection time of 450 µs. The time
required for adaptive detection is primarily limited by
scatter from the detection beams. We estimate that if
stray light could be eliminated, adaptive detection could
achieve F = 99.9% in 75 µs , or F = 99.98% in 125 µs,
given the characteristics of our SPAD and biasing cir-

FIG. 3. State detection error for simple thresholding (blue),
maximum likelihood analysis (red dashed), and using an
adaptive readout scheme (green dash dot). Inset: Histogram
of counts recorded by SPAD in 40,000 ion state-detection tri-
als with detection time of 2.9 ms. The fit (black dashed) is
the weighted sum of a bright-state Poisson distribution (pink),
and a dark-state distribution (cyan) that includes a plateau
corresponding to metastable decay during measurement. The
dark state distribution exhibits slightly increased variance rel-
ative to the Poissonian expectation, which is accounted for
during likelihood estimation [23].

cuit.

Our fidelity measurements must take into account the
possibility of an error when using the PMT to determine
ion state. We minimize expected PMT errors by using a
maximum likelihood detection process similar to what we
use for the SPAD. The PMT has an expected error rate
of εPMT = 3.5 ± 0.1 × 10−4, obtained by simulating the
maximum likelihood process including metastable decay.
The PMT error is dominated by instances when the dark-
state ion decays very early during the measurement, such
that insufficient time is available to distinguish between
the bright and dark ion states. In these instances, simula-
tions suggest that the SPAD is at least 90% likely to also
incorrectly detect the state. Because of this correlation
of SPAD and PMT errors, we conservatively assume that
all PMT errors give rise to SPAD errors. The SPAD de-
tection error (1− F ) shown in Fig. 3 and throughout this
work is thus the sum of the measured rate of disagree-
ment between the SPAD and PMT and the estimated
PMT error εPMT.

Low optical and electronic crosstalk between different
detectors in an on-chip array will be required if they are
to be used in larger sensing or information processing en-
sembles. To characterize potential optical crosstalk in a
SPAD array, we measured the dependence of the SPAD
count rate as the ion trapping location was translated
along the axial direction away from the SPAD. For these
measurements, we prepare a superposition state as de-
scribed previously, use the PMT to determine the state
of the ion, and subtract the average SPAD background
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FIG. 4. Measured counts from the SPAD as a function of ion
lateral distance from SPAD center. The model line accounts
for the full geometry and for reflection and refraction at di-
electric interfaces between the trap surface and the SPAD.
Statistical error bars are smaller than the size of the markers.

count rate from the average bright-ion count rate. The
count rate for ions directly above the SPAD is 60 kcps,
which declines to only 0.18 kcps at a lateral distance of
300 µm and to 0.037 kcps at a distance of 480 µm. At
smaller values of ion-SPAD distance, the count rate is
found to obey a ray-tracing model accounting for full ge-
ometry (Fig. 4) including reflections and refractions at
the dielectric interfaces between the trap surface and the
SPAD. The discrepancy between model and experiment
at larger distances seen in Fig. 4 may be attributable to
light which passes through gaps between trap electrodes
and becomes confined in the oxide layer separating the
metal ground plane from the electrodes (Fig 1b), eventu-
ally reaching the SPAD. Nevertheless, the results suggest
that, for ion array site spacings greater than 300 µm, ad-
ditional background counts due to optical crosstalk would
have a negligible effect on detection given the 38 kcps
laser scatter rate. If all stray light were to be eliminated,
optical crosstalk from an adjacent device would not pro-
hibit us from reaching 99.98% fidelity (the best achiev-
able given this device’s PDE and DCR) and would only
increase the time required to do so from 125 µs to 140 µs.

We additionally perform a measurement to detect elec-
tronic crosstalk between SPADs, by trapping an ion
above one SPAD, detecting with a SPAD 480 µm away,
and enabling or disabling the readout circuit for the first
SPAD. Biasing the SPAD below the ion reduces the count
rate of the distant SPAD by 40± 20 cps, an amount small
compared to the 68 kcps count rate induced by a bright
ion. This effect, which is likely due to a slight reduction
in the common bias voltage shared by the SPADs, does
not pose an obstacle to reading out moderate-scale SPAD
arrays with this spacing, and could be further mitigated
by improving bias stiffness.

In order to be useful for quantum information pro-
cessing or sensing purposes, integrated detectors must be
compatible with high-fidelity quantum control of trapped
ions. We demonstrate quantum control of the ion above

FIG. 5. Occupation numbers of a radial motional mode
with ω = 2π × 5 MHz are measured after varying delays,
with the SPAD either off or on, and data collected with an
external PMT. Lines are linear fits with resulting heating
rates given in the legend. Inset: Rabi oscillations on the
5S1/2 → D5/2 transition are fitted to obtain the average mo-
tional occupation number for each delay. The data and fit
shown here correspond to n̄= 6.3± 0.3 quanta, and Rabi fre-
quency Ω = 2π×94.7±0.1 kHz. PB: Bright state probability.

the pulsing SPAD by performing Rabi oscillations via the
674-nm beam. Fig. 5(inset) shows a typical Rabi oscilla-
tion with 5 µs π-pulse time and fitted contrast of 99.8%,
limited by the ion’s initial Doppler-cooled temperature.

The motional heating rate experienced by ions close
to the SPAD is a key figure of merit for the compatibil-
ity of the device with the coherent operations required for
atomic clocks or quantum computations. We measure the
heating of a radial mode with frequency ω = 2π × 5 MHz
by fitting the decay of contrast seen in Rabi spectroscopy
of the metastable-state carrier transition as a function of
delay time. We note that, during installation of this trap,
some wirebonds to electrodes near the trapped ion’s loca-
tion detached, making full elimination of the ion’s excess
micromotion difficult. After optimizing the ion’s electric-
field compensation with the remaining electrodes to min-
imize the ion’s initial average motional excitation n̄, we
obtain heating rates of approximately 10 quanta/ms di-
rectly above the SPAD (Fig. 5). We find that the ob-
served heating rate does not depend on SPAD bias volt-
age within our margin of error.

The observed heating rate is high compared to that
measured at 295 K for Nb ion traps of similar electrode
configuration [26]. Because of the difficulty in minimizing
micromotion in this trap, it is difficult to unambiguously
determine the cause of the higher heating rate in this
system. We observe rates as low as 0.5 quanta/ms at a
distance 60 µm away from the SPAD, potentially impli-
cating the SPAD or ITO. Future investigations may be
able to more fully characterize the heating rate over the
SPAD, and adapted processing or surface modification,
such as surface milling by Ar ions [26–28], could be effec-
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tive in reducing it.

In summary, we have demonstrated rapid and high-
fidelity ion state detection with a chip-integrated SPAD,
achieving 99.92(1)% detection fidelity in 450 µs with an
adaptive technique. The demonstrated SPAD perfor-
mance lends itself to on-chip, site-specific detection of
arrays of ions for optical clocks or quantum information
processing purposes. We also demonstrate low levels of
optical and electrical crosstalk between multiple SPADs
on the chip separated by hundreds of microns, particu-
larly relevant for optical clocks (where clock ions may be
individually trapped and do not necessarily need to be
entangled), or for a quantum computing architecture in
which ions are shuttled between different sites for entan-
gling and readout operations [29, 30]. These SPADs may
also be used in on-chip remote-entanglement generation
if light collected from two or more ions can be routed
through an integrated beamsplitter to SPADs such that
“which-path” information is removed.

The currently achieved fidelity is limited by scattered
light from the measurement and repumping lasers; if
eliminated, infidelities and detect times could be reduced
four-fold. We note that state-of-the-art for high-fidelity,
rapid ion state detection is 99.991% in 145 µs [25], and
detection times as low as 10 µs have been achieved with
lower fidelity [31]; elimination of background counts due
to stray laser light in our experiment could allow us
to approach that fidelity and potentially achieve sub-
100-µs detection times. As more ion-control compo-
nents—particularly integrated photonics—begin to be in-
corporated into surface-electrode traps, it will be nec-
essary to carefully screen out any light scattered by
on-chip components to prevent overwhelming integrated
single-photon detectors. Further improvements in de-
tection time and fidelity might be achieved with an ac-
tive quenching system, reducing the recovery time of the
SPAD at the expense of additional experimental com-
plexity. We briefly note that we have tested these SPADs
at cryogenic temperature and found them to operate, but
with a roughly two-orders-of-magnitude lower PDE, pre-
cluding rapid ion-state detection. Future work may focus
on SPADs optimized for cryogenic temperatures and on
reducing the observed ion motional heating rate near the
SPAD via surface treatments or low-temperature opera-
tion.
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