
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Higher Harmonics in Multipactor Induced Plasma Ionization
Breakdown near a Dielectric Surface

De-Qi Wen, Peng Zhang, Janez Krek, Yangyang Fu, and John P Verboncoeur
Phys. Rev. Lett. 129, 045001 — Published 20 July 2022

DOI: 10.1103/PhysRevLett.129.045001

https://dx.doi.org/10.1103/PhysRevLett.129.045001


Higher Harmonics in Multipactor induced Plasma Ionization Breakdown Near a

Dielectric Surface

De-Qi Wen1,2, Peng Zhang1, Janez Krek2, Yangyang Fu3, John P Verboncoeur1,2
1Department of Electrical and Computer Engineering, Science and Engineering,

Michigan State University, East Lansing, MI 48824, USA
2Department of Computational Mathmatics, Science and Engineering,

Michigan State University, East Lansing, MI 48824, USA and
3Department of Electrical Engineering, Tsinghua University, Beijing, 100083, China

In this letter, the novel physics of higher harmonic (HH) generation of the normal electric
field near a dielectric surface is reported in multipactor induced plasma ionization breakdown, as
determined by kinetic particle-in-cell (PIC) simulations. The observed HH frequency is around ten
times the fundamental rf driving frequency, but lower than the electron plasma frequency. A theory
is constructed which indicates that stream plasma interaction-induced instability is the mechanism
of HH generation in the collisional regime. The HH frequency and its corresponding growth rate
of the HH oscillation amplitude from the theory are in good agreement with kinetic PIC simulations.

Multipactor [1, 2] is a vacuum discharge based on sec-
ondary electron emission (SEE). When the SEE yield is
repeatedly above the unity, an avalanche of electrons ex-
posed to rf electric field on a dielectric surface or between
two metal surfaces appears. In the presence of back-
ground gas, multipactor will trigger gas ionization break-
down. Multipactor and plasma discharge are of impor-
tance in many fields, including rf accelerators in particle
and nuclear physics [3], rf plasma source in material pro-
cessing [4–6], space plasma and propulsion, fusion energy,
high voltage insulators from DC to microwaves, higher
power microwave systems and space-based satellite com-
munications [1, 2, 7–11]. In high power microwaves and
space-based communications, multipactor and gas dis-
charges near rf windows have also been the key limiting
factors [1, 7, 12–15]. Therefore, understanding the fun-
damental physics of such a widely present configuration
involving ionization breakdown and electron-surface mul-
tipacting process is essential.

Multipactor discharge is the dominant process in less
collisional regime [1, 12, 15], and its susceptibility [1, 13,
16, 17], temporal evolution [18–20], and mitigation [21–
25] have been comprehensively investigated. However,
in the presence of frequent electron-neutral impacts due
to background or evaporated gas from the surface, multi-
pactor dynamics can be significantly altered via electron-
neutral momentum transfer collisions and energy loss
[26]. In the limit of near-atmospheric pressure, the elec-
tron energy loss is significant during flight, and the re-
maining impact energy on the surface is insufficient that
the surface multipactor is fully suppressed over time [27],
and the plasma reaction and transport dynamics become
dominant [7, 28, 29]. In the pressure range from hun-
dreds of mTorr to a few Torr, both plasma discharges
and surface multipactor can exist [27, 30]. Lau et al [31]
theoretically investigated the scaling laws for discharge
formation time under a spatially uniform electric field.
Understanding the fundamental transient physics regard-
ing the electron-surface multipacting and gas ionization
is a crucial step for researchers to control the discharge,

but it is barely studied due to the experimental limitation
of resolution in time and space, as well as the computa-
tional cost for fully kinetic simulation.

In this Letter, we report the novel physics of higher
harmonic (HH) generation in multipactor-coexisting
plasma ionization breakdown at intermediate pressure
(hundreds of mTorrs). Kinetic particle-in-cell (PIC) sim-
ulations, which are well benchmarked [32–34] and vali-
dated by experiments [35] in plasma discharges, are con-
ducted and a theory is constructed, which reveals the
nature of HH generation. To reveal the fundamental
physics, in this work, we mainly present a typical case
at frequency f = 1GHz, which is commonly used in
space-based communication system, and background ar-
gon pressure 0.2Torr close to that suggested by recent
multipactor breakdown experiments [15].

The schematic of the discharge system is shown in
Fig. 1, where the discharge is bounded by a dielectric sur-
face at x = 0. The right boundary is free space and far
away from the discharge. At the early stage of gas ioniza-
tion breakdown, the electron density is low, and a rf elec-
tric field tangential to the surface is employed as adapted
by Lau et al [31] and Zhang et al [36]. As shown in Fig. 1,
the tangential sinusoidal electric field has an amplitude of
Erf0 = 3MV/m. The interactions between charged and

FIG. 1: Schematic of the system for multipactor induced ion-
ization breakdown in fully kinetic particle-in-cell simulations.
The small zoomed plot qualitatively shows the secondary elec-
tron yield (SEY), δ, as a function of electron impact energy
for normal incidence.
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neutral particles are treated by a standard Monte-Carlo
scheme incorporating the null collision method [37, 38].
The details about the reaction threshold and cross sec-
tions can be found in [39–44]. The time step and grid
size is 10−14s and 0.175µm, respectively, an initial elec-
tron current at 1.3 kA/m2 is emitted for the first rf pe-
riod [18]. The charged particles flowing to the dielectric
surface cause charge accumulation. Electron transport is
self-consistently considered [45, 46]. The secondary elec-
tron emission from surface induced by primary electron
impacts is described by the well-known Vaughan empir-
ical formula [47] for a dull surface of silicon oxide, which
is a typical material for rf windows [1].
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FIG. 2: Spatiotemporal plots of the (a) normal electric field,
Ex, (b) the normalized rf electric field (red dashed line),
Ey/Erf0, and normal electric field, Ex/Erf0 at x = 12µm,
(c) the spatial plots of electron and ion density at t/T = 7, 8.

Fig. 2(a) shows the spatiotemporal normal electric
field, Ex, which increases rapidly at the beginning due
to the secondary electron avalanche emission from the
surface, and then periodically oscillates at twice the fun-
damental rf frequency (1GHz), similar to the multi-
pactor process in vacuum [18, 19]. The normal elec-
tric field points away from the surface everywhere and
gradually decays in space due to space charge neutraliza-
tion. Ex/Erf0 at the specific location x = 12µm is exhib-
ited in Fig. 2(b), in which the red line denotes temporal
Ey/Erf0. Most importantly, remarkable fast oscillations
in time, i.e., HHs of the normal electric field (as well as
other plasma parameters, see later) are observed, which
have never been found before. In order to explicitly dis-
play these oscillations, a local plot of electric field within
the red box in Fig. 2(a) is shown in the subplot. We
can see that oscillation frequency of the HH is around

10GHz, much higher than the fundamental frequency
and lower than the electron plasma frequency fpe (around
102GHz). The oscillations roughly start from the sixth
period and becomes stronger in time (see Fig. 2(b)). In
vacuum multipactor discharges, there is no enhanced HH
frequency spectrum [48, 49]. Additionally, the fast os-
cillating Ex mainly locates in the transition region (re-
gion (II)) from multipactor-dominant region (region (I))
to the plasma region (region (III)), and appears slightly
in the plasma region (III) and (IV). The typical length
of the region where the longitudinal oscillating electric
field appears is around 20µm. The black dashed line in
Fig. 2(a) shows the contour value of Ex = 0 V/m, which
indicates the boundaries among regions (I)-(IV), i.e., the
multipactor region (I) with Ex > 0, the transition region
(II) with Ex < 0 and main plasma region (III) Ex ≈ 0,
and region (IV) Ex > 0. The multipactor region (I) is
gradually depressed because plasma grows in time, as the
increasing ion density (dashed line) shows in Fig. 2(c) for
t/T = 7 and 8, respectively.

The electron density ne as shown in Fig. 2(c) is sig-
nificantly higher than the ion density near the surface
because the primary electrons impact the surface and
induce intense secondary electron emission, that mainly
localizes near the surface; additionally, more and more
electrons are created due to abundant electron-neutral
ionization impacts in the plasma region (III), and diffuse
towards the surface. Different from a pure ion sheath
surrounding plasma, within which electric field points to-
wards surface from plasma, here, this local high negative
electron charge results in positive electric field in region
(I) and negative electric field in region (II). The ions move
collectively and slowly and are not modulated by the HHs
of the electric field since fHH ≫ fpi.

We analyze the nature of this HH generation based
on simulation data of the breakdown process and a the-
oretical model. The ion is almost immobile over an rf
period due to its large mass. Therefore, the appear-
ance of HHs on small time scales is linked to electron
dynamics. We label the electrons in simulation by two
different generation sources: the electrons from ioniza-
tion impacts are labeled as ionization electrons (ie) and
those emitted from the surface are labeled as secondary
electrons (se), whose spatiotemporal plots of density are
shown in Fig. 3(a) and (b), respectively. Again, remark-
able HH oscillations are observed for both ie and se. The
corresponding electron fluid velocity also shows similar
behaviors (not shown here). The corresponding velocity
distribution functions for ie and se, f(uie) and f(use),
are measured in the PIC simulation. It is worth not-
ing that the velocity distribution profiles are roughly
the same near x = 12µm, and over a time interval
7 < t/T < 9. Here, we show the typical results for ie
and se in Fig. 3(c) for x = 12µm and t/T ≈ 7. The ion-
ization electrons have a small net negative fluid velocity

vie0 =
∫ +∞

−∞
uief(uie)duie ≈ −1.16 × 105m/s, implying

that the ie flows towards the dielectric surface. The sec-
ondary electron distribution function shows two narrow
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FIG. 3: The spatiotemporal plots of the (a) electron density from ionization impact and (b) secondary electron density from
the surface emission; (c) the velocity distribution functions at x = 12µm of the ionization and secondary electrons normalized
to each species density.

peaks, i.e., some secondary electrons (use > 0) are inject-
ing into the plasma and the others (use < 0) are leaving
the plasma for the surface. For the group of secondary
electrons with use > 0, the distribution function is ap-
proximated by a Dirac δ-function, enabling us to model
it as a cold electron stream, which will interact with ion-
ization electrons in the plasma. In the following, the cold
stream-plasma interaction is theoretically modeled by de-
scribing the ionization and secondary electrons as fluids.
The background ions are immobile as discussed above,
and the surface charge-induced restoring field is shielded
by the dense electrons near the surface, and it is assumed
to have little effect on the stream-plasma interaction.
In the following, the fluid velocity and density of ion-

ization and secondary electrons are denoted by subscripts
ie and se, respectively. Within the time duration of a
few HH oscillations, the electron density is assumed un-
affected by impact ionization. For ionization electrons,
the density nie and fluid velocity vie follow the continuity
equation with the net volume source set to zero,

∂nie

∂t
+

∂vienie

∂x
= 0 (1)

The ionization electrons also satisfy momentum balance

∂vie
∂t

+ vie
∂vie
∂x

= −
e

m
Ex −

1

nie

∂pie
∂x

− νmvie (2)

where Ex is the space charge-induced normal electro-
static field, ∂pie/∂x = ∂(niekBTx)/∂x, and νm is the
effective electron-neutral momentum transfer frequency.
The longitudinal electrostatic field, Ex = −∂φ/∂x, fol-
lows Poisson’s equation ∂2φ/∂x2 = −ρ/ǫ0 with φ the
potential in space, ǫ0 the permittivity of vacuum and ρ
the charge density.
We define a general time-dependent physical quantity
A, representing the ionization electron fluid velocity and
density, as well as the potential, and split it into two
terms, A = A0+δA, where A0 denotes the slowly varying
quantity driven by the fundamental frequency field, and
the second term δA = Ãej(kx−ωt), describes a fast longi-
tudinal oscillation at angular frequency ω and wavenum-

ber k. Thus, the growth of the perturbation and fre-
quency of oscillations in time are described by the imag-
inary and real part of ω, respectively. k is a real number,
i.e., the oscillations grow in time only. Replacing A by
nie, vie, and φ, separately, and inserting it into Eqs. (1)-
(2), neglecting the second order terms (i.e., linearizing),

we can express nie as a function of φ̃.

ñie =
keφ̃/m

(−ω+kvie0−jvem)(ω−kvie0)
knie0

+ kkBTx

nie0m

(3)

For secondary electrons injecting into plasma treated as
a cold stream, the pressure gradient and collisional term
are omitted, similarly to Eq. (3), we have

ñse =
keφ̃/m

(−ω + kvse0) (ω − kvse0) /knse0
. (4)

Substituting Eqs. (3) and (4) into Poisson’s equation, fi-
nally we obtain the dispersion equation describing the
relationship of frequency and growth rate of oscillation
and the wavenumber in the collisional stream-plasma in-
teraction system

1 =
ω2
ie0

(ω − kvie0 + jvem) (ω − kvie0) + k2kBTx/m

+
ω2
se0

(ω − kvse0) (ω − kvse0)

(5)

where ω2
ie0,se0 = e2nie0,se0/mǫ0. From the measure-

ments in PIC simulations near t/T ≈ 7, the ioniza-
tion electron density nie0 = 3 × 1019m−3, and veloc-
ity vie0 = −1.16 × 105m/s, and the secondary electron
density nse0 = 5 × 1019m−3 and the secondary elec-
tron velocity vse0 = 106 m/s. The effective ionization
electron momentum transfer frequency is collected from
PIC simulation and has a value of νm = 0.7 × 109s−1.
Tx corresponds to the x component of the pressure ten-
sor diagonals measured from simulation [50, 51]. Solving
Eq. (5) gives the oscillating angular frequency ω versus
wavenumber k. If the ionization electrons are treated
as cold electrons [52] and electron-neutral collisions are
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absent [53], then Eq. (5) reduces to the classical disper-
sion relationship for two stream instabilities [54]. We
stress that, different from the classical two-stream theory
in [54], the term of k2kBTx/m in Eq. (5) here is important
to give the correct growth rate of HH oscillations, as the
assumption of cold ionization electrons (Tx = 0) is found
to result in a much higher growth rate than measured in
PIC simulations. The secondary electron stream leaving
the bulk plasma (use < 0) moves in the same direction
as ionization electrons, thus it is less important and has
been excluded.

Fig. 4(a) exhibits the variation of complex ω versus
wavenumber k in Eq. (5). The left and right vertical axes
denote the real and imaginary part of ω, Re(ω) (black
line) and Im(ω) (red line), respectively, and the vertical
blue dashed line indicates the maximum Im(ω), whose
wavenumber, kmax, reveals the dominant longitudinal
oscillation mode [54–56]. The corresponding Re(ω) at
kmax, gives the oscillation frequency of around 10GHz, in
very good agreement with the kinetic simulation. Mean-
while, we obtain a longitudinal oscillation at wavelength
11µm, which is very close to simulation again. In ad-
dition, the secondary electron velocity distribution func-
tion (Fig. 3(c)), f(use), has a small broadening compared
to an ideal Delta function, therefore, the response of
the wavenumber and oscillation frequency to both the
shift of the drift velocity and electron density is exam-
ined. It turns out the results are robust at slightly vary-
ing input parameters within ±10%. The contour plot
of Fig. 4(b) shows the temporal spectrum of the normal
electric field from the PIC simulation over 1.6 rf period at
near x = 12µm. We can see the most significant compo-
nents of the HH locate around 10GHz. The brightness
of the color bar represents the strength of the magni-
tude at the corresponding frequency. The second har-
monic frequency [18, 19] is also captured due to the col-
lective response of electrons to the rf electric field, i.e.
the electrons ’see’ the strength rather than the phase
of the rf transverse electric field between two electron-
neutral collisions. Based on Eq. (5), theoretical calcula-
tion of the oscillation frequency by importing the unper-
turbed electron fluid velocity, density, and electron tem-
perature from simulation gives the rectangle line with er-
ror bars in Fig. 4(b). The required secondary/ionization
electron fluid velocity and density is obtained by filter-
ing the higher frequency oscillations. The error bars are
obtained by varying the ionization electron drift velocity
vie0 ± 10%. The time-dependent amplitude of the fast
oscillations is also shown in Fig. 4(c), where the black
dashed line denotes the simulation results, its linear fit-
ting is shown by the black solid line with error bar of
one standard deviation, and the red line represents the
theoretical results. Again, an excellent agreement is ob-
tained. Thus, we provide the physical explanation for the
observed HH effects in rapid field variations and describe
the temporal development. Some level of space charge,
and the existence plasmas and secondary electron emis-
sion are identified to be prerequisites for the HH field

(a) (b)

(c)

p1

FIG. 4: (a) Theoretical dispersion relationship solution, real
and imaginary part of ω, Re(ω) (black line) and Im(ω) (red
line), versus k, and the blue dashed line indicates the maxi-
mum Im(ω). (b) The time varying frequency spectrum (color
bar from simulation) of the normal electric field Ex over time
range of 7.0–8.6 rf periods. The color bar gives the relative
strength of the magnitude of the Fourier transform of the
normal electric field. The time window is 64% of the rf pe-
riod, with a 78% overlap between successive windows. The
white rectangle line shows the theoretical calculation oscilla-
tion frequency. (c) The amplitude of the fast oscillation as a
function of time in simulation (black dashed line), its linear
fitting (black line) and theory (red line).

development. Meanwhile, the observation of HH is con-
nected with electron motion, which is of importance for
the fundamental understanding of similar phenomenon in
various plasma fields. In addition, the spectrum around
20-25GHz with much weaker strength, is also observed
in the simulation (not shown here), which may be at-
tributed to the second and higher order nonlinearities,
and is neglected in the current theory.
In summary, we studied the HH generation of the

longitudinal physical quantities normal to the surface,
including the normal electric field, electron density
etc, in the early stage of multipactor induced plasma
breakdown, which are observed for the first time. The
theoretical model constructed indicates that stream
plasma interaction-induced instability is the mechanism
of HH generation in the collisional regime. The excellent
agreement between simulation and theory provides a
strong basis in understanding the transient physics
of breakdown process, which is a crucial step when
researchers aim to control it. The regime may be applied
to generate a new mode of rf signal, and develop a
field frequency spectrum-based new form of diagnostics
of the transient plasma behaviors in sub-nanosecond
resolution, which is very challenging in the past. This
fundamental physics phenomenon can also affect the
realistic plasma breakdown process [31, 57, 58]. We
emphasize that this phenomenon of HHs is found for
Argon, Helium, as well as Xenon, and in a wide range
of rf electric field amplitudes and gas pressures, and the
present work lays the foundation for future systematic
research of the HH oscillations. The HH oscillations are
expected to vary for different dielectric materials and
SEY coatings, rf frequencies, as well as electronegative
gases such as SF6 used for microwave transmission and
space-based satellite communication systems.
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The HH generation and its regime revealed in this
Letter is not limited to multipactor/plasma discharges, it
also shows significance for other systems in the presence
of intense secondary electron emission near a surface.
The physics reported here may be a good candidate to
explain the fast oscillations with short period, whose ori-
gin is unknown, in space propulsion systems [59], where
the secondary electron emission and the oscillations
normal to the surface solely depends on the electron
energy tangential to the surface. Additionally, fast
oscillations relevant to resonance and instability [60–62],
which are part of the fundamental physics of electron
heating mechanisms in rf plasma sources, were also
reported and partially speculated to be induced by
the interaction between sheath-accelerated electron
stream and thermal bulk plasma electrons [63, 64]. The
theoretical approach constructed here for stream-plasma
interaction in the collisional regime may be used to
identify the fast-oscillating phenomenon there.
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