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#### Abstract

Scientific analysis for the gravitational-wave detector LISA will require theoretical waveforms from extreme-mass-ratio inspirals (EMRIs) that extensively cover all possible orbital and spin configurations around astrophysical Kerr black holes. However, on-the-fly calculations of these waveforms have not yet overcome the high dimensionality of the parameter space. To confront this challenge, we present a user-ready EMRI waveform model for generic (eccentric and inclined) orbits in Kerr spacetime, using an analytical self-force approach. Our model accurately covers all EMRIs with arbitrary inclination and black hole spin, up to modest eccentricity ( $\lesssim 0.3$ ) and separation ( $\gtrsim 2-10 M$ from the last stable orbit). In that regime, our waveforms are accurate at the leading 'adiabatic' order, and they approximately capture transient self-force resonances that significantly impact the gravitational-wave phase. The model fills an urgent need for extensive waveforms in ongoing dataanalysis studies, and its individual components will continue to be useful in future science-adequate waveforms.


Introduction.-Gravitational-wave (GW) astronomy has revealed a cosmos brimming with black holes (BHs) [1-4], and as GW detectors improve, we will continue to learn more about BHs' properties and demographics. In the 2030s, GW detectors in space (LISA, the Laser Interferometer Space Antenna [5], as well as DECIGO [6], TianQin, and Taiji [79]) will observe unparalleled probes of BHs: the inspirals of stellar-mass objects into supermassive BHs in galactic cores [10, 11]. The waveforms from these extreme-mass-ratio inspirals (EMRIs, with mass ratios $\eta \sim 10^{-4}-10^{-7}$ ) will contain a unique wealth of information about the spacetime geometry of BHs, strong-field physics in their vicinity, and the astrophysics of their stellar environments [12-16].

The scientific potential of EMRIs has motivated the community to solve the relativistic two-body problem in the small-mass-ratio regime, making use of gravitational selfforce (GSF) theory [17-23]: a perturbative method in which the small body perturbs the central BH's spacetime, and the perturbation drives the body away from geodesic motion. GSF theory has flourished over the past 25 years [24-28], yielding a range of powerful tools for modelling EMRIs [29-36]. The key goal of the EMRI modelling program is to generate waveforms for generic (eccentric and inclined) inspiraling orbits about astrophysical Kerr BHs, accounting for GSF effects. In order to enable accurate extraction of EMRI parameters from a signal, a GSF model must ultimately be accurate to the first subleading ('first post-adiabatic') order in $\eta$ [37-42]. Attaining such accuracy will depend crucially upon calculations at leading order, which can be used to produce adiabatic waveforms [43-48] as a baseline in present-day data-analysis studies and for future science-adequate waveforms.

After decades of progress [49-64], adiabatic waveforms for generic Kerr orbits were obtained in 2021 [65]. Still, very few
of these (mostly equatorial or spherical orbits) have been simulated so far, and the raw techniques used in that work are unsuitable in the provision of on-the-fly waveforms for dataanalysis studies. The main challenge is the high-dimensional parameter space of generic EMRIs. An adiabatic evolution must compute various inputs at fixed points in the parameter space in order to then drive the evolution through it. Populating the vast space sufficiently densely is a very computationally expensive task, and there are ongoing efforts to develop a cost-effective method to ease this burden [63-67].

Meanwhile, there has been significant development of analytical techniques in GSF theory, which invoke a 'postNewtonian' (PN) framework of BH perturbation theory [68, 69]. This PN-GSF approach is far less expensive than numerical GSF calculations, readily covering a large region of parameter space that would be difficult to populate numerically [70-75]. To date, PN-GSF results have informed EMRI waveform model indirectly through 'effective one-body' [7680] and 'kludge' models [81-87]. Despite being computationally cheap and much desired for LISA studies, the PN-GSF framework has not yet been implemented for relativistic adiabatic waveforms due to its technical complexity.

We here report the first adiabatic EMRI waveform model for generic Kerr orbits based on the analytical PN-GSF approach. Our waveform is a standalone, on-the-fly model within GSF theory, efficiently covering the weak-field region of EMRI parameter space; see Figs. 1 and 2 below. Among other things, this allows us to consistently account for the transient GSF resonances in the waveform [30, 46, 88-91]. These resonances will play a crucial role in the detection and measurement of LISA EMRIs, but they have remained out of reach in high-cost relativistic evolutions and have so far only been treated with phenomenological models [92-94].

Furthermore, individual components of our model can be immediately combined with fits to numerical GSF data and environmental effects [95-98] to construct both highly accurate and efficient waveform models $[99,100]$ that will be employed in ongoing LISA preparatory studies (e.g., [101]), as well as in eventual production-level code for LISA's scientific analysis [102]. They can be also utilised as reference points to inform the development of a universal model of binaries across all mass ratios [103-106]. We expect that our PN-GSF approach will greatly improve the extensiveness and efficiency of EMRI modelling for LISA, in much the same way that analytical relativistic approaches have continued to advance modelling and data-analysis studies for LIGO, Virgo, and KAGRA [107-110].

Below we describe our adiabatic waveforms and assess their domain of validity. Throughout we set $G=c=1$ and use $(t, r, \theta, \varphi)$ for Boyer-Lindquist coordinates.

Snapshot waveforms from geodesic trajectories.-To set the stage, we first summarize EMRI snapshot waveforms, where the small body's motion is strictly geodesic [54, 57, 111]. $M$ and $a$ denote the mass and spin parameters of the Kerr BH; $q \equiv a / M$, its dimensionless spin magnitude; and $\mu \ll M$, the mass of the small body (so $\mu / M=\eta$ ). Our convention is that $q>0(q<0)$ represents prograde (retrograde) orbits.

A bound Kerr geodesic is confined to a toroidal region given by $r_{\min } \leq r \leq r_{\max }$ and $\theta_{\min } \leq \theta \leq \pi-\theta_{\min }$. The orbit is generically triperiodic, uniquely described by three constants of motion $I_{A} \equiv\{p, e, c\}[43,112]$ and three orbital phases $\Phi^{A}=\left\{\Phi^{r}, \Phi^{\theta}, \Phi^{\varphi}\right\}$ with constant frequencies $\mathrm{d} \Phi^{A} / \mathrm{d} t=\Omega^{A}\left(I_{B}\right)$ [113]. The three constant orbital parameters are the semi-latus rectum $M p \equiv\left(2 r_{\text {max }} r_{\text {min }}\right) /\left(r_{\text {max }}+r_{\text {min }}\right)$, orbital eccentricity $e \equiv\left(r_{\max }-r_{\min }\right) /\left(r_{\max }+r_{\text {min }}\right)$, and inclination angle $\tan \iota \equiv \sqrt{\hat{C}} / \hat{L}$, where $\hat{L}$ and $\hat{C}$ are the specific azimuthal angular momentum and Carter constant of the geodesic [114]. The orbit's radial, polar, and azimuthal positions are $2 \pi$-periodic in $\Phi^{r}, \Phi^{\theta}$, and $\Phi^{\varphi}$, respectively.

The gravitational radiation from these geodesics can be conveniently computed in the Teukolsky BH perturbation formalism, working with the linear perturbation of the Weyl scalar $\psi_{4}=O(\eta)[115,116]$; at infinity, the two GW polarizations $h_{+, \times}$are simply given by $\psi_{4}(r \rightarrow \infty)=\frac{1}{2} \frac{\partial^{2}}{\partial t^{2}}\left(h_{+}-i h_{\times}\right)$. $\psi_{4}$ in the Fourier domain admits a full separation of variables by means of spin-weighted $(s=-2)$ spheroidal harmonics ${ }_{-2} S_{\ell m}^{a \omega}(\theta)$. The source geodesic's triperiodicity restricts the perturbation to the discrete frequency spectrum $\omega_{m k n} \equiv m \Omega^{\varphi}+k \Omega^{\theta}+n \Omega^{r}$ for integers $m, k, n$. We may thus write $h_{+, \times}$as a multipolar sum of "voices" with those frequencies: $h_{+}-i h_{\times} \propto r^{-1} \sum_{\ell m k n}\left(Z_{\ell m k n-2}^{\infty} S_{\ell m}^{a \omega_{m k n}} / \omega_{m k n}^{2}\right) e^{-i \omega_{m k n}\left(t-r^{*}\right)+i m \varphi}$ with $\sum_{\ell m k n} \equiv \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty}$ and the Kerr tortoise coordinate $r^{*}$ [117]. Here, the dimensionless asymptotic amplitudes at infinity $Z_{\ell m k n}^{\infty}\left(I_{A}\right)$ are obtained by solving the inhomogeneous radial Teukolsky equation mode by mode with a fixed geodesic source, enforcing outgoing (ingoing) boundary conditions at infinity (the horizon). The waveform phase
$\omega_{m k n} \cdot\left(t-r^{*}\right)$ is a simple linear combination of the orbital phases, $\Phi_{m k n}(t) \equiv m \Phi^{\varphi}(t)+k \Phi^{\theta}(t)+n \Phi^{r}(t)$, evaluated at the retarded time $u=t-r^{*}$.

Adiabatic waveforms from inspiral trajectories.-We now turn to adiabatic waveforms from orbits that slowly inspiral due to first-order $[O(\eta)$ ] GSF effects [17, 19-21], specifically following the two-timescale framework developed in Refs. [38, 39, 41]. In this framework, we introduce a 'slow time' $\tilde{t} \equiv \eta t$. The trajectory and metric are treated as functions of slowly varying parameters $I_{A}(\widetilde{t}) \equiv\{p(\tilde{t}), e(\tilde{t}), \iota(\tilde{t})\}$ and 'fast time' phases $\Phi^{A}$ that evolve with slowly varying frequencies:

$$
\begin{equation*}
\frac{\mathrm{d} \Phi^{A}}{\mathrm{~d} t}=\Omega^{A}\left[I_{B}(\eta t)\right] \quad \text { or } \quad \frac{\mathrm{d} \Phi^{A}}{\mathrm{~d} \tilde{t}}=\eta^{-1} \Omega^{A}\left[I_{B}(\tilde{t})\right] \tag{1}
\end{equation*}
$$

where $\Omega^{A}\left(I_{B}\right)$ is the same function of $I_{B}$ as for a geodesic. The dependence on $I_{A}$ captures the system's evolution on the radiation-reaction time scale $\sim M / \eta$, and the dependence on $\Phi^{A}$ capture the triperiodicity on the orbital time scale $\sim M$.

Adiabatic inspirals and waveforms in this framework can be heuristically understood as a slow-time evolution through the space of geodesic snapshots. The self-forced equations of motion and Teukolsky equations are split into slow- and fast-time equations. At each slow time step $\tilde{t}$, the leadingorder fast-time equations are identical to the equations for a geodesic snapshot, yielding the same Teukolsky amplitudes as a snapshot with the same parameters $I_{A}$. The adiabatic waveform can then be written in a form precisely analogous to the snapshot waveforms described above [41, 118],

$$
\begin{equation*}
h_{+}-i h_{\times}=-\frac{2 \mu}{r} \sum_{\ell m k n} \frac{Z_{\ell m k n}^{\infty}}{\omega_{m k n}^{2}} \frac{-2 S_{\ell m}^{a \omega_{m k n}}}{\sqrt{2 \pi}} e^{-i \Phi_{m k n}+i m \varphi} \tag{2}
\end{equation*}
$$

where $Z_{\ell m k n}^{\infty}, \omega_{m k n}^{2}$, and ${ }_{-2} S_{\ell m}^{a \omega_{m k n}}$ are all geodesic functions of $I_{A}$, and the snapshot phase $\omega_{m k n} \cdot\left(t-r^{*}\right)$ is now replaced by the adiabatic phase $\Phi_{m k n}(\tilde{u})$ [satisfying Eq. (1)] evaluated at the slow retarded time $\tilde{u} \equiv \eta\left(t-r^{*}\right)$.

The evolution of $I_{A}$ can be derived from the self-forced equation of motion for the Boyer-Lindquist coordinate trajectory $z^{\mu}$. If we define osculating parameters $I_{A}^{\text {osc }}$ by the condition that $z^{\mu}\left(I_{A}^{\text {osc }}, \Phi^{A}\right)$ and $\mathrm{d} z^{\mu} / \mathrm{d} t\left(I_{A}^{\text {osc }}, \Phi^{A}\right)$ satisfy the geodesic relationships between $\left\{z^{\mu}, \mathrm{d} z^{\mu} / \mathrm{d} t\right\}$ and $\left\{I_{A}, \Phi^{A}\right\}$, then we can straightforwardly derive an equation of the form $\mathrm{d} I_{A}^{\text {osc }} / \mathrm{d} t=$ $G_{A} \sim \eta$ [41]. If we write $I_{A}^{\text {osc }}$ and $G_{A}$ as Fourier series of the form $G_{A}=\sum_{\mathrm{k}_{r} \mathrm{k}_{\theta}} G_{A}^{\mathrm{k}_{\mathrm{r}} \mathrm{k}_{\theta}}\left(I_{B}\right) \exp \left\{i\left(\mathrm{k}_{r} \Phi^{r}+\mathrm{k}_{\theta} \Phi^{\theta}\right)\right\}$, then at leading order the slowly varying $I_{A}$ is the stationary, 00 mode of $I_{A}^{\text {osc }}$, and its driving force is the 00 mode of $G_{A} . G_{A}^{00}$ involves only the dissipative piece of $G_{A}[30,38,44,46,47]$, which allows us to express it in terms of the asymptotic flux of radiation [111] in the convenient 'flux-balance' form [119-121]:

$$
\begin{equation*}
\frac{\mathrm{d} I_{A}}{\mathrm{~d} \tilde{t}}=-M \sum_{\ell m k n} \frac{\left(\beta_{m k n}\right)_{A}}{4 \pi \omega_{m k n}^{3}}\left\{\left|Z_{\ell m k n}^{\infty}\right|^{2}+\alpha_{\ell m k n}\left|Z_{\ell m k n}^{\mathrm{H}}\right|^{2}\right\} \tag{3}
\end{equation*}
$$

where $Z_{\ell m k n}^{\mathrm{H}}\left(I_{A}\right)$ is the Teukolsky amplitude of $\psi_{4}$ at the horizon, and $\alpha_{\ell m k n}$ and $\left(\beta_{m k n}\right)_{A}$ are certain functions of $I_{A}$ [71]. The adiabatic evolution is then given by Eqs. (1)-(3).

Transient resonances.-However, the adiabatic-evolution scheme described above has to be altered if, at some instant $\tilde{t}=\tilde{t}_{\text {res }}$, the slowly evolving orbital frequencies satisfy

$$
\begin{equation*}
\omega^{\mathrm{res}}\left(\tilde{t}_{\mathrm{res}}\right) \equiv \beta^{r} \Omega^{r}\left(\tilde{t}_{\mathrm{res}}\right)-\beta^{\theta} \Omega^{\theta}\left(\tilde{t}_{\mathrm{res}}\right)=0, \tag{4}
\end{equation*}
$$

with a pair of nonzero coprime integers $\left(\beta^{r}, \beta^{\theta}\right)$. This condition leads to a transient resonance of GSF effects that occurs for generic EMRIs [30, 46, 88-91]. At the resonance, otherwise-oscillatory modes of $G_{A}$ with $\mathrm{k}_{r}: \mathrm{k}_{\theta}=\beta^{r}:-\beta^{\theta}$ become stationary, and the flux-balance formulas (3) are then enhanced (or diminished) according to [121-127]

$$
\begin{equation*}
\left.\frac{\mathrm{d} I_{A}^{\mathrm{res}}}{\mathrm{~d} t} \equiv \sum_{s \neq 0} G_{A}^{\mathrm{res}, s} e^{i s \Phi^{\mathrm{res}}}\right|_{\tilde{i} \tilde{\tilde{t}_{\mathrm{res}}}} \tag{5}
\end{equation*}
$$

Here, $G_{A}^{\mathrm{res}, s} \equiv G_{A}^{s \beta_{r},-s \beta_{\theta}}$ is the $s$ th resonant mode of $G_{A}$, and the phase $\Phi^{\text {res }} \equiv \beta^{r} \Phi^{r}-\beta^{\theta} \Phi^{\theta}$ becomes stationary at resonance.

Dissipation drives the orbit through the resonance, with a resonance-crossing time [92, 93]

$$
\begin{equation*}
\tilde{T}^{\mathrm{res}, s} \equiv \sqrt{\frac{2 \pi}{\left|s \dot{\omega}^{\mathrm{res}}\right|}} \sim M \eta^{-1 / 2} \tag{6}
\end{equation*}
$$

where $\dot{\omega}^{\text {res }} \equiv \mathrm{d} \omega^{\text {res }} / \mathrm{d} \tilde{t}$ evaluated at the resonance. $\tilde{T}^{\text {res }, s}$ is longer than the orbital time scale $\sim M$, but much shorter than the radiation-reaction time scale $\sim M / \eta$. On the radiationreaction time, the resonance crossing is effectively instantaneous, and the correction (5) causes a sudden jump $\delta I_{A}^{\text {res }}$ at $\tilde{t}=\tilde{t}_{\text {res }}$. Formally expanding the phase $\Phi^{\text {res }}(t)$ around the resonance as $\Phi^{\text {res }}\left(t_{\text {res }}\right)+\frac{1}{2} \dot{\omega}^{\text {res }}\left(t-t_{\text {res }}\right)^{2}+O\left(\left|t-t_{\text {res }}\right|^{3}\right)$ with the aid of Eqs. (1) and (4), and integrating Eq. (5) under the stationary phase approximation, we find (see, e.g., Refs. [34, 41])

$$
\begin{equation*}
\delta I_{A}^{\mathrm{res}}=\left.\sum_{s \neq 0} \tilde{T}^{\mathrm{res}, s} G_{A}^{\mathrm{res}, s} e^{\operatorname{sgn}\left(s \omega^{\mathrm{res}}\right) \frac{i \pi}{4}+i s \Phi^{\mathrm{res}}}\right|_{\tilde{t}=\tilde{t}_{\mathrm{res}}} \sim \eta^{1 / 2} \tag{7}
\end{equation*}
$$

This induces corresponding abrupt frequency jumps $\delta \Omega^{A} \sim$ $\eta^{1 / 2} / M$, resulting in large cumulative phase shifts $\delta \Phi^{A} \sim \eta^{-1 / 2}$ a radiation-reaction time after the resonance-crossing, which will deteriorate our ability to measure EMRIs.

If we only have access to the leading-order dissipative GSF, we cannot calculate the exact $O\left(\eta^{1 / 2}\right)$ jumps for two reasons. First, the size of $\delta I_{A}^{\text {res }}$ in Eq. (7) sensitively depends on the phase $\Phi^{\text {res }}$. Calculating the jump therefore requires knowing the phase through first post-adiabatic order in the evolution preceding the resonance [128]. Second, the conservative GSF directly contributes to $G_{A}^{\text {res,s }}[121,129]$. Accounting for these effects is beyond the current state of the art.

Nevertheless, Eq. (7) correctly determines the jump that is internally consistent with an adiabatic phase evolution. Similarly, discarding the conservative contribution to Eq. (7) yields the correct jump associated with the dissipative GSF. That dissipative piece of $G_{A}^{\mathrm{res}, s}$ can be constructed directly from the

Teukolsky amplitudes as [130]

$$
\begin{align*}
& G_{A}^{\mathrm{res}, s}\left(I_{B}\right)=-M \sum_{\ell m k n} \sum_{\substack{k^{\prime}=k-s \beta^{\theta} \\
n^{\prime}=n+s \beta^{r}}} \frac{\left(b_{m k n}\right)_{A}+k^{\prime}\left(c_{m k n}\right)_{A}}{4 \pi \omega_{m k n}^{3}} \\
& \times\left\{\operatorname{Re}\left(Z_{\ell m k n}^{\infty} \overline{Z_{\ell m k^{\prime} n^{\prime}}^{\infty}}\right)+\alpha_{\ell m k n} \operatorname{Re}\left(Z_{\ell m k n}^{\mathrm{H}} \overline{Z_{\ell m k^{\prime} n^{\prime}}^{\mathrm{H}}}\right)\right\}, \tag{8}
\end{align*}
$$

where the overline denotes complex conjugation, and $\left\{\left(b_{m k n}\right)_{A},\left(c_{m k n}\right)_{A}\right\}$ are certain functions of $I_{A}$. Because both conservative and dissipative contributions are comparable (at least in a scalar-field toy model [131]), we expect the jumps calculated in this way should qualitatively capture the impact of a resonance crossing, at the order-of-magnitude level.

Techniques.-The end-to-end implementation of Eqs. (1), (2), (3), and (7) to generate adiabatic waveforms needs three main inputs across the full parameter space of Kerr spin $q$ and orbital parameters $I_{A}$ : the frequencies $\Omega^{A}\left(I_{B}\right)$, the spheroidal harmonics ${ }_{-2} S_{\ell m}^{a \omega_{m k n}}$, and the Teukolsky amplitudes $Z_{\ell m k n}^{\infty, \mathrm{H}}$. The expression for $\Omega^{A}\left(I_{B}\right)$ is given in closed analytical form [113, 132]. We can also analytically compute ${ }_{2} S_{\ell m}^{a \omega_{m k n}}$ and $Z_{\ell m k n}^{\infty, H}$, building on the semi-analytical method of solving the Teukolsky equation [133-135] in a small-frequency expansion. This calculation is performed with the analytical module of the Black Hole Perturbation Club (BHPC) code [36] developed in Refs. [70, 71, 119, 136-143]. It assumes the 'spheroidicity' $a \omega$, 'velocity' $v \equiv \sqrt{1 / p}$, and eccentricity $e$ are much smaller than unity but allows arbitrary inclination $\iota$ and spin $|q|<1$ [141]. We obtain ${ }_{-2} S_{\ell m}^{a \omega_{m k n}}$ up to $\left(a \omega_{m k n}\right)^{4}\left(\right.$ so $\left.\sim v^{12}\right)$, and $Z_{l m k n}^{\infty, \mathrm{H}}$ through $v^{10}$ and $e^{10}$ beyond their leading order 'Newtonian-circular' terms [144]. This '5PN$e^{10}$, calculation includes harmonic modes of $2 \leq \ell \leq 12$ with $|m| \leq \ell,|m+k| \leq 12$ and $|n| \leq 10$, which gives $\approx 33$, 000 nontrivial modes in total after exploiting mode symmetries [26, 54, 57, 145].

With the analytical inputs in hand, we numerically evolve the system of GW phases (1), polarizations (2), and orbital parameters (3) in the slow time $\tilde{t}$; this numerical evolution (mostly) avoids the 5PN- $e^{10}$ expansion of $\Omega^{A}\left(I_{B}\right)$, which would severely limit waveform accuracy. The evolution starts with given initial parameters $I_{A}(0) \equiv I_{A}(\tilde{t}=0)$ and phases $\Phi^{A}(0) \equiv \Phi^{A}(\tilde{t}=0)$ and halts when it satisfies the resonance condition (4), at which time the jump $\delta I_{A}^{\text {res }}$ is calculated from Eq. (7). We then resume the evolution from $\tilde{t}=\tilde{t}_{\text {res }}$ with the shifted orbital parameters $I_{A}\left(\tilde{t}_{\text {res }}\right)+\delta I_{A}^{\text {res }}$. These procedures are repeated until the evolution reaches a chosen termination time. The nonresonant part of the evolution is implemented for CPUs, and it is competitive with the numerical kludge code [84], which is the 'fastest' (semi-relativistic) on-the-fly waveform so far.

Domain of validity.-Before presenting our adiabatic waveform, we compare against an 'exact' numerical adiabatic data set to assess the accuracy of our 5PN- $e^{10}$ Teukolsky amplitudes and fluxes.

In doing so, we also employ the numerical module of the BHPC code $[36,53,57,63,146]$ to compute ${ }_{-2} S_{\ell m}^{a \omega_{m k n}}$


FIG. 1. Mode distribution error of $5 \mathrm{PN}-e^{10}$ amplitudes relative to numerical data. We show the best case of $q=+0.9, \iota \approx 80^{\circ}$ (Left) and the worst case of $q=-0.9, \iota \approx 20^{\circ}$ (Right); for the latter, the last stable orbit always lies at $p>8.5$. The dashed curves indicate an error of $\approx 1.0 \times 10^{-3}$, and at $p=20$ they cross $e \approx 0.33(e \approx 0.35)$ in the left (right) panel. The plots are for $(\theta, \varphi)=\left(45^{\circ}, 0^{\circ}\right)$ but do not depend strongly on the viewing angle because our expansion of ${ }_{-2} S_{\ell m}^{a \omega_{m k n}}$ accounts for higher $\left(a \omega_{m k n}\right)^{4}$-corrections, valid up to 7PN.


FIG. 2. Error of 5PN-e ${ }^{10}$ fluxes $\mathcal{F}_{p}(\equiv \mathrm{~d} p / \mathrm{d} \tilde{t})$ relative to numerical flux data, with the same parameters as those in Fig. 1. The dashed curves indicate an error of $\approx 1.0 \times 10^{-2}$, while the dotted curves show, for reference, the same level of error for Teukolsky-fitted fluxes [81, 83, 84].
for viewing angles $0^{\circ} \leq \theta \leq 90^{\circ}$, and $Z_{\ell m k n}^{\infty, \mathrm{H}}$ for $q=$ $\{0, \pm 0.3, \pm 0.5, \pm 0.7, \pm 0.9\}$ and $\iota \sim\left\{0^{\circ}, 20^{\circ}, 40^{\circ}, 60^{\circ}, 80^{\circ}\right\}$ on a grid in $(p, e)$, where $6 \lesssim p \lesssim 30$ and $0.01 \lesssim e \lesssim 0.4$. The harmonic content of the numerical data is dynamically determined by the condition that the corresponding fluxes $\mathcal{F}_{A}^{\text {num }} \equiv \mathrm{d} I_{A} / \mathrm{d} \tilde{t}$ obtained from Eq. (3) have fractional accuracy $\lesssim 10^{-5}$. We then use two figures of merit for the 5PN$e^{10}$ analytical results: (i) the 'mode-distribution error' of vectorized amplitudes $H \equiv \operatorname{vec}\left(Z_{\ell m k n-2}^{\infty} S_{\ell m}^{a \omega_{m k n}} / \omega_{m k n}^{2}\right)$ defined by $\left|1-\mathfrak{R}\left(H^{\text {ana }}, H^{\text {num }}\right) /\left(\left|H^{\text {ana }}\right|\left|H^{\text {num }}\right|\right)\right|$, where the inner product $(\cdot, \cdot)$ and its associated norm $|\cdot|$ are (implicitly) Hermitian [64], and (ii) the relative flux error of $I_{A}$ defined by $\left|1-\mathcal{F}_{A}^{\text {ana }} / \mathcal{F}_{A}^{\text {num }}\right|$.

Figures 1 and 2 show example results of the modedistribution error and relative flux error, respectively [147]. In addition to the obvious limitation in the small- $p$ (hence large$v)$ and large-e parameter regions, the errors are also larger with decreasing $\iota$ or $q$ when the last stable geodesic orbit lies at $p \gtrsim 6.0$ [148]; the location of this strong-field orbit is difficult to capture with a small- $(v, e)$ expansion. In Fig. 2, we also test Teukolsky-fitted fluxes used in kludge models [81, 83, 84]. In general, the 5PN- $e^{10}$ fluxes are more accurate than the fitted fluxes for $e \gtrsim 0.2$, independent of $q$ and $\iota \neq 0$.

For parameter inference of LISA-type EMRIs, a mode distribution error of $\lesssim 1.0 \times 10^{-3}$ is adequate [64, 67]. Inference requirements are far more stringent for the fluxes, but
these will not be attained even with 'exact' adiabatic models. Comparisons to numerical adiabatic evolutions of equatorial orbits [63] suggest that relative flux errors $\lesssim 10^{-2}$ (of $d p / d \tilde{t})$ will suffice for our waveform to maintain phase coherence with adiabatic LISA-EMRI waveforms over several months; this will also be the level of agreement between adiabatic and post-adiabatic models [149]. We therefore estimate the domain of validity of the $5 \mathrm{PN}-e^{10}$ results as $6 \lesssim p \lesssim 20$ and $0 \lesssim e \lesssim 0.3$ across $|q| \leq 0.9$ and $0^{\circ} \leq \iota \leq 80^{\circ}$, excluding the parameter region near the last stable orbit.

Sample results.-As a concrete example, we present a 5PN $-e^{10}$ adiabatic waveform with masses and Kerr spin $(\mu, M, q)=\left(10 M_{\odot}, 10^{6} M_{\odot}, 0.9\right)$, initial orbital parameters $(p(0), e(0), \iota(0))=\left(9.6,0.21,80^{\circ}\right)$, and initial phases $\Phi^{A}(0)=0$. We evolve the EMRI over $\approx 4$ months, starting from the initial apastron $(r(0), \theta(0), \varphi(0))=[M p(0) /(1-$ $e(0)), \pi / 2,0]$ with $d \theta(0) / d t<0$, and ending with final orbital parameter values $\left(p_{\mathrm{f}}, e_{\mathrm{f}}, \iota_{\mathrm{f}}\right) \approx\left(9.23,0.197,80.1^{\circ}\right)$. During that time the inspiral passes through one strong, 3:2 resonance; all other resonances that it encounters are suppressed by additional powers of $v$ and $e$ and contribute negligible jumps according to Eq. (7).

Figure 3 shows the first $\approx 11$ hours of the 5PN- $e^{10}$ adiabatic strain $h_{+}$. For reference, we also plot the snapshot strain from the fixed geodesic source (i.e., without GSF effects) with the same initial frequencies, generated by the BHPC's numerical Teukolsky solver [57]; this serves as a benchmark for the $5 \mathrm{PN}-e^{10}$ waveform so long as the viewing time is much shorter than the dephasing time $\sim M /\left(\sqrt{\eta} \Omega^{A}\right)$ [34, 37], after which the inspiral orbit becomes $\sim 1$ cycle out of phase with the geodesic orbit. The dephasing time of this sample EMRI is $\sim 2$ days. As the figure shows, the 5PN- $e^{10}$ model faithfully approximates the numerical snapshot, a consequence of the small mode distribution error $\approx 5.0 \times 10^{-4}$ in the $5 \mathrm{PN}-e^{10}$ amplitudes.

The slow evolution of the adiabatic waveform is more visible in the time-frequency plot 4 . The $3: 2$ resonance occurs at $\tilde{t}_{\text {res }} \approx 4.3452 M$, where there are abrupt frequency jumps $\left(\delta \Omega^{r} / \sqrt{\eta}, \delta \Omega^{\theta} / \sqrt{\eta}, \delta \Omega^{\varphi} / \sqrt{\eta}\right) \approx(4.54 \times$ $10^{-4}, 1.02 \times 10^{-3}, 1.13 \times 10^{-3}$ ), corresponding to the jumps $\left(\delta p^{\mathrm{res}} / \sqrt{\eta}, \delta e^{\mathrm{res}} / \sqrt{\eta}, \delta \iota^{\mathrm{res}} / \sqrt{\eta}\right) \approx\left(1.80 \times 10^{-2}, 8.66 \times\right.$ $10^{-3}, 2.17^{\circ} \times 10^{-2}$ ) estimated from Eq. (7). Although the frequency jumps are small $(\propto \sqrt{\eta})$, they lead to large cumulative phase shifts $\left(\delta \Phi_{r}^{\text {res }}, \delta \Phi_{\theta}^{\mathrm{res}}, \delta \Phi_{\varphi}^{\text {res }}\right) \approx(2.38,5.49,6.13)$ by the termination time $\tilde{t}=20.0 \mathrm{M}$. Such shifts are dramatic compared to LISA's EMRI phase resolution ~ 0.1 rad [95, 96, 150], reconfirming the importance of GSF resonances for EMRI measurements [92-94].

Concluding remarks.-Our PN-GSF adiabatic model represents the first user-ready, relativistic description of EMRI waveforms in the astrophysical scenario of generic Kerr orbits, including an approximate treatment of GSF resonances. It can be used to generate on-the-fly waveforms over the whole weak-field, small-eccentricity region of the EMRI parameter space, with arbitrary orbital inclination and Kerr spin, thus opening a new front in ongoing EMRI modelling and data


FIG. 3. Left: 5PN- $e^{10}$ adiabatic waveform of a sample EMRI with masses $(M, \mu)=\left(10^{6} M_{\odot}, 10 M_{\odot}\right)$ and spin $q=0.9$, starting at $\left(p_{0}, e_{0}, \iota_{0}\right)=$ $\left(9.6,0.21,80^{\circ}\right)$. We plot the first $\approx 11$ hours ( $M \approx 5 \mathrm{sec}$ ) of the evolving waveform at the viewing angle $(\theta, \varphi)=\left(45^{\circ}, 0^{\circ}\right)$. The rich structure of the waveform is due to the beating of voice sets $\omega_{m k n}$, which encode, for example, periastron precession ( $\propto \Omega^{\varphi}-\Omega^{r}$ ) and Lense-Thirring precession ( $\propto \Omega^{\varphi}-\Omega^{\theta}$ ). The dashed curve is the reference snapshot waveform from the fixed geodesic orbit with the same initial frequencies and phases at $t=0$; this was generated using the BHPC's numerical Teukolsky code [57]. Right: the first $\approx 25$ minutes.


FIG. 4. Slowly evolving orbital frequencies $\Omega^{A} \equiv\left\{\Omega^{r}, \Omega^{\theta}, \Omega^{\varphi}\right\}$ for the sample EMRI waveform in Fig. 3 as a function of the slow time $\tilde{t}=\eta t$. The adiabatic evolution lasts for $\approx 4$ months $(\tilde{t}=20.0 M)$. The vertical dashed line marks the $3: 2$ resonance at $\tilde{r}_{\text {res }} \approx 4.3452 \mathrm{M}$ with frequencies $M \Omega^{r} \approx 2.11 \times 10^{-2}$ and $M \Omega^{\theta} \approx 3.17 \times 10^{-2}$. The inset enlarges the region near the resonance, showing the difference $\delta \Omega^{A}:=M\left(\Omega_{\text {non-res }}^{A}-\Omega_{\text {res }}^{A}\right)$ between the evolution with and without resonance effects. At the resonance, there are order- $\sqrt{\eta}$ discontinuous frequency jumps.
analysis efforts [6, 101].
In the near term, we will improve our 5PN- $e^{10}$ analytical calculations to cover more of the EMRI parameter space [70, 143, 151-155]. We will further accelerate our model towards EMRI data-analysis, using the efficiencyoriented FastEMRIWaveforms framework [100], which will enable a highly parallelized implementation with graphics processing units [64, 67]. Ultimately, we will work on refining the adiabatic model by combining analytical PN-GSF results with numerical GSF data [26-28, 63, 65, 156-162], to accomplish a science-adequate, post-adiabatic waveform for LISA.

Finally, it would be informative to compare our adia-
batic evolution with small-mass-ratio results from PN theory [163, 164] and fully nonlinear numerical-relativity simulations [165-168]. This may further delineate the applicable region of GSF theory $[40,169]$ for generic binary BHs .
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