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#### Abstract

We present an automated method for finding hidden symmetries, defined as symmetries that become manifest only in a new coordinate system that must be discovered. Its core idea is to quantify asymmetry as violation of certain partial differential equations, and to numerically minimize such violation over the space of all invertible transformations, parametrized as invertible neural networks. For example, our method rediscovers the famous Gullstrand-Painlevé metric that manifests hidden translational symmetry in the Schwarzschild metric of non-rotating black holes, as well as Hamiltonicity, modularity and other simplifying traits not traditionally viewed as symmetries.


## INTRODUCTION

Philip Anderson famously argued that "It is only slightly overstating the case to say that physics is the study of symmetry" [1], and discovering symmetries has proven enormously useful both for deepening understanding and for solving problems more efficiently, in physics [1-3] as well as machine learning [4-10].

Discovering symmetries is useful but hard, because they are often not manifest but hidden, becoming manifest only after an appropriate coordinate transformation. For example, after Schwarzschild discovered his eponymous black hole metric, it took 17 years until Painlevé, Gullstrand and Lemaître showed that it had hidden translational symmetry: they found that the spatial sections could be made translationally invariant with a clever coordinate transformation, thereby deepening our understanding of black holes [11]. As a simpler example, Fig. 1 shows the same vector field in two coordinates systems where rotational symmetry is manifest and hidden, respectively.

Our results below are broadly applicable because they apply to a very broad definition of symmetry, including not only invariance and equivariance with respect to arbitrary Lie groups, but also modularity and Hamiltonicity. If a coordinate transformation is discovered that makes such simplifying properties manifest, this can not only deepen our understanding of the system in question, but also enable an arsenal of more efficient numerical methods for studying it.

Discovering hidden symmetries is unfortunately highly non-trivial, because it involves a search over all smooth invertible coordinate transformations, and has traditionally been accomplished by scientists making inspired guesses. The goal of this Letter is to present a machine learning method for automating hidden symmetry discovery. Its core idea is to quantify asymmetry as violation of certain partial differential equations, and to numerically minimize such violation over the space of all invertible transformations, parametrized as invertible neural networks. For example, the neural network automatically learns to transform Fig. 1(b) into Fig. 1(c), thereby making the hidden rotational symmetry manifest. Our


FIG. 1: 1D harmonic oscillator phase space flow vector field $\mathbf{f}(x, p)=(p,-x)$. The rotational symmetry of $\mathbf{f}$ is manifest in (a) and hidden in (b). Our algorithm can reveal the hidden symmetry by auto-discovering the transformation from (b) to (c).

TABLE I: PDE and Losses for Generalized Symmetries

| Generalized symmetry | Linear operator $\hat{L}$ | Loss $\ell$ | Examples |
| :---: | :---: | :---: | :---: |
| Translation invariance | $\hat{L}_{j}=\partial_{j}$ | $\ell_{\mathrm{TI}}$ | $\mathrm{A}, \mathrm{E}, \mathrm{F}$ |
| Lie invariance | $\hat{L}_{j}=K_{j} \mathbf{z} \cdot \nabla$ | $\ell_{\mathrm{INV}}$ | $\mathrm{E}, \mathrm{F}$ |
| Lie equivariance | $\hat{L}_{j}=K_{j} \mathbf{z} \cdot \nabla \pm K_{j}$ | $\ell_{\mathrm{EQV}}$ | B |
| Canonical eqvariance | $\hat{L}_{j}^{\mathbf{x}}=K_{j} \mathbf{x} \cdot \nabla_{\mathbf{x}}-K_{j}^{t} \mathbf{p} \cdot \nabla_{\mathbf{p}}+K_{j}^{t}$ | $\ell_{\mathrm{CAN}}$ | C |
|  | $\hat{L}_{j}^{\mathrm{p}}=K_{j} \mathbf{x} \cdot \nabla_{\mathbf{x}}-K_{j}^{t} \mathbf{p} \cdot \nabla_{\mathbf{p}}-K_{j}$ |  |  |$)$

method differs from previous work $[9,10,12-15]$ that exploits manifest symmetries, partial differential equations or other physical properties to facilitate machine learning, but not the other way around to discover hidden symmetries with machine learning as a tool.

In the Method section, we introduce our notation and symmetry definition and present our method for hidden symmetry discovery. In the Results section, we apply our method to classical mechanics and general relativity examples to test its ability to auto-discover hidden symmetries.


FIG. 2: Schematic workflow of our algorithm for discovering hidden symmetry

## METHOD

PDEs encoding generalized symmetries
We seek to discover symmetries in various tensor fields $T(\mathbf{z})$ for $\mathbf{z} \in \mathbb{R}^{n}$, for example the vector field $\mathbf{f}(\mathbf{z})$ (a rank1 tensor) defining a dynamical system $\mathbf{z}(t)$ through a vector differential equation $\dot{\mathbf{z}}=\mathbf{f}(\mathbf{z})$, or the metric $g(\mathbf{z})$ (a rank-2 tensor) quantifying spacetime geometry in general relativity. We say that a tensor field $T$ has a generalized symmetry if it obeys a linear partial differential equation (PDE) $\hat{L} T=0$, where $\hat{L}$ is a linear operator that encodes the symmetry generators. This definition covers a broad range of interesting situations, as illustrated by the examples below (see Table I for a summary).

Translational Invariance: A tensor field $T$ is invariant under translation in the $j^{\hat{\text { th}}}$ coordinate direction $\hat{\mathbf{z}}_{j}$ if $T\left(\mathbf{z}+a \hat{\mathbf{z}}_{i}\right)=T(\mathbf{z})$ for all $\mathbf{z}$ and $a$, which is equivalent to satisfying the $\operatorname{PDE} \partial T / \partial z_{j}=0$, corresponding to the linear operator $\hat{L}=\partial_{j}$.

Lie invariance \& equivariance: If $T(\mathbf{z})$ satisfies $T(g \mathbf{z})=g^{n} T(\mathbf{z})$ for all elements $g$ of some Lie group $\mathcal{G}$ and an integer $n=-1,0$ or 1 , then we say that $T$ is invariant if $n=0$, and equivariant otherwise ( $n=1$ corresponds to a covariant $(1,0)$ vector field and $n=$ -1 corresponds to a contravariant $(0,1)$ vector field) ${ }^{1}$. Taking the derivative on the both sides of the identity $T\left(e^{K_{j} a} \mathbf{z}\right)=e^{n K_{j} a} T(\mathbf{z})$ with respect to $a$ at $a=0$ gives the PDEs $\hat{L}_{j} \mathbf{f}=0$ with $\hat{L}_{j} \equiv K_{j} \mathbf{z} \cdot \nabla-n K_{j}$. Figure 1 (a) and (c) show examples of rotational equivariance.

[^0]Hamiltonicity (a.k.a. symplecticity): A dynamical system $\mathbf{z}(t) \in \mathbb{R}^{2 d}$ obeying a vector differential equation $\dot{\mathbf{z}}=\mathbf{f}(\mathbf{z})$ is called Hamiltonian or symplectic if $\mathbf{f}=\mathbf{M} \nabla H$ for a scalar function $H$, where

$$
\mathbf{M} \equiv\left(\begin{array}{cc}
0 & \mathbf{I}  \tag{1}\\
-\mathbf{I} & 0
\end{array}\right)
$$

and $\mathbf{I}$ is the $d \times d$ identity matrix. Such systems are of great importance in physics, where it is customary to write $\mathbf{z}=(\mathbf{x}, \mathbf{p})$, because the Hamiltonian function $H(\mathbf{z})$ (interpreted as energy) is a conserved quantity under the system evolution $\dot{\mathbf{z}}=\mathbf{f}(\mathbf{z})=(\dot{\mathbf{x}}, \dot{\mathbf{p}})=\mathbf{M} \nabla H=$ $\left(\partial_{\mathbf{p}} H,-\partial_{\mathbf{x}} H\right)$. Hamiltonicity thus corresponds to $\mathbf{M}^{-1} \mathbf{f}$ being a gradient, i.e., to its generalized curl (the antisymmetric parts of its Jacobian matrix) vanishing. Letting $\mathbf{J} \equiv \nabla \mathbf{f}$ denote the Jacobian of $\mathbf{f}\left(J_{i j} \equiv f_{i, j}\right)$ and using the fact that $\mathbf{M}^{-1}=\mathbf{M}^{t}=-\mathbf{M}$ (superscript $t$ denotes transpose), Hamiltonicity is thus equivalent to satisfying the PDEs $\hat{L}_{i j} \mathbf{f}=0$ where $\hat{L}_{i j} \mathbf{f}=\left(\mathbf{M J}+\mathbf{J}^{t} \mathbf{M}\right)_{i j}$ for all $i$ and $j\left(\frac{n(n-1)}{2}\right.$ independent ODE's in all), corresponding to $\hat{L}_{i j}=-\mathbf{m}_{i}^{t} \partial_{j}+\mathbf{m}_{j}^{t} \partial_{i}$, where $\mathbf{m}_{i}$ are the column vectors of M. In other words, although Hamiltonicity is not traditionally thought of as a symmetry, it conveniently meets our generalized symmetry definition and can thus be auto-discovered with our method.

Canonical equivariance: We define a Hamiltonian system as canonically equivariant if $\mathbf{z}=(\mathbf{x}, \mathbf{p})$ and the vector field $\mathbf{f} \equiv\left(\mathbf{f}_{\mathbf{x}}, \mathbf{f}_{\mathbf{p}}\right)$ satisfies $\mathbf{f}_{\mathbf{x}}\left(g \mathbf{x}, g^{-1} \mathbf{p}\right)=g^{-t} \mathbf{f}_{\mathbf{x}}$ and $\mathbf{f}_{\mathbf{p}}\left(g \mathbf{x}, g^{-1} \mathbf{p}\right)=g \mathbf{f}_{\mathbf{p}}$ for all $g \in \mathcal{G}$. These two equations are equivalent to the PDEs $\hat{L}_{j}^{\mathbf{x}} \mathbf{f}_{\mathbf{x}}=0$ and $\hat{L}_{j}^{\mathbf{p}} \mathbf{f}_{\mathbf{p}}=0$ with $\hat{L}_{j}^{\mathbf{x}}=K_{j} \mathbf{x} \cdot \nabla_{\mathbf{x}}-K_{j}^{t} \mathbf{p} \cdot \nabla_{\mathbf{p}}+K_{j}^{t}$ and $\hat{L}_{j}^{\mathbf{p}}=K_{j} \mathbf{x} \cdot \nabla_{\mathbf{x}}-$ $K_{j}^{t} \mathbf{p} \cdot \nabla_{\mathbf{p}}-K_{j}$. In special cases when the generator $K_{j}$ is anti-symmetric (e.g., for the rotation group), $\hat{L}_{j}^{\mathbf{x}}=\hat{L}_{j}^{\mathbf{p}}$.

Modularity: A dynamical system $\mathbf{z}(t)$ obeying $\dot{\mathbf{z}}=$ $f(\mathbf{z})$ is modular if the Jacobian $\mathbf{J}=\nabla \mathbf{f}$ is block-diagonal, which implies that the components of $\mathbf{z}$ corresponding to different blocks evolve independently of each other. More generally, we say that a system is $\left(n_{1}+\cdots+n_{k}\right)$-modular if $\mathbf{J}$ vanishes except for blocks of size $n_{1}, \ldots n_{k}$, which we can write as $\mathbf{A} \circ \mathbf{J}=0$ where $\circ$ denotes element-wise multiplication $\left(([\mathbf{A} \circ \mathbf{J}])_{i j}=\mathbf{A}_{i j} \mathbf{J}_{i j}\right)$ and the elements of the mask matrix $\mathbf{A}$ equal 1 inside the blocks, vanishing otherwise. Although modularity is typically not viewed as a symmetry, it too thus meets our generalized symmetry definition and can be auto-discovered with our method using the matrix PDE $\mathbf{A} \circ \nabla \mathbf{f}=0$, corresponding to the linear operators $\hat{L}_{i j} \equiv \mathbf{A}_{i j} \hat{\mathbf{z}}_{i}^{t} \partial_{j}$.

## Our algorithm for discovering hidden symmetries

We now describe our algorithm of discovering hidden symmetries. Since $\hat{L} T=0$ implies manifest symmetry, $|\hat{L} T|^{2}$ is a natural measure of manifest symmetry viola-
tion. We therefore define the symmetry loss as

$$
\begin{equation*}
\ell \equiv \frac{\left.\left.\langle | \hat{L} T(\mathbf{z})\right|^{2}\right\rangle}{\left.\left.\langle | \mathbf{z}\right|^{2}\right\rangle^{\alpha}} \tag{2}
\end{equation*}
$$

where angle brackets denote averaging over some set of points $\mathbf{z}_{i}$, and $\alpha$ is chosen so that $\ell$ is scale-invariant i.e., invariant under a scale transformation $\mathbf{z} \rightarrow a \mathbf{z}$, $T \rightarrow a^{m-n} T, \hat{L} \rightarrow a^{s} \hat{L}, \ell \rightarrow a^{2(m-n+s-\alpha)}$ if $T$ has $m$ contravariate indices and $n$ covariate indices. Hence we choose $\alpha=m-n+s$. We jointly search for multiple hidden symmetries by using the loss function $\ell=\sum_{i} \ell_{i}$ where each $i$ corresponds to one symmetry, denoted by subscripts as in Tab. I.

Discovering hidden symmetry is equivalent to minimizing $\ell$ over all diffeomorphisms (everywhere differentiable and invertible coordinate transformations), which we parametrize with an invertible neural network. Figure 2 shows the workflow of our algorithm: (1) a neural network transforms $\mathbf{z} \mapsto \mathbf{z}^{\prime}$ and obtains the transformation's Jacobian $\mathbf{W} \equiv d \mathbf{z}^{\prime} / d \mathbf{z}$; (2) in parallel with (1), we evaluate the known tensor field $T$ at $\mathbf{z}$; (3) we jointly feed $\mathbf{W}(\mathbf{z})$ and $T(\mathbf{z})$ into a module which implements the tensor transformation rule and gives $T^{\prime}\left(\mathbf{z}^{\prime}\right)$; (4) we compute the symmetry loss of $\ell\left(T^{\prime}\right)$. Note that only the neural network is trainable, while both the tensor field with hidden symmetry $T(\mathbf{z})$ and tensor transformation rule are hard-coded in the workflow. We update the neural network with back-propagation to find the coordinate transformation $\mathbf{z} \mapsto \mathbf{z}^{\prime}$ that minimizes $\ell$. If the resulting $\ell$ is effectively zero, a hidden symmetry has been discovered.

## Neural network training and symbolic regression

We parametrize the coordinate transformation $\mathbf{z} \mapsto \mathbf{z}^{\prime}$ as $\mathbf{z}^{\prime}=\mathbf{z}+\mathbf{f}_{\mathrm{NN}}(\mathbf{z})$, where $\mathbf{f}_{\mathrm{NN}}$ is a fully connected neural network with two hidden layers containing 400 neurons each. We use a silu activation function [16] rather than the popular ReLU alternative, because our method requires activation functions to be twice differentiable (since the loss function involves first derivatives of output with respect to input via the Jacobian W). Derivatives of PDE losses and Jacobians are calculated with automatic differentiation and backpropagation. The invertibility of the mapping $\mathbf{z} \rightarrow \mathbf{z}^{\prime}$ is guaranteed by the fact that $\operatorname{det} \mathbf{W} \rightarrow 0$ and the loss function $\ell \rightarrow \infty$ if $\mathbf{z} \rightarrow \mathbf{z}^{\prime}$ approaches non-invertibility, as seen in equations (??)(??) in the supplementary material. The supplementary material also provides further technical details on the selection of data points $\mathbf{z}$, neural network initialization and training. If multiple symmetries are tested, the training process is performed in multiple stages: at each stage, we add one more symmetry to the loss function and re-train to convergence.

We then apply AI Feynman, a physics-inspired symbolic regression module, to interpret what the neural network has learned; for details, see Appendix ?? and $[17,18]$.

## RESULTS

We will now test our algorithm on 6 physics examples, ranging from classical mechanics to general relativity. Table II summarizes these examples, labeled A, B,..., F for easy reference, listing their manifestly non-symmetric equations, their simplifying coordinate transformations, their transformed and manifestly symmetric equations, and their discovered hidden symmetries. As we will see, all the symmetries we had hidden in our test examples were rediscovered by our algorithm. The only example is the transformation for $A$, where the problem is so simple that an infinite family of transformations give equal symmetry.

## Warmup examples

To build intuition for how our method works, we first apply it to the simple warmup examples A, B and C, corresponding to systems involving free motion, harmonic oscillation or Kepler problem whose simplicity has been obfuscated by various coordinate transformations. For our examples, we consider a hidden symmetry to have been tentatively discovered if its corresponding loss drops below a threshold $\epsilon=10^{-3} 2$. If that happens, we apply the AI Feynman symbolic regression package [17, 18] to try to discover a symbolic approximation of the learned transformation $\mathbf{f}_{\mathrm{NN}}$ that makes the symmetry loss zero. As can be seen in Tab. II and Fig. 3, all hidden symmetries are successfully discovered together with the coordinate transformations that reveal them. This includes not only traditional hidden symmetries such as translational invariance (example A) and rotational equivariance (example B), but also Hamiltonicity and modularity.

A-C were toy examples in the sense that we had hidden the symmetries by deliberate obfuscation. In contrast, the value of our algorithm lies in its ability to discover symmetries hidden not by people but by nature, as in example D (the linearized double pendulum). We see that our method auto-discovers both hamiltonicity (by finding the correct conjugate momentum variables) and

[^1]TABLE II: Physical Systems studied

| ID | Name | Original dynamics $\dot{\mathbf{z}}=\mathbf{f}(\mathbf{z})$ or metric $g(\mathbf{z})$ | Transformation $\mathbf{z} \mapsto \mathbf{z}^{\prime}$ | Symmetric dynamics $\dot{\mathbf{z}}^{\prime}=\mathbf{f}^{\prime}\left(\mathbf{z}^{\prime}\right)$ or metric $g^{\prime}\left(\mathbf{z}^{\prime}\right)$ | Manifest Symmetries |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1D Uniform Motion | $\frac{d}{d t}\binom{a}{b}=\binom{\frac{1}{2}(a+b) \ln \left(\frac{a-b}{2}\right)}{\frac{1}{2}(a+b) \ln \left(\frac{a-b}{2}\right)}$ | $\binom{a}{b}=\binom{e^{\frac{1}{2} x}+e^{\frac{1}{2} p}}{e^{\frac{1}{2} x}-e^{\frac{1}{2} p}}$ | $\frac{d}{d t}\binom{x}{p}=\binom{p}{0}$ | Hamiltonicity <br> 1D Translational invariance |
| B | 1D Harmonic Oscillator | $\frac{d}{d t}\binom{a}{b}=\binom{(1+a) \ln (1+b)}{-(1+b) \ln (1+a)}$ | $\frac{d}{d t}\binom{a}{b}=\binom{e^{\frac{1}{2} x}-1}{e^{\frac{1}{2} p}-1}$ | $\frac{d}{d t}\binom{x}{p}=\binom{p}{-x}$ | Hamiltonicity $\mathrm{SO}(2)$-equivariance |
| C | 2D Kepler | $\frac{d}{d t}\left(\begin{array}{l}a \\ b \\ c \\ d\end{array}\right)=\left(\begin{array}{c}(1+a) \ln (1+b) \\ -\frac{(1+b) \ln (1+a)}{8\left(\ln ^{2}(1+a)+\ln ^{2}(1+c)\right)^{3 / 2}} \\ (1+c) \ln (1+d) \\ -\frac{(1+d) \ln (1+c)}{8\left(\ln ^{2}(1+a)+\ln ^{2}(1+c)\right)^{3 / 2}}\end{array}\right)$ | $\left(\begin{array}{l}a \\ b \\ c \\ d\end{array}\right)=\left(\begin{array}{c}e^{\frac{1}{2} x}-1 \\ e^{\frac{1}{2} p_{x}}-1 \\ e^{\frac{1}{2} y}-1 \\ e^{\frac{1}{2} p_{y}}-1\end{array}\right)$ | $\frac{d}{d t}\left(\begin{array}{c}x \\ p_{x} \\ y \\ p_{y}\end{array}\right)=\left(\begin{array}{c}p_{x} \\ -x / r^{3} \\ p_{y} \\ -y / r^{3}\end{array}\right)$ | Hamiltonicity <br> Can $\mathrm{SO}(2)$-equivariance |
| D | Double <br> Pendulum | $\frac{d}{d t}\left(\begin{array}{c}\theta_{1} \\ \dot{\theta}_{1} \\ \theta_{2} \\ \dot{\theta}_{2}\end{array}\right)=\left(\begin{array}{c}\dot{\theta}_{1} \\ -\frac{\left(m_{1}+m_{2}\right) g}{m_{1} l} \theta_{1}+\frac{m_{2} g}{m_{1} l} \theta_{2} \\ \dot{\theta}_{2} \\ \frac{\left(m_{1}+m_{2}\right) g}{m_{1} l} \theta_{1}-\frac{\left(m_{1}+m_{2}\right) g}{m_{1} l} \theta_{2}\end{array}\right)$ | $\begin{aligned} &\left(\begin{array}{l} \theta_{1} \\ \theta_{2} \\ \dot{\theta}_{1} \\ \dot{\theta}_{2} \end{array}\right)=\left(\begin{array}{cccc} -1 & 1 & 0 & 0 \\ a & a & 0 & 0 \\ 0 & 0 & -1 & 1 \\ 0 & 0 & a & a \end{array}\right)\left(\begin{array}{l} \theta_{+} \\ \theta_{-} \\ \dot{\theta}_{+} \\ \dot{\theta}_{-} \end{array}\right) \\ & a=\sqrt{\frac{m_{1}+m_{2}}{m_{2}}} \end{aligned}$ | $\begin{gathered} \frac{d}{d t}\left(\begin{array}{c} \theta_{+} \\ \dot{\theta}_{+} \\ \theta_{-} \\ \dot{\theta}_{-} \end{array}\right)=\left(\begin{array}{c} \dot{\theta}_{+} \\ -\omega_{+}^{2} \theta_{+} \\ \dot{\theta}_{-} \\ -\omega_{-}^{2} \theta_{-} \end{array}\right) \\ \omega_{ \pm}^{2}=\frac{\left(m_{1}+m_{2}\right) g}{m_{1} l}\left(1 \pm \sqrt{\frac{m_{2}}{m_{1}+m_{2}}}\right) \end{gathered}$ | Hamiltonicity $(2+2)$-Modularity |
| E | Expanding universe \& empty space |  | $\left(\begin{array}{c}t^{\prime} \\ x^{\prime} \\ y^{\prime} \\ z^{\prime}\end{array}\right)=\left(\begin{array}{c}t \sqrt{1+r^{2}} \\ t x \\ t y \\ t z\end{array}\right)$ | $\mathbf{g}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right)$ | $\mathrm{SO}(3,1)$-Invariance <br> 4D Translational Invariance |
| F | Schwarzchild black hole \& GP metric | $\mathbf{g}=\left(\begin{array}{cccc}1-\frac{2 M}{r} & 0 & 0 & 0 \\ 0 & -1-\frac{2 M x^{2}}{(r-2 M) r^{2}} & -\frac{2 M x y}{(r-2 M) r^{2}} & -\frac{2 M x z}{(r-2 M) r^{2}} \\ 0 & -\frac{2 M x y}{(r-2 M) r^{2}} & -1-\frac{2 M y^{2}}{(r-2 M) r^{2}} & -\frac{2 M y z}{(r-2 M) r^{2}} \\ 0 & -\frac{2 M x z}{(r-2 M) r^{2}} & -\frac{2 M y z}{(r-2 M) r^{2}} & -1-\frac{2 M z^{2}}{(r-2 M) r^{2}}\end{array}\right)$ | $\frac{\left(\begin{array}{l} t^{\prime} \\ x^{\prime} \\ y^{\prime} \\ z^{\prime} \end{array}\right)=\left(\begin{array}{c} t+2 M\left[2 u+\ln \frac{u-1}{u+1}\right] \\ x \\ y \\ z \\ u \equiv \sqrt{\frac{r}{2 M}} \end{array}\right)}{\binom{t}{x^{\prime}}}$ | $\mathbf{g}=\left(\begin{array}{cccc}1-\frac{2 M}{r} & -\sqrt{\frac{2 M}{r}} \frac{x}{r} & -\sqrt{\frac{2 M}{r} \frac{y}{r}} & -\sqrt{\frac{2 M}{r}} \frac{z}{r} \\ -\sqrt{\frac{2 M}{r}} \frac{x}{r} & -1 & 0 & 0 \\ -\sqrt{\frac{2 M}{r}} \frac{y}{r} & 0 & -1 & 0 \\ -\sqrt{\frac{2 M}{r}} \frac{z}{r} & 0 & 0 & -1\end{array}\right)$ | $\mathrm{SO}(3)$-Invariance <br> 3D Translational Invariance |



FIG. 3: All hidden symmetries in six tested systems are discovered by our algorithm. The last figure shows that the neural network accurately learns the Gullstrand-Painlevé transformation.
modularity (by auto-discovering the two normal modes), even though neither of these symmetries were manifest in the most obvious physical coordinates (the pendulum angles and angular velocities) [19].

## General relativity examples

As a first general relativity (GR) application (example E), we consider the Friedmann-Robertson-Walker (FRW)
metric ${ }^{3}$ describing a homogeneous and isotropic expanding universe with negative spatial curvature $(k=1)$ and cosmic scale factor evolution $a(t)=t$. A GR expert will realize that its Riemann tensor vanishes everywhere, so that there must exist a coordinate transformation revealing this to be simply empty space in disguise, with Poincaré symmetry (Lorenz symmetry and 4D translational symmetry). Discovering this transformation is

[^2]non-trivial, and is sometimes assigned as a homework problem in graduate courses.

It is easy to show that any metric with Poincaré symmetry must be a multiple of the Minkowski metric $\eta$, so we define our Poincaré symmetry loss as $\ell \equiv\left\langle\|T(\mathbf{z})-\eta\|^{2}\right\rangle /\left\langle\|T(\mathbf{z})\|^{2}\right\rangle$. Figure $3(\mathrm{E})$ shows that the Minkowski loss drops below $10^{-3}$, indicating that the $k=-1$ FRW metric is indeed homomorphic to Minkowski space, while the loss gets stuck above $10^{-3}$ for $k=-2$ and $k=0$. Applying the AI Feynman symbolic regression package [17] to the learned transformation $\mathbf{f}_{\mathrm{NN}}=(t, x, y, z)$ reveals the exact formula $\left(x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}\right)=\left(t x, t y, t z, t \sqrt{1+x^{2}+y^{2}+z^{2}}\right)$, which gives vanishing loss.

We now turn to studying the spacetime of a nonrotating black hole described by the Schwarzschild metric (without loss of generality, we set $2 M=1$ ). This problem proved so difficult that it took physicists 17 years to clear up the misconception that something singular occurs at the event horizon, until it was finally revealed that the apparent singularity at $r=2 M$ was merely caused by a poor choice of coordinates [20-23], just as the $z$ axis is merely a coordinate singularity in spherical coordinates. Our method auto-discovers hidden translational symmetry in the spatial coordinates $(x, y, z)$, revealed by the coordinate transformation $t^{\prime}=t+2 M\left[2 u+\ln \frac{u-1}{u+1}\right]$, where $u \equiv \sqrt{r / 2 M}$, which is auto-discovered by applying AI Feynman [17] to the learned transformation $\mathbf{f}_{\mathrm{NN}}$ (see Fig. 3, panel F). Since both the original and target metrics have the $\mathrm{SO}(3)$ (rotational) spatial symmetry, our neural network parametrizes the coordinate transformation $(x, y, z, t) \rightarrow\left(x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}\right)$ via a twodimensional transformation $(r, t) \rightarrow\left(r^{\prime}, t^{\prime}\right)$, where $r \equiv$ $\sqrt{x^{2}+y^{2}+z^{2}}$. This transforms the Schwarzschild metric into the famous Gullstrand-Painlevé metric [22, 23], which is seen to be perfectly regular at the event horizon and can be intuitively interpreted simply as flat space flowing inward with the classical escape velocity [11, 24].

## CONCLUSIONS

We have presented a machine-learning algorithm for auto-discovering hidden symmetries, and shown it to be effective for a series of examples from classical mechanics and general relativity. Our symmetry definition is very broad, corresponding to the data satisfying a differential equation, which encompasses both traditional invariance and equivariance as well as Hamiltonicity and modularity.

Our work is linked to Noether's theorem [25], which states that a continuous symmetry leaving the Lagrangian invariant corresponds to a conservation law. The Lagrangian is a scalar, a special case of the tensors of this paper. If we rewrite the dynamical equations
in the form of Euler-Lagrange equations, then the invariance of the Lagrangian under a symmetry group is equivalent to the equivariance of the dynamical equation under the same symmetry group, both of which imply the same conservation laws.

In future work, it will be interesting to seek hidden symmetries in data from both experiments and numerical simulations. Although our examples involved no more than two symmetries at once, it is straightforward to auto-search for a whole library of common symmetries, adopting the best-fitting one and recursively searching for more hidden symmetries until all are found.

Currently, our method can only search for symmetries from a list of candidates pre-specified by the user, and cannot search for unknown symmetries. In future work, it will be interesting to enable search also for unknown symmetries, e.g., by making the Lie generators trainable. In other words, if there is any differential equation that a suitably transformed dataset satisfies, one would seek to auto-discover both the transformation and the differential equation.
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[^0]:    1 An $(m, n)$-tensor means the tensor has $m$ covariant and $n$ contravariant indices, which is a convenient notations especially in general relativity when dealing with metrics. We call a $(1,0)-$ tensor a covariant vector, and a ( 0,1 )-tensor a contravariant vector.

[^1]:    2 How low the loss should be to warrant interpretation as a symmetry discovery depends on both training accuracy and data noise; see appendix G for details. For our examples, we found $\epsilon=10^{-3}$ to be an small enough for symbolic regression to be able to discover the exact formula, after which the symmetry loss drops to exactly zero.

[^2]:    ${ }^{3}$ We use $r \equiv \sqrt{x^{2}+y^{2}+z^{2}}$ for brevity in Tab. II, but not in the neural network, which actually takes $(t, x, y, z)$ as inputs.

