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We propose and demonstrate a protocol for high-fidelity indirect readout of trapped ion hyperfine
qubits, where the state of a 9Be+ qubit ion is mapped to a 25Mg+ readout ion using laser-driven
Raman transitions. By partitioning the 9Be+ ground state hyperfine manifold into two subspaces
representing the two qubit states and choosing appropriate laser parameters, the protocol can be
made robust to spontaneous photon scattering errors on the Raman transitions, enabling repetition
for increased readout fidelity. We demonstrate combined readout and back-action errors for the two
subspaces of 1.2+1.1

−0.6 × 10−4 and 0+1.9
−0 × 10−5 with 68% confidence while avoiding decoherence of

spectator qubits due to stray resonant light that is inherent to direct fluorescence detection.

Trapped ions are a leading platform for quantum in-
formation processing (QIP), exhibiting high fidelities in
state preparation and measurement [1–7], single-qubit
rotations [3, 8], and two-qubit entangling gates [9–12],
as well as promising pathways to scalability [13–15].
High fidelity demonstrations have involved one or a few
qubits at a time. As QIP systems grow beyond tens
of qubits [16–19], undesirable crosstalk on neighboring
“spectator” qubits can be harmful, particularly for fault-
tolerant quantum error correction protocols [20–22].

In trapped ion QIP, absorption of resonant photons by
spectator ions can cause crosstalk; a single such photon
absorbed by a spectator ion will destroy any quantum
information encoded in its internal state [23, 24]. This
has measurable impact on circuits that incorporate mid-
circuit measurement [25–27], though significantly lower
crosstalk has been demonstrated in specific systems [28].
Reduced resonant light crosstalk will be an essential re-
quirement for large-scale fault-tolerant QIP with atomic
qubits. Techniques such as quantum logic spectroscopy
(QLS) [29], where information about the state of a qubit
is mapped via a shared motional mode to a different
species of ion for fluorescence detection, achieve this by
only using photons that are far off-resonant from qubit
ions [30, 31]. QLS thereby avoids resonant light crosstalk,
at the cost of mixed-species quantum logic. Ions of a sec-
ond species are already used for sympathetic cooling in
large quantum algorithms with trapped ions [32].

QLS-based readout has the potential to be quantum
non-demolition (QND), where the state of the qubit is
unchanged by the measurement process after initial pro-
jection, and can thus be repeated to increase readout fi-
delity. In practice, measurements never fulfill this ideal,
and the number of times they can be repeated while still
improving the overall readout fidelity is limited. Ref-
erence [33] demonstrated 6 × 10−4 infidelity for reading
out an 27Al+ optical clock qubit through repetitive QLS,
ultimately limited by the 21 s lifetime of the 3P0 qubit
state.

In this Letter, we extend repetitive indirect readout
to hyperfine qubits in ions with nuclear spin ≥ 3/2 in
a way that is resilient to off-resonant photon scattering
errors,demonstrate approximately an order of magnitude
lower average indirect readout infidelity than in previous
experiments with ions, and develop a rigorous statistical
analysis for readout using repeated measurements. We
contain spontaneous photon scattering from the qubit
Raman lasers within orthogonal subspaces by tailoring
the laser beam intensities and polarizations, thereby en-
suring that state-changing scattering events do not cause
transitions between subspaces. Analogous subspace re-
silience to photon loss when reading out superconduct-
ing cavity qubits has been demonstrated [34]. We pro-
pose two variants for reading out a 9Be+ qubit using a
co-trapped 25Mg+ readout ion (Fig. 1 (a)) and demon-
strate the one that is compatible with our apparatus.

The 2S1/2 ground state of 9Be+, with states labeled
|F,mF 〉, is divided into two orthogonal subspaces defined
as S+ ≡ {|F,mF ≥ 1〉} and S− ≡ {|F,mF ≤ 0〉}. The
QLS scheme uses two-photon stimulated Raman transi-
tions [13] that are designed to keep the qubit within a
single subspace as shown in Fig. 1 (b).

The ∆mF = 0 variant of the scheme, represented
by dashed red in Fig. 1, uses two σ+-polarized Ra-
man beams, ideally with equal intensity, to drive the
|F = 2,mF = 1〉 ↔ |1, 1〉 transition for QLS. A good
qubit choice is the same |2, 1〉 ↔ |1, 1〉 transition that is
first-order insensitive to magnetic field at an applied field
of | ~B| ≈ 22.307 mT. Before readout, |↑〉 ≡ |1, 1〉 could be
transferred to S−, ideally to |2,−2〉. With the use of
composite pulse sequences and multiple shelving states
in S−, high shelving fidelity should be readily achiev-
able, though imperfections in this process will increase
readout error. The choice of Raman beam polarizations
closes S+ under any off-resonant scattering, allowing for
many QLS repetitions. Transitions from S+ to S− require
a Raman beam polarization error, and transitions from
S− to S+ require multiple off-resonant scattering events
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FIG. 1. (a) Raman beam polarizations and geometries us-
ing either of two proposed variants (∆mF = 0 in dashed red,
∆mF = 1 in solid blue). Magnetic fields are chosen to provide
a field-insensitive qubit transition that can be driven with
the same set of Raman laser beams. (b) Subspaces within
the 9Be+ 2S1/2 ground states and associated field-insensitive
qubit states (color coded) for either configuration. Line thick-
ness varies between Raman beams to indicate relative inten-
sities.

given a successful initial transfer to |2,−2〉.
An alternative variant, shown in solid blue in Fig.

1(b), drives ∆mF = 1 transitions with a strong σ+ and
a weak π-polarized Raman beam. This is compatible
with QLS on |2, 2〉 ↔ |1, 1〉 and computation on the
|2, 1〉 ↔ |1, 0〉 qubit transition, which is first-order field-

insensitive for | ~B| ≈ 11.964 mT and couples to the same
Raman beam polarizations. Consequently, prior to read-
out one would transfer |1, 0〉 → |2,−2〉 and |2, 1〉 → |2, 2〉.
The ∆mF = 1 variant retains most of the benefit of the
∆mF = 0 variant, except that the π-polarized Raman
beam opens an additional pathway to transition from
S+ to S− . Its intensity should be kept low to reduce
this rate. We consider the ∆mF = 0 variant superior to
the ∆mF = 1 variant due to the former’s improved sub-
space preservation and more efficient use of Raman beam
power. However, due to limitations on the magnetic field
strength and Raman beam geometry in our apparatus,
we demonstrate the ∆mF = 1 variant.

Since subspace preservation in either variant depends
on the Raman scattering rate of the qubit ion, it is
desirable to choose ion coupling parameters that mini-
mize that rate, possibly even at the expense of single-
repetition QLS fidelity. This implies working with the
highest feasible Raman beam detuning from excited
states. The sideband coupling rate is proportional to the
Lamb-Dicke (LD) parameter, so further benefit can be
obtained by maximizing the 9Be+ LD parameter through
choice of confining well, motional mode, and Raman

beam wavevector difference. To this end, we operate on
the 9Be+−25Mg+ crystal axial out-of-phase mode at 2.91
MHz, with 9Be+ and 25Mg+ LD parameters of 0.37 and
0.097, respectively. Techniques based on the Mølmer-
Sørensen interaction [35–39] could offer higher single-
repetition QLS fidelity, but likely come with increased
spontaneous Raman scattering, so we use temperature-
sensitive sideband-based QLS [29].

During readout, information is transferred from the
9Be+ qubit ion, through the motional mode, to the
25Mg+ readout ion with a qubit ion blue sideband (BSB,
|2, 2〉 ⊗ |n〉 ↔ |1, 1〉 ⊗ |n+ 1〉) or red sideband (RSB,
|2, 2〉⊗ |n〉 ↔ |1, 1〉⊗ |n− 1〉) π-pulse followed by a read-
out ion RSB π-pulse. After the transfer, the readout ion’s
state is determined using standard state-dependent fluo-
rescence detection [40]. The scheme is designed to pump
any density matrix population in S+ into the state |2, 2〉
and to leave any population in S− undisturbed. The full
protocol is shown in Fig. 2 and detailed below.

At the start of each trial, we optically pump to |2, 2〉,
followed by microwave composite pulse transfer to |2,−2〉
if S− is desired. Due to imperfections in this process, two
sequences of the repetitive QLS protocol are performed
back-to-back, the first of which heralds subspace prepa-
ration for the second.

At the start of each QLS repetition we perform a crys-
tallization check by detecting readout ion fluorescence
to ensure that the ions are cooled to near the Doppler
limit, indicated by the resulting photon count number
being above a set threshold. If the photon counts are be-
low the threshold, this check fails and additional cooling
is applied to the readout ion to attempt recrystalliza-
tion, followed by a second crystallization check. We then
ground-state cool the collective motion through the read-
out ion and reprepare the readout ion. Next we apply a
qubit ion BSB π-pulse that creates a phonon in the mo-
tional mode if the qubit ion is in |2, 2〉 and transfers |2, 2〉
to |1, 1〉. If the qubit ion was not in |2, 2〉, this operation
ideally is off-resonant from any other allowable transi-
tion from the motional ground state and no phonons are
injected. A readout-ion RSB π-pulse and fluorescence de-
tection then probes whether a phonon was injected. We
again ground-state cool and reprepare the readout ion.
Then we apply an RSB π-pulse to the qubit ion that cre-
ates a phonon if the qubit ion was in |1, 1〉 and transfers
|1, 1〉 to |2, 2〉. Again, the presence of a created phonon is
detected using a readout ion RSB pulse and fluorescence
detection. We then cool and reprepare the readout ion.

The binary outcomes of the two fluorescence detec-
tions depend on the qubit ion’s initial state, taking nom-
inal values of (1, 1) for initial state |2, 2〉, (0, 1) for initial
state |1, 1〉, and (0, 0) for initial states in S− or |2, 1〉.
Population in |2, 1〉 can thus cause readout errors.

To avoid remaining in |2, 1〉, in the last stage of each
repetition we use a microwave π-pulse to transfer any
population in |2, 1〉 to |1, 1〉, and then to |2, 2〉 with a
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FIG. 2. Circuit for one repetition of the QLS protocol, which can be repeated n times for higher fidelity. Sidebands on
the 9Be+ qubit inject phonons into the collective out-of-phase motional mode if in S+. These phonons are detected by the
25Mg+ readout ion sidebands and subsequent fluorescence detections, yielding two bits of information per repetition. Leaked
density matrix population from the 9Be+ |2, 1〉 state is then recovered.

RSB π-pulse. Given that scattering to |2, 1〉 is expected
to be a rare occurrence, rather than detecting whether a
phonon was injected (which would indicate that the qubit
had likely been in |2, 1〉), we simply cool it away. With
this strategy, although population in |2, 1〉 can cause an
error during a single repetition, any population in |2, 1〉
is unlikely to persist through multiple QLS repetitions.
The ∆mF = 0 variant would be done similarly, except
with the roles of |2, 2〉 and |2, 1〉 reversed.

This constitutes one full repetition of the QLS proto-
col, which can be repeated multiple times in a given trial
to increase readout fidelity. The number of useful repeti-
tions is limited by the increasing cumulative probability
of S+ ↔ S− transitions due to spontaneous Raman scat-
tering from the qubit ion. Bayesian analysis is performed
based on reference data to determine the posterior prob-
ability of being in a particular subspace given a sequence
of QLS results, declaring the most probable result of the
readout (see Supplemental Material [41], which includes
Ref. [42], for details).

Since the readout infidelity is expected to be small
compared to state preparation error during optical pump-
ing, each trial consists of two sequences of repetitive
QLS. The first sequence projectively prepares a subspace,
which is heralded by the readout result of this sequence.
The second sequence is applied without repreparing the
qubit. If this second readout disagrees with the first, then
to lowest order either the second readout is in error or
the first (heralding) readout correctly read out the ini-
tial qubit subspace, but changed it in the process (back-
action error). We cannot distinguish these two effects, so
readout infidelities we report are their sum (and hence
an upper bound on each) to leading order. This leading
order estimate is applied to the set of test data shown
in Fig. 3. We compute bounds on higher order correc-
tions to the leading order estimates, and use them for our
main results presented in Table I [41]. The corrections
are small compared to the statistical uncertainties on the
leading order estimates.

To eliminate errors or bias due to brief failures of our
apparatus, we discard any experimental trials where the
apparatus failed a status check, such as due to an op-
tical cavity losing lock, a failed interleaved crystalliza-

tion check, or a failed fluorescence pre/postcheck on ei-
ther species [41]. This method of selecting valid trials
in real time could be used in near-term devices to in-
crease readout fidelity at the expense of lowering algo-
rithm execution rates. Prior to each trial we carry out
a validation check by performing one repetition of QLS
with the qubit prepared in each subspace in turn. We
then track the fraction of the last 100 such validation
checks that passed. If at any point either fraction falls
below a preset threshold, the entire 100-trial window is
discarded. This guards against errors in the apparatus
that are not caught by other validation checks, ensures
that experiments where the apparatus fails are not erro-
neously counted as successfully reading out S−, and pro-
tects against degradation of the QLS performance and,
hence, the inferred fidelity of reading out S+.

To demonstrate the basic features of the readout pro-
tocol we first collect a test dataset with Raman lasers
45 GHz red-detuned from the 2S1/2 ↔ 2P1/2 transition
and a 35 to 1 intensity ratio between the two beams. For
comparison, 900 GHz detuning was previously used for
high-fidelity entangling gates with 9Be+ [10]. The test
data consist of 40 full repetitions of QLS per experi-
ment. We analyzed different-sized subsets of this dataset
in post-processing, consisting of the first 2n repetitions
for all values of n in the range 1 ≤ n ≤ 20. In each sub-
set, the first n repetitions are used to provide heralded
state preparation and the next n repetitions are used to
determine readout fidelity. The resulting infidelities for
reading out either subspace, and their mean, are shown
in Fig. 3(a). The infidelity after one QLS repetition is
relatively high, but decreases with additional repetitions,
reaching a minimum mean infidelity of 3.3(6)× 10−3 af-
ter nine repetitions. It then gradually rises due to the
increasing cumulative probability of a subspace-changing
spontaneous Raman scattering event.

We can substantially reduce the average number of
repetitions by computing the posterior probability ratio
of being in one subspace over the other, and stopping
once the target ratio is reached, which may be different
for each trial [41]. We refer to this as “adaptive read-
out” [1, 28, 33, 43]. Figure 3(b) shows the infidelity
achieved for a range of threshold probability ratios us-
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FIG. 3. Low-detuning (45 GHz) test data showing (a) infi-
delity of the readout protocol vs. number of QLS repetitions
per readout and (b) Infidelity vs threshold probability ratio
for adaptive readout that repeats QLS until a threshold is
reached. Blue triangles are used for S+ infidelity, red squares
for S−, and black circles for their mean. Error bars are 68%
confidence intervals.

ing the same 45 GHz test dataset, analyzed adaptively in
post-processing. An infidelity of 1.4(4)× 10−3 is reached
for a 104 probability ratio after an average of 3.47 rep-
etitions, providing both an improvement in fidelity and
a reduction in the average duration of the protocol com-
pared to the optimal fixed number of repetitions.

We also perform adaptive readout in real time on
our experiment control field-programmable gate array
(FPGA) for 45, 90, 210, and 490 GHz Raman detunings.
The results are shown in Table I. To ensure that the
infidelity only depends weakly on the threshold probabil-
ity ratio, as observed in Fig. 3(b), and to guard against
experimental drifts causing errors in the probability esti-
mates, we set the threshold conservatively high. At each
detuning we made the Raman beam power imbalance as
large as possible while keeping sideband π-pulse dura-
tions τ within the range 5 µs ≤ τ ≤ 40 µs. Shorter τ
will drive carrier transitions off-resonantly, while longer
τ makes the π-pulse fidelity more susceptible to drifts in
the qubit or motional frequencies. We also require the
π-polarized beam to be strong enough for feedback sta-
bilization of pulse envelopes. The real time data at 45
GHz align with those of the post-processed test dataset,
and infidelity decreases with detuning, ultimately reach-
ing 1.2+1.1

−0.6 × 10−4 and 0+1.9
−0 × 10−5 infidelity at 68%

confidence for S+ and S−, respectively, at 490 GHz de-
tuning and a 15:1 intensity ratio (1.2+2.39

−0.95 × 10−4 and
03.9−0 × 10−5 at 95% confidence). For comparison, at this
detuning the separately measured infidelity for reading
out S+ without the procedure to recover population from
|2, 1〉 is 4(2)×10−4, and the average single-repetition Ra-
man scattering probability within S+ is 5(1)× 10−4.

At detunings of 210 and 490 GHz, the infidelity in read-
ing out S− is small and difficult to quantify; since mul-

tiple spontaneous Raman scattering events are required
for population beginning in |2,−2〉 within S− to scatter
into S+, the probability of leaving S− drops rapidly with
the scattering rate. We observed no disagreements be-
tween the first and second readouts in roughly 100,000
experiments for reading out S− in the 210 and 490 GHz
datasets. On the other hand, the probability of changing
from S+ to S− is given by a constant times the sponta-
neous Raman scattering rate. This proportionality con-
stant is much less than 1, and depends on the strong
σ+-beam polarization error and Raman beam intensity
ratio. Scattering out of S+ could be reduced by using a
qubit ion with larger nuclear spin where S+ includes more
states, and multiple scattering events would be required
to exit the S+ subspace. However, additional states must
be incorporated into the protocol by adding appropriate
repumping steps (analogous to the repumping of |2, 1〉).

The duration of repeated QLS readouts, typically
around 100 ms for the largest Raman detunings (14.7
ms per repetition, of which 7.1 ms was spent on optical
pumping/Doppler cooling and 6.4 ms on sideband cool-
ing), sets a practical limit on the number of experimen-
tal trials, and thus the statistical power for quantifying
the S− readout error. This duration is dominated by
ground-state cooling, and could be substantially reduced
using alternative sub-Doppler cooling techniques, for ex-
ample electromagnetically-induced transparency cooling
[44, 45]. The next leading contributions are optical
pumping and Doppler cooling durations, which could
likely be shortened without major impact, and the flu-
orescence detection duration, which can be reduced by
considering photon arrival times [1].

In conclusion, we demonstrate indirect qubit subspace
readout of trapped ions with approximately an order of
magnitude reduction in average infidelity relative to pre-
vious work [33]. The observed readout infidelities are
competitive with the lowest readout infidelities (direct or
indirect) of any qubit [1–7, 34], and could be improved
further with the ∆mF = 0 variant of the scheme. The
protocol extends repetitive QND measurements to hy-
perfine qubits in a way that is resilient to spontaneous
Raman scattering. Alternatively, such scattering could
be avoided by instead using magnetic field gradients for
spin-motion coupling [13, 46–48]. The scheme also effec-
tively eliminates errors due to stray resonant laser light
that can affect spectator qubits in large quantum proces-
sors. The technique can be used on any ion with nuclear
spin ≥ 3/2, with the possible addition of a tailored re-
pumper to clear metastable D states, or any species with
very long-lived excited states [5, 6].
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