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Magnetic reconnection in relativistic plasmas is well established as a fast and efficient particle
accelerator, capable of explaining the most dramatic astrophysical flares. With particle-in-cell sim-
ulations, we demonstrate the importance of non-ideal fields for the early stages (“injection”) of
particle acceleration. Most of the particles ending up with high energies (near or above the mean
magnetic energy per particle) must have passed through non-ideal regions where the assumptions
of ideal magnetohydrodynamics are broken (i.e., regions with £ > B or nonzero ) = E - B/B),
whereas most of the particles that do not experience non-ideal fields end up with Lorentz factors
of order unity. Thus, injection by non-ideal fields is a necessary prerequisite for further accelera-
tion. Our results have important implications for the origin of nonthermal particles in high-energy

astrophysical sources.

Magnetic reconnection in the relativistic regime [1-3],
where the magnetic energy is larger than the particle
rest-mass energy (equivalently, the mean magnetic en-
ergy per particle is ~ ome? > mc?, with o the magneti-
zation), has been invoked to explain the most dramatic
flaring events in astrophysical high-energy sources [e.g.
4-11]. Our understanding of the physics of relativistic
reconnection has greatly advanced thanks to fully-kinetic
particle-in-cell (PIC) simulations, which have established
reconnection as an efficient particle accelerator [e.g. 12—
16]. Tt is widely accepted that most of the energy gain
of ultra-relativistic particles comes from ideal fields [e.g.
13, 17]. Tt was then argued that the spectrum of high-
energy particles would remain unchanged, if non-ideal
fields were to be ignored [17].

In this Letter, we demonstrate that, instead, non-ideal
fields have a key role in the acceleration process. They
are essential for solving the “injection problem,” so that
non-relativistic particles can be promoted to relativis-
tic (~ omc? > mc?) energies. Injection by non-ideal
fields is a necessary prerequisite to access further acceler-
ation channels, primarily governed by ideal fields [13, 16—
20]. High-energy particles receive most of their energy
by ideal fields (in 2D, via Fermi-like acceleration with
the “slingshot” mechanism [17] or via magnetic moment
conservation in the increasing field of compressing plas-
moids [19, 20]; in 3D, via grad-B-drift acceleration while
their orbits sample both sides of the layer [16]). How-
ever, we find that most of the particles ending up with
high energies (near or above the mean magnetic energy
per particle) must have been pre-energized in non-ideal
regions, before being further accelerated by ideal fields.
We find that if non-ideal fields were artificially excluded,
most of the particles would end up with low energies.

Setup—We perform 2D and 3D PIC simulations with
TRISTAN-MP [21, 22]. We initialize a force-free field
of strength By, whose direction rotates from +& to —2
across a current sheet at y = 0. We consider a cold
electron-positron plasma with rest-frame density ng of

16 particles per cell in 2D and 4 in 3D (Suppl. Mat. for
convergence studies). Particles initially in the current
sheet are excluded from our analysis, so to obtain results
independent from specific choices at initialization. The
field strength By is parameterized by the magnetization
o = BZ/dmngmc® = (we/wp)®, where we = eBy/me is
the Larmor frequency and w, = \/4mnge?/m the plasma
frequency. We vary o in the range 3 < o < 200, with
o = 50 as our reference case. Most of our runs assume
a vanishing guide field, but we also present results with
guide field B, = By initialized along z as in [23].

Along the y-direction of inflows, two injectors continu-
ously introduce fresh plasma and magnetic flux into the
domain, see [24]. We employ periodic boundary condi-
tions in z. Most of our runs have periodic boundaries
also in = (but our conclusions also hold for outflow a-
boundaries, Suppl. Mat.). Each simulation is evolved
for ~ 2.5 L, /c (the periodic z-boundaries would artifi-
cially choke reconnection at longer times). We usually let
reconnection start spontaneously from numerical noise,
but we also show similar results when reconnection is
“triggered” by hand at the initial time. We resolve the
plasma skin depth with ¢/w, = 5 cells, and employ large
domains up to L, ~ 6400 c/w, in 2D (our reference is
L, ~ 1600 c/wp), and L, = 2L, ~ 800 ¢/wy, in 3D.

Results—Near X-points the reconnected field scales as
B, ~ Byz/A over some length A, whereas the electric
field is E, ~ Nyec Bo, with mec ~ 0.1 the reconnection rate
[e.g., 24]. For B, = 0, magnetic dominance is broken
(i.e., E > B) at |z| < MrecA. For By = 0 the parallel
electric field ) = E - B/ B necessarily vanishes, so non-
ideal effects are captured by E > B, rather than by F).
In contrast, in the presence of a nonzero B, the region
of electric dominance disappears if By/By 2 7ec. Here,
E| ~ mecBo near the X-point, i.e., the electric field is
entirely accounted for by Ej. Thus, non-ideal effects are
captured by £ > B for By/By < frec, and by Ej for
stronger guide fields. We verified this argument with a
sweep of B, /By values, but here we focus only on By = 0
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FIG. 1. Evolution of the layer for our reference simulation (o = 50, By = 0, L, = 1600 c/wp). (a) Density in the midplane
y = 0, normalized to no; (b) x = (B? — E?)/(B? + E?) at y = 0, to identify regions of magnetic (x > 0) or electric (x < 0)
dominance; the particle z-locations at their first £ > B encounter are shown in (c) and (d), where we distinguish between
particles that experience £ > B with E. > 0 (¢) vs E. < 0 (d) (see text).

(our main case) and By/By = 1.

The layer evolution for our reference simulation (o =
50, By =0, L, = 1600 c¢/wy) is shown in Fig. 1(a), where
we present the spatio-temporal structure of density in
the midplane (y = 0). At early times, the layer breaks
into a series of primary plasmoids. Over time, they grow
and coalesce, and new secondary plasmoids appear in the
under-dense regions in-between primary plasmoids (e.g.,
top right in Fig. 1(a)). Regions with £ > B are rather
ubiquitous in between plasmoids (see the green and blue
areas in Fig. 1(b), where we plot x = (B2—E?)/(B*+E?)
at y = 0). For each simulation particle, we detect the
first time (if any) it experiences E > B, and record its
position at this time. The particle x-locations at their
first E > B encounter are shown in panels (¢) and (d),
where we distinguish between particles that experience
E > Bwith E, >0 (c) vs E, <0 (d). The former (E, >
0) is expected for X-points of the main layer, whereas
E. < 0 in between merging plasmoids, as demonstrated
by comparing (¢) and (d) with (a).

The high-energy part of the spectrum extracted from
the reconnection region [25] is dominated by particles

that experienced E > B at some point in their history. In
Fig. 2, we plot the overall spectrum with solid lines, the
spectrum of particles that experienced E > B (hereafter,
“F > B particles”) with dashed lines, and the spectrum
of particles that never experienced E > B (hereafter,
“E < B particles”) with dotted lines. “F > B particles”
are particles that at some point experienced £ > B, so
they are not only those currently in £ > B regions.

For high magnetizations, the high-energy tail of the
spectrum is mostly populated by E > B particles, re-
gardless of system size (Fig. 2(a) [26]) and dimension-
ality (inset in Fig. 2(a), showing a comparison between
2D and 3D). With increasing o (Fig. 2(b)), the spectrum
of E > B particles shifts to higher energies as « o (see
inset in Fig. 2(b), where v — 1 on the horizontal axis is
rescaled by (50/0)), and it increases in normalization.
In contrast, the spectrum of E < B particles peaks at
v — 1 ~ few for all magnetizations, and at high energies
it drops much steeper than the £ > B spectrum. Thus,
the overall spectrum can be described as a combination of
two populations: a low-energy peak at trans-relativistic
energies contributed by E < B particles, and a high-
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FIG. 2. (a) Particle spectra at ¢t ~ 1.8 L,/c (solid lines),
for simulations with ¢ = 50, By = 0 and different box
sizes: L, = Lo = 1600 c/wp (blue), L, = 2Ly = 3200 ¢/wp
(green), and L, = 4Lo = 6400c/wp (red). Dashed lines
show the spectrum F > B particles (see text), dotted lines
of ¥ < B particles. Inset: comparison of 2D and 3D trig-
gered simulations with o = 50, By = 0, L, = 400 c/wp at
t ~ 1,()000.)51 ~ 2.5L,/c. Dashed and solid lines as in the
main panel. (b) Spectra at ¢ ~ 4000w, ' ~ 2.5L, /c for simu-
lations with L, = 1600 ¢/wp, By = 0 and varying o, see the
legend; line style as in (a). The inset presents the spectra of
E > B particles, but v — 1 on the horizontal axis is rescaled
by (50/c). (c) Contribution of E > B particles to the total
census in the reconnection region (blue), and to the number
of particles with v > o /4 (green) and v > o (red), as a func-
tion of o. The black points show the fraction of length along
y = 0 occupied by E > B regions.

energy bump with mean Lorentz factor o« ¢ populated
by E > B particles.

A robust result of PIC simulations is that higher
magnetizations display harder spectra, with p =
—dlog N/dlogy — 1 for o > 1 [e.g. 12-15]. For do-
main sizes within the reach of current PIC simulations,
the spectrum does not extend much beyond the post-
injection spectrum (the cutoff is at < 10 ome? [16, 19, 20];
indeed, hard power-laws with p < 2 could not extend to
much higher energies without running into an energy cri-
sis [19]). The fact that higher magnetizations display
harder spectra has a simple explanation. While the peak
of the £ < B population is nearly o-independent, the
E > B component shifts to higher energies (~ omc?)
and higher normalizations with increasing o, thus hard-
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FIG. 3. Evidence of fast energization near non-ideal regions,
for 0 = 50, By = 0 and L, = 1600c¢/w,. The spectrum
of particles at their first £ > B encounter is shown by the
dashed blue line if £, > 0, and dotted blue if £, < 0. Their
sum is the solid blue. The series of spectra from light to
dark red are measured, for those same particles, respectively
~ 9, 27,90, 270 wgl after their first £ > B encounter. For
comparison, the black line shows the overall spectrum at the
final time wpt ~ 4000.

ening the overall spectrum (Fig. 2(b)).

In the asymptotic limit ¢ > 1, EF > B particles con-
tribute a fraction 2 90% at v > o (red points in Fig. 2(c))
and 2 70% at v > o/4 (green). These fractions are
nearly constant in time for ¢ > L,/c (Suppl. Mat.),
and independent of the domain size (Fig. 2(a)). For
o 2 50, E > B particles account for ~ 20% of the overall
census in the reconnection region (Fig. 2(c), blue). This
can be related to the fraction of length along the y = 0
line (of area in the y = 0 plane, for 3D) occupied by
non-ideal regions, as we now explain.

The black points in Fig. 2(c) denote the “occupation
fraction” of £ > B regions along y = 0, averaged over
1 < et/L, < 2. This fraction increases with o [27], and
in the limit o > 1 approaches ~ 10% (black points in
Fig. 2(c)), which is about half of the fraction of F >
B particles (blue).

This factor of two has a simple explanation. The
dashed blue line in Fig. 3 shows the spectrum mea-
sured, for each particle, at its first £ > B encounter
with E, > 0, as appropriate for X-points in the main
layer. It contains ~ 10% of post-reconnection particles,
i.e., exactly equal to the E > B occupation fraction. The
dotted blue line in Fig. 3, instead, shows the spectrum
of particles experiencing £ > B with E, < 0, i.e., in
between merging plasmoids. It also contains ~ 10% of
particles. Thus, for o > 50, ~ 10% of particles encounter
E > B fields when entering the reconnection region, and
an additional ~ 10% in secondary layers between merging
plasmoids. The latter extend along y, so their X-points
are not accounted for by the black markers in Fig. 2(c).
This justifies why for o = 50 the fraction of £ > B par-
ticles (blue in Fig. 2(c)) is twice larger than the £ > B
occupation fraction (black).

In Fig. 3, we provide evidence of fast particle acceler-
ation near non-ideal regions. The spectrum of particles
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FIG. 4. Experiments with test-particles that do not experi-
ence non-ideal fields, for B, = 0 (top) and By = Bo (bot-
tom). Spectra are computed at wpt = 4000 for simulations
with L, = 1600 ¢/wp, and varying o (see legend). Top: solid
and dotted lines as in Fig. 2(b), whereas dash-dotted lines
present the final spectrum of test-particles. They are initial-
ized as regular particles, but when they pass through £ > B
regions, we artificially fix their Lorentz factor at v — 1 ~ few
(more specifically, to the same peak as the dotted lines). Bot-
tom: solid lines for regular particles, while dash-dotted lines
for test-particles evolved without the contribution by E).

at their first £ > B encounter is shown by the solid
blue line, demonstrating that at this point the parti-
cles still have low energies. The series of spectra from
light to dark red are measured, for those same parti-
cles, respectively ~ 9,27, 90, 270w L after their first
E > B encounter. The spectral peak quickly shifts up
to vy —1 ~ 5 (first red line; at this time, most of the
particles are still in E' > B regions), yielding a mean ac-
celeration rate dvy/dt ~ 0.5 wp 1 comparable to the max-
imal rate ~ nyec|B.]v/ow, ! [16] assuming a z-velocity
|82 ~ 0.7 (particles accelerated at X-points also have
some 3, along the outflow). Rapid acceleration contin-
ues up to vy — 1 ~ 20 ~ /2 (third red line) [28]. Beyond
this stage, the spectrum still shifts up in energy [19, 20],
but at a slower rate (compare the two darkest red lines).
The later stages are governed by ideal fields [17].

To corroborate our conclusions on the importance of
non-ideal fields for particle injection, we present in Fig. 4
two additional experiments. For 3 < o < 200, we an-
alyze the cases of vanishing (B, = 0, top) and strong
(By = By, bottom) guide fields. The final spectra are
indicated by solid lines. In the top panel, dotted lines
show the spectra of E' < B particles, whereas dash-dotted
lines the spectra of “test-particles” — not contributing
to the electric currents in the simulation, but otherwise
initialized and evolved as regular particles. When test-
particles pass through E > B regions, we artificially fix
their Lorentz factor at v — 1 ~ few. The remarkable

agreement between dash-dotted and dotted lines demon-
strates that if we do not allow test-particles to gain en-
ergy while in E > B regions, they display similar spectra
as particles that never had E > B encounters (we have
confirmed this also for the 3D simulation of Fig. 2(a),
inset). The high-energy spectra of test-particles (dash-
dotted lines) are much steeper than the ones of regular
particles (solid lines). Equivalently, energization in non-
ideal regions plays a key role in shaping the high-energy
end of the particle spectrum.

Fig. 4(b) refers instead to By = By. As we discussed,
here non-ideal effects are well captured by Ej. Compari-
son with Fig. 4(a) shows that spectra are softer for larger
Bg. The fraction of injected particles decreases with in-
creasing By/Bj because the layer is less prone to frag-
mentation into plasmoids [29, 30], and so to formation of
non-ideal regions. In Fig. 4(b), dash-dotted lines present
the spectrum of test-particles evolved without Ej, so in
response to E — E)(B/B). When inhibiting energization
by Ej, the test-particles stay at non-relativistic energies.

Conclusions—We investigate the injection physics of
particle acceleration in relativistic reconnection. In con-
trast to earlier claims [17], we find that energization by
non-ideal fields is a necessary prerequisite for further ac-
celeration (in Suppl. Mat. we compare to [17], showing
that their conclusions were misled by an initial transient
phase where E < B particles may dominate). Most of
the particles that are artificially evolved without non-
ideal fields do not even reach relativistic energies. We
then argue that studies of reconnection-powered acceler-
ation that employ test-particles in magnetohydrodynam-
ics simulations need to properly include non-ideal fields.
Such studies may prove useful to validate our conclusions
in larger domains, beyond the reach of PIC simulations.

The spectral component of particles that encountered
non-ideal regions shifts to greater energies (~ omc?)
and higher normalizations with increasing magnetization,
whereas particles that do not experience non-ideal fields
always end up with Lorentz factors near unity. The over-
all spectrum then gets harder for higher o, which ex-
plains the o-dependent spectral hardness reported in PIC
simulations [e.g., 13-15]. This statement applies to the
range 1 < v < 100 of the post-injection spectrum. At
higher energies, an additional power-law tail will emerge,
whose slope is set by the dominant acceleration mecha-
nism, which is different between 2D [20, 31] and 3D [16].

Finally, we remark that, even though we have as-
sumed an electron-positron plasma, it is well known
that 0 > 1 reconnection behaves similarly in electron-
positron, electron-proton [32-34] and electron-positron-
proton [35] plasmas, so our results should apply regard-
less of the plasma composition. The importance of non-
ideal fields for particle injection has also been emphasized
in studies of non-relativistic low-beta turbulence and re-
connection [36-39] and magnetically-dominated turbu-
lence [40].
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