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The low-temperature properties of interacting quantum systems are believed to require exponen-
tial resources to compute in the general case. Quantifying the extent to which such properties can be
approximated using efficient algorithms remains a significant open challenge. Here we consider the
task of approximating the ground state energy of two-local quantum Hamiltonians with bounded-
degree interaction graphs. Most existing algorithms optimize the energy over the set of product
states. We propose and analyze a family of shallow quantum circuits that can be used to improve
the approximation ratio achieved by a given product state. The algorithm takes as input an n-qubit
product state with variance Var and improves its energy by an amount proportional to VarQ/n. In
a typical case, this results in an extensive improvement in the estimated energy. We extend our
results to k-local Hamiltonians and entangled initial states.

Quantum computers are capable of efficiently comput-
ing the dynamics of quantum many-body systems [1],
and it is anticipated that they can be useful for scien-
tific applications in physics, materials science and quan-
tum chemistry. The extent of the quantum advantage
for other important simulation tasks, such as comput-
ing low temperature properties of quantum systems, is
still unknown. In this paper we consider the task of ap-
proximating the ground state energy of local Hamiltoni-
ans. Here it is natural to expect some improvement over
classical machines which cannot even store the state of
such systems efficiently. Indeed, classical methods such
as the mean-field or Hartree-Fock approximations do not
capture the entanglement structure present in the true
ground state.

Motivated by small quantum computers that may be
available in the near future, there has been increased in-
terest in devising algorithms that consume few quantum
resources and can be implemented across a wide range
of hardware platforms. In this vein, heuristic algorithms
for ground state preparation have been proposed based
on variationally minimizing the energy over the output
states of shallow (low-depth) quantum circuits [2-4]. Al-
though variational algorithms have been rigorously an-
alyzed for specific problems and some limitations are
known [5-8], no general treatment of their efficacy exists.
Characterizing the advantage offered by shallow quantum
circuits and variational quantum algorithms stands as a
pressing challenge.

In this paper, we derive rigorous bounds on the per-
formance of shallow quantum circuits in estimating the
ground state energy of local Hamiltonians. For simplicity,
we state our results for a system of qubits with two-local
interactions. In the Supplemental Material, we discuss
extensions of our results to k-local Hamiltonians.

To begin, let G = (V, E) be a graph, and consider a

Hamiltonian
H= > hy (1)
{ijteE
with n = |V| qubits and nearest-neighbor interactions

hi; that act nontrivially only on qubits {i,j} at ver-
tices connected by an edge. We assume without loss
of generality that ||h;]| < 1. We are interested in the
problem of approximating the ground energy or small-
est eigenvalue A\pin(H) of the Hamiltonian. It will be
convenient to instead approximate the largest eigenvalue
Amax (H); this convention matches the one used in clas-
sical optimization and is without loss of generality, since
Amin(H) = —Amax(—H). In the worst case, the problem
of estimating the largest eigenvalue Apyax(H) of Eq. (1) to
within an additive error scaling inverse polynomially with
n is believed to be intractable for quantum or classical
computers [9]. Here we consider the approximation task
where the goal is to compute an estimate e < A\pax(H)
such that the approximation ratio r = e/Amnas(H) is as
large as possible. We will also be interested in efficient
quantum algorithms that prepare states [¢)) with good
approximation ratios.

Besides describing local interactions encountered in
physics, Hamiltonians of the form Eq. (1) can encode no-
table cost-functions considered in computer science and
thus provide a physically motivated extension of the clas-
sical approzimation algorithm setting [10]. For exam-
ple, one may consider an Ising Hamiltonian for which
hij = (I — Z;Z;)/2, where Z is the Pauli operator. This
Hamiltonian is classical—that is, diagonal in the compu-
tational basis—and computing its maximum eigenvalue
is equivalent to finding the Max-Cut of the graph G, a
well-studied classical optimization problem. More gener-
ally, two-local quantum Hamiltonians may involve non-
commuting terms such as Heisenberg interactions h;; =
1/4(I1-X;X;-Y;Y;— Z,Z;) (with Pauli X,Y and Z oper-



ators); the resulting optimization problem can be viewed
as a quantum analogue of Max-Cut [11]. Quantum ap-
proximation algorithms aim to estimate the largest eigen-
value of such Hamiltonians and have been studied in sev-
eral previous works. This includes the Heisenberg inter-
actions mentioned above [11, 12] and more general set-
tings in which the interaction terms h;; are restricted to
be positive semidefinite [13-15], or traceless [16, 17].

Despite considerable interest, the ultimate limits of ef-
ficient algorithms for quantum approximation algorithms
are poorly understood. Approximation ratios approach-
ing 1 are only known to be achievable for certain special
families of graphs, including lattices or bounded-degree
planar graphs using tensor product of O(1)-qubit states
[18] or high degree graphs using tensor products of single-
qubit states [13, 18, 19]. In certain cases, one may ascer-
tain limitations on efficient achievable approximation ra-
tios from the classical Probabilistically Checkable Proof
(PCP) theorem [20-22], though stronger and more gen-
eral limitations may follow from the quantum PCP con-
jecture if some version of it can be proven [23].

A quantum approximation algorithm typically outputs
an estimate of the form (v|H|v) where |v) is a quantum
state computed by the algorithm. A central challenge is
to understand the structure of quantum states |v) that
achieve high approximation ratios in the general case.
Most existing algorithms are based on tensor products
of one- or few-qubit states, while Ref. [12] also considers
states prepared by shallow quantum circuits. In this work
we describe conditions under which the performance of
such algorithms can be improved. We restrict our at-
tention to local Hamiltonians on bounded-degree graphs
and consider an improvement strategy based on shallow
quantum circuits.

Improvement of product states To this end, suppose
we are given an n-qubit state |v) and a Hamiltonian
Eq. (1) defined on a graph G = (V, E') with maximum de-
gree d > 2. It will be convenient to assume (without loss
of generality) that G is d-regular—we can ensure this by
possibly adding some local terms h;; which are equal to
zero. We imagine that |v) may be the output of some ap-
proximation algorithm such as the ones described above.
Our aim is to efficiently compute a state with energy
larger than (v|H |v). Moreover, we would like to increase
this energy by an amount proportional to |E| in order to
guarantee that the approzimation ratio is larger by some
additive constant. We show that this is possible if the
following two conditions hold:

(i) The variance of the energy, defined by
Vary(H) = (v| H?|v) — (v|H|v)?,
satisfies Var,(H) = Q(|E|) [24].

(ii) The state |v) is a product state. That is, [v) =

[v1) ® |v2) ® ... ® |v,) where each |v;) is a single-
qubit state.

More generally, the following theorem quantifies the
energy increase as a function of Var, (H) even if condition
(i) is not satisfied.

Theorem 1. Given a product state |v), we can efficiently
compute a depth-(d+ 1) quantum circuit U such that the
state [) = Ulv) satisfies

Var, (H)?
—rer (2)

i) > Gl + 0 (50

This result applies broadly to quantum optimization
problems, but does not provide any improvement when
specialized to the classical setting. To see this, note that
condition (i) is not satisfied in the purely classical case
where |v) is a computational basis state and H is diagonal
in the computational basis. Indeed, we have Var,(H) =0
whenever |v) is an eigenstate of H. On the other hand,
condition (i) is fairly mild in the quantum setting; in
the Supplemental Material we show that it holds for a
generic product state |v) whenever the Hamiltonian con-
tains nontrivial interactions on each edge of the graph.

Simple examples demonstrate that neither of the two
conditions alone is enough to even guarantee the exis-
tence of a state with approximation ratio better than |v)
for large regular graphs. Condition (ii) alone is not suf-
ficient because it is possible for a product state to have
maximal energy Amax(H) (i.e., this occurs for all classi-
cal Hamiltonians). To see that condition (i) is not suf-
ficient, one can consider the Max-Cut Hamiltonian on
(say) an even cycle graph, and let |v) be an equal su-
perposition of two eigenstates of H, one with maximal
energy |E| and one with energy |E| — O(y/|E]). The re-
sulting state has approximation ratio 1 — O(|E|~'/?) and
variance Var,(H) = Q(|E|). Thus condition (i) is satis-
fied, but the approximation ratio cannot be improved by
an additive constant.

In the special case where |v) achieves the largest en-
ergy of any product state, we are able to strengthen the
bound Eq. (2). We say that the product state |v) is lo-
cally optimal for H if for any single-qubit Pauli @, we
have

d —i i
%<v|e *CHe <z5Q|v>|¢:0 =0,

or equivalently (v|[@, H]|v) = 0. As we show in the Sup-
plemental Material, the bound in Eq. (2) can be improved

Var, (H)? .
to (v|H|v) + Q(W) for locally optimal states.

Generally, however, the improvement stated in Eq. (2)

is optimal in the sense that there exists a Hamiltonian
H and a product state |v) with Var,(H) = O(|E|) for



which
(3)

For example, Eq. (3) is satisfied by the Hamiltonian with
hij = Z; + Z; on any d-regular graph and the product
state [v) = (cos(6)|0) + sin(6)[1))®", for any 6 € (0,7/2).
In this simple case, the left-hand side can be computed
Var, (H)? . sin?(6)

d?|E| sin®(20) *

To establish Theorem 1, we consider a variational fam-
ily of states obtained from |v) = ®;cv|v;) by applying a
quantum circuit composed of nearest neighbor commut-
ing gates on the interaction graph G. In particular, let

Anax(H) — (o] H[) < O (M)

| E|

exactly and is equal to

Py, Py, ..., P, be any collection of single-qubit operators
such that ||P;|| <1 and
(vi|Pilv;) =0 forall ieV.
Following [12], we define the circuit
V(g) _ H 0055 PiP; — ot (i yep 01 PiPs (4)

{i,j}€FE

Here, g is an array of real parameters {0;;}(; jjep. Since
by assumption, the interaction graph G is d-regular, the
quantum circuit V(f) can be implemented with circuit
depth d + 1. It is not hard to see that this variational
family includes as a special case the level-1 Quantum Ap-
proximate Optimization Algorithm (QAOA) for 2-local
classical Hamiltonians [3]. For a given choice of oper-
ators {P;}icy, the following theorem lower bounds the
improvement in the energy after applying the the quan-
tum circuit V (6) to [v).

—

Theorem 2. Let [v) be a product state and 1)) = V (0)|v)
be the state prepared by the quantum circuit Eq. (4). De-
fine the positive real parameter o by

a = Eg vep|(vi, v |[Pi Py, hijl|vi, vj)], (5)

where the expectation is with respect to the uniform dis-
tribution over the edges. There is an efficient classical
algorithm to select parameters 6 satisfying

(W H[y) = (v|H[v) + Q(|Ela®/d). (6)

Proof. Write N;; for the set of edges {k, ¢} € E incident
to a given edge {i,j} € E. The latter edge is included as
well, i.e., {i,7} € N;;. Consider the energy of a term

(W@lhijlw) = 0|V (0) hi;V(O)|v).

The gates in V() which are associated with edges that
are not incident with {i,j} can be cancelled, leaving
(v|V,Ehij Vijlv) where Vij = [Tik.eyen,, €5 Thus

(lhij|) = (vlhij|v)+

o0 zm
ﬁ <’U| |: Z —HkngPg, hij |U> (7)
’ {k,L}EN;; m

Here, [A,B],, is the commutator
[A,[A,...[A, B]]]. Using the fact that (vj|Py|vg) =0 for

]
all k, the m = 1 term simplifies to

m-nested

D —ibe(v] [PuPr, hig) [v) = =i (0] [P Py, hag o).
{k,£}€N;;
(8)

At this stage, we make the choice
0ij = 0 - sign (—i(v|[P; P}, his]v)) , (9)

where the parameter § will be determined later. Substi-
tuting in Eq. (8) gives

D —ike(v] [PiPy, hig] [v) = 0] (vi, 05| [P Py, gl |vi, v;)]-
{k,£}eN;;

(10)
For m > 1, we have
<1)| |: Z —ekngPg, h”:| |1)>
{k,£}eN;; m
< Z 9m|<v|[Pklplu["'a[Pkalmvhij]]] |’U>|

{k1,01},{k2,l2},...
{km €m }EN;;

The only nonzero terms are those in which the expres-
sion (vs|Ps|vs) does not appear. To upper bound the
number of nonzero terms, we count the number of tu-
ples ({k1, 01}, {k2, 02}, ... {km,¢m}) such that no vertex
in V'\ {4, 7} appears exactly once. An upper bound is as
follows (a proof is provided in the Supplemental Mate-
rial).

Claim 1. Let m > 2. The number of ordered tuples of
edges ({k1, 01}, {ka, o), ..., {km,lm}) € Nj™ in which
no vertex in V \ {i,j} appears exactly once is at most

(2mA/d)™.

Finally, using Eq. (9) and the fact that ||h;; ]|, [| P < 1,
we can upper bound

0" [ 0] [Pr Prys [+ s [Py P hil]] o) | < (20)™.

Thus, the sum of all m > 1 terms in Eq. (7) has magni-
tude at most

mi; % (4m\/g)m oM < g (46\/&9) e < 32¢%d62

assuming 6 < ﬁ (where we used the bound m™ /m! <

e™). Combining with Egs. (7,10) and summing over all
{i,j} € E, we get

(Y| H|p) > (v|Hv) + |E| (fo — 32ed6?) .

Choosing 6§ = O(a/d) gives the desired lower bound. O



Let us now see how Theorem 1 is obtained as a conse-
quence of Theorem 2. The lower bound (6) applies to any
choice of operators {P;};cv. We will choose these oper-
ators in a way that gives the variance bound Eq. (2). In
the following, for convenience and without loss of gener-
ality, we shall work in a local basis in which our initial
product state is |[v) = ]0™). Our starting point is the ob-
servation that the variance of a 2-local Hamiltonian can
be expressed in this basis as

Var,(H) = (0"[HQ1H[0") + (0"[HQ2 H|0"),

where @; is the projector onto computational basis states
with Hamming weight ¢ € {1,2}. This implies that

(0"|HQ¢H|0") > Var,(H)/2 (11)

for some ¢t € {1,2}. Suppose t = 2 and let X;,Y;, and
Z; be the Pauli operators. We define a; to be the RHS
of Eq. (5) with P, = X for all ¢, and similarly as with
P, = (X; +Y;)/+/2 for all i. By a direct calculation,

2
=g > [m ((11]hi]00))]
{i,j}eE
2
2 =g > Re((11]hi|00))] (12)
{i,j}eE

and therefore

(0"|HQ2H|0") =
{i,j}eE

This means max{ay,az} > |E|71(0"|HQ2H|0") which
together with Eq. (11) implies that when ¢ = 2, we can ef-
ficiently find a series of operators P; such that the param-
eter a satisfies a > (2|E|)~*Var,(H). By plugging this
in Eq. (6), we obtain ($[H|$) > (o|H|v) + (VLD
Thus if ¢ = 2 we obtain a better lower bound than the
one claimed in Theorem 1. Otherwise, if ¢ = 1, then a
simple calculation (reproduced in the Supplemental Ma-
terial) shows that one can efficiently compute a product
state with energy at least (v|H|v) + Q(%gl‘)z) In gen-
eral, the choice between ¢t = 1 and ¢ = 2 can be efficiently
determined. Thus we obtain Theorem 1. In the Supple-
mental Material, we show that if |v) is locally optimal for
H, then (0"|HQ1H|0™) = 0 and t = 2, so we obtain the
better bound described above.

Let us briefly illustrate how these results can be ap-
plied to the quantum Max-Cut Hamiltonian considered in
Refs. [11, 12]. The Hamiltonian is built from local terms
hij = winij, where 0 S Wiy S 1 and Hij = (I — Xin —
YY; — Z;Z;)/4 is the projector onto the antisymmetric
state of two qubits. This Hamiltonian has the special
feature that any product state |v) is locally optimal, and

1

moreover, we have |<vf-,vj [hijlvi, vi)| = (i, vjhijlvi, v5)

]+«
> Iulngloo)? < 2] (*52).

for [vt) orthogonal to |v). Therefore

> (wlhile)* > B (| H]v)?
{i,j}€E

Var,(H) =

using Cauchy-Schwarz. We may then efficiently compute
a state [¢) such that

4
i) = Gl +a (SEEE). as)
B
We see that if the initial state has approximation ratio
(v|H|v)/|E| = r then the state |¢) improves this to r +
Q(rt/d) [25].

This example demonstrates the power of Theorem 1
and shows that for the quantum Max-Cut problem, the
approximation ratio of any product state can be im-
proved by applying a shallow quantum circuit. For more
general two-local Hamiltonians, we can guarantee an im-
provement in the approximation ratio whenever the con-
dition Var,(H) = $(|E|) holds, which we expect for
typical product states and Hamiltonians. Below we dis-
cuss two natural extensions of our results. First, we ask
whether one can improve approximation ratios attained
by more general families of quantum states. Along these
lines, we provide an extension of Theorem 1 to the more
general case where |v) is any state prepared by a quan-
tum circuit of depth D = O(1). Next, we show how one
can improve the approximation ratio achieved by a ran-
dom product state |v). Using Theorem 2, we show that
the approximation ratio can be improved by €(1/d) for
any Hamiltonian with nontrivial two-local interactions,
and by Q(1/+/d) if the interaction graph is triangle-free.

Improvement of bounded-depth states Recall that for
any n-qubit quantum circuit and any qubit j € [n], we
may define the lightcone £(j) C [n] which consists of all
output qubits that are causally connected to j. Define
the maximum lightcone size £ = max;c,) £(j). We have
¢ < 2P for any depth D circuit composed of two-qubit
gates.

Theorem 3. Let [v) = W|0™) where W is a quantum
circuit with maximum lightcone size €. There is an effi-
cient classical algorithm that computes a quantum circuit

U such that [t) = Ulv) satisfies
Var, (H)?
(i) = ol + 0 ().

For constant-depth circuits we have ¢ = O(1) and we
get the same asymptotic energy improvement as we es-
tablished previously in Theorem 1 for product states.
However, here the circuit U is not constant-depth. In
the Supplemental Material, we show that the improve-
ment stated above can also be obtained for states |v)
that are the unique ground states of a gapped ¢-local
Hamiltonian F'. Thus, Theorem 3 extends to a broad



class of tensor network states (such as PEPS of low bond
dimension) with a gapped parent Hamiltonian.

The theorem provides limitations on the energy that
can be achieved by any state |v) produced by a bounded-
depth circuit. In particular, since (Y|H|Y) < Amax(H),
we find that

Var, (H)?
(V[H[v) < Amax(H) — Q (W :

This shows that the approximation ratio achievable by
constant-depth states |v) with Var,(H) = Q(|E|) is
bounded away from 1. An interesting direction for future
work is to explore whether one can use this fact to exhibit
new local Hamiltonian systems with the almost-linear
NLTS (No Low-energy Trivial States) property [26, 27].

Improvement of random assignments Given an in-
stance of a (classical) constraint satisfaction problem,
one may counsider the trivial algorithm in which each
variable is chosen independently and uniformly at ran-
dom. Remarkably, efficient algorithms which improve
over the approximation ratio achieved by this simple
strategy are not likely to exist in the general case [28].
On the other hand, for structured cases such as bounded-
degree graphs, improvement is possible. In particular, on
degree-d graphs, one can efficiently find an assignment
satisfying a p + Q(%) fraction of constraints [29]. Here
1 is the expected fraction of constraints satisfied by a
uniformly random assignment. It has been shown that
when a degree-d graph is triangle-free, there are efficient
“local” algorithms that find a binary string satisfying a
A+ Q(ﬁ) fraction of constraints by starting with a uni-

formly random assignment [30, 31] or quantum superpo-
sition [32] and then locally updating each bit/qubit as a
function of the state of its neighbors.

Below we show that this optimal dependence on d can
be recovered and generalized to the local Hamiltonian
setting by applying our algorithm in Theorem 2 to a ran-
domly chosen product state. For randomly chosen |v),
the parameter « in Theorem 2 can be related to the 2-
norm of the quadratic terms in the Pauli expansion of
the Hamiltonian. More precisely, for an n-qubit operator
O=> iy ot @ol where oo = I and {01,02,03}
are the Pauli matrices, we define

quad(0) =Y > (fi)*

i<j x>0,y>0

Theorem 4. There is an efficient randomized algorithm

which computes a depth-(d+1) circuit U such that 1)) =
Ulv) satisfies

quad(H)?

B, (A1) 2 B, (ol + 2 (L2 )

If the graph is triangle-free then the right-hand side can

. quad(H)
be replaced with E, (v|H|v) + Q (T)

The proof of Theorem 4 is provided in the Supplemen-
tal Material. We also show that for triangle-free graphs
one can efficiently compute product states matching the
approximation ratios quoted above using a local classical
algorithm similar to the ones from Refs. [30, 31]. Thus,
low depth quantum circuits are not necessary to achieve
the Q(1/V/d) scaling; see also Ref. [16] which establishes
similar bounds for the general (not necessarily triangle-
free) case. Nevertheless, one may take the output prod-
uct state of such algorithms and improve it further using
the shallow quantum circuit from Theorem 1.

Discussion For local Hamiltonian problems on
bounded-degree graphs, we showed that the approxima-
tion ratio achieved by a product state can be improved
by a shallow quantum circuit, assuming a mild condition
on its variance. Our quantum algorithm generalizes the
level-1 Quantum Approximate Optimization Algorithm
(QAOA) and extends its applicability beyond classical
cost functions. By applying our algorithm to randomly
chosen product states we generalized known algorithms
for bounded-occurrence classical constraint satisfaction
problems. Our results quantify the improvement that
shallow quantum circuits can provide over methods based
on product states.
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