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Studies of disordered spin chains have recently experienced a renewed interest, inspired by the
question to which extent the exact numerical calculations comply with the existence of a many-
body localization phase transition. For the paradigmatic random field Heisenberg spin chains,
many intriguing features were observed when the disorder is considerable compared to the spin
interaction strength. Here, we introduce a phenomenological theory that may explain some of those
features. The theory is based on the proximity to the noninteracting limit, in which the system is
an Anderson insulator. Taking the spin imbalance as an exemplary observable, we demonstrate that
the proximity to the local integrals of motion of the Anderson insulator determines the dynamics
of the observable at infinite temperature. In finite interacting systems our theory quantitatively
describes its integrated spectral function for a wide range of disorders.

Introduction. A considerable effort has been devoted
to understanding the emergence of ergodicity in physi-
cally relevant quantum many-body systems. Important
cornerstones are provided by the random matrix the-
ory (RMT) and the eigenstate thermalization hypoth-
esis (ETH) [1–6]. Even though a rigorous proof of the
ETH is still missing, several exact numerical studies con-
firmed its validity with remarkable accuracy, at least for
specific parameter regimes of some physical Hamiltoni-
ans [4, 7–18]. The clearest numerical results have been
obtained for the regimes where all model parameters
are quantitatively similar and the numerical artifacts are
strongly suppressed. Much less understood are properties
of many-body systems in which some physical processes
(e.g., interaction or quenched disorder) are dominant over
all other processes. Exciting open questions concern the
possibility of ergodicity breaking phase transitions and a
generalization of the KAM theorem [19–21]. In strongly
disordered systems, this type of ergodicity breaking phase
transition is referred to as the many-body localization
transition [22–28].
A recent study [29] argued that the identification of

ergodicity in numerical results may strongly depend on
the value of the Thouless time tTh relative to the Heisen-
berg time tH [30]. A system is interpreted as ergodic
if tTh ≪ tH, while in the opposite regime tTh & tH the
interpretation of finite-size results appears to be less con-
clusive. For a quantitative illustration, let us consider the
random field Heisenberg chain with L sites,

Ĥ = J
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where Ŝα
i (α = x, y, z) are standard spin-1/2 operators

and the local fields hi (in units of J ≡ 1) are independent
and identically distributed random variables drawn from
the box distribution, hi ∈ [−W,W ]. It was shown [29]
that in finite systems (L . 20) at ∆ = 1, the crite-
rion tTh ∼ tH is satisfied around W = W ∗ ≈ 2. Con-
sidering the behavior of the system (1) with increasing

disorder strength W , this point can therefore be inter-
preted as the onset of the ergodicity breakdown. The
latter is consistent with the level statistics and the eigen-
state entanglement entropies departing from the RMT
predictions [31], the fidelity susceptibility being maxi-
mal [32], the distribution of observable matrix elements
being anomalous [33, 34], the opening of the Schmidt
gap [35] and the gap in the spectrum of the eigenstate
one-body density matrix [36], and the correlation-hole
time in the survival probability reaching tH [37].

Despite those developments, the fate of the ergodic-
ity breaking point in the thermodynamic limit remains
an extensively debated topic [29, 31–33, 38–40]. More-
over, previous studies reported other fascinating phenom-
ena such as subdiffusive transport [41–47] and an ap-
proximate 1/ω scaling of the spin density spectral func-
tion [32, 48, 49]. These observations call for a universal
description within a simple theory that should provide
quantitative predictions at all disorder strengths.

In this Letter we introduce a phenomenological the-
ory that may achieve some of those goals. We develop
the theory on the premise that the noninteracting point
at ∆ = 0, which is Anderson localized for any disorder
in the thermodynamic limit [50, 51], determines specific
properties of disordered spin chains also at ∆ 6= 0. The
key ingredient of the theory is the proximity to the local
integrals of motion of the Anderson insulator (shortly,
Anderson LIOMs). In particular, we allow the Anderson
LIOMs to acquire a finite relaxation time due to inter-
actions, i.e., they may become delocalized. The theory
provides an analytical description of the frequency de-
pendence of the spectral function, it exhibits a remark-
able agreement with numerical results for a wide range of
disorders, and it suggests that at least a fraction of An-
derson LIOMs are delocalized. Specifically, for the spin
imbalance observable, we explain rich phenomenology of
the spectral function, which ranges from the anomalous
≈ 1/ω behavior at moderate disorders to more compli-
cated functional forms at strong disorder.



2

Spectral function. The central quantity in our studies
is the spectral function S(ω) of an observable Â, which
is the Fourier transform of its autocorrelation function,

S(ω) =
1

2π

∫ ∞

−∞
dt eiωt−|t|0+〈eiĤtÂe−iĤtÂ〉 , (2)

where 〈· · · 〉 = Tr{· · · }/D denotes the ensemble average
over all eigenstates and D is the dimension of the Hilbert
space. Our numerical calculations are carried out for its
integral

I(ω) =

∫ ω

−ω

dω′S(ω′) =
1

D

D∑
m,n=1

θ (ω − |Em − En|)A
2
mn ,

(3)

where En are the energy levels and Amn ≡ 〈m|Â|n〉 are

matrix elements of Â in the eigenstate basis, Ĥ |n〉 =
En|n〉, θ is the Heaviside step function, and we set ~ ≡ 1.

We study observables that are traceless, 〈Â〉 = 0, and

normalized, ||Â||2 = 〈ÂÂ〉 = 1 [14]. As a consequence,
the high-frequency limit of I(ω) equals limω→∞ I(ω) =
1
D
∑

m,n A
2
mn = 〈ÂÂ〉 = 1.

The integrated spectral function I(ω) filters out fast
fluctuations and thereby allows for a robust analysis of
the dynamics encoded in I(ω) even for a single realization
of disorder. A particular observable that we study is the
spin imbalance, Â = 2√

L

∑
i(−1)iŜz

i . This observable

has been measured experimentally [52, 53], it is a self-
averaging quantity in macroscopic systems, and it has
nonvanishing projections on multiple Anderson LIOMs.
In the language of [54], this observable is integrability
preserving in the noninteracting limit ∆ = 0.
Comparison with the noninteracting limit. Figure 1(a)

shows I(ω) for a single realization of disorder at ∆ = 1
(examples for other realizations are shown in [55]). Re-
sults are compared to the noninteracting system, I0(ω)
at ∆ = 0. For ω > J the results are qualitatively very
similar, while important differences emerge in the low-
frequency regime ω ≪ J , which is the main interest of
this work.
The spectral weight of the Anderson insulator in the

low-ω regime is strongly suppressed, which is manifested
as I0(ω ≪ J) ≃ const. This can be interpreted as the
accumulation of the spectral weight of the observable in
the stiffness D0 = limω→0+ I0(ω), and hence the spectral
function can be approximated as S0(ω ≪ J) ≃ D0δ(ω).
In contrast, the low-ω spectral weight of the interacting
system may be considerable since I(ω ≪ J) 6= const.
This property gives rise to the anomalous dynamics of
the imbalance for ∆ 6= 0 and ω ≪ J [32, 45, 48, 49, 56–
61], and is the main focus of this Letter.
As an important detail relevant for subsequent analy-

sis, we note that the stiffness D0 of an arbitrary observ-
able Â in the Anderson insulator (∆ = 0) originates from

its projections on the Anderson LIOMs {Q̂α}. Therefore,
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FIG. 1. (a) Integrated spectral functions I(ω) [∆ = 1,
symbols] and I0(ω) [∆ = 0, lines] at L = 16. Results are
shown for a single disorder realization and various values of
W , such that the ratio hi/W in Eq. (1) is independent of W .

(b) Regular part Ĩ(ω), averaged over 103 realizations of the
disorder at W = 2. The results for L = 12 and 14 in the inset
are shifted upwards by a constant to overlap with the data
for L = 16. We set J ≡ 1 in all figures, and consider periodic
boundary conditions in (1).

the spectral function for ω ≪ J can be written as

SM,0(ω) =
∑
α

Dαδ(ω) , Dα =
〈ÂQ̂α〉

2

〈Q̂αQ̂α〉
, (4)

where D0 =
∑

α Dα. The latter relation follows from the
Mazur bound [14], and we consider the Anderson insula-
tor as an integrable model containing orthogonal Ander-
son LIOMs 〈Q̂αQ̂α′〉 ∝ δα,α′ (see [55] for details about
the Anderson LIOMs). Since the projections Dα are de-
fined in Eq. (4) by the average over the entire Hilbert
space, we do not study the energy-resolved spectral func-
tions, but instead we focus on the infinite temperature
at which the average energy (Em + En)/2 in Eq. (3) is
arbitrary.
Low-frequency regime. In what follows we focus on

the interacting systems (∆ = 1), and we disentangle the
effect of accumulation of spectral weight in the stiffness
from the low-ω spectral weight. To this end, we study the
regular part of the integrated spectral function, defined as

Ĩ(ω) = I(ω)− 1
D
∑D

n=1 A
2
nn. An example of the disorder

averaged Ĩ(ω) at W = 2 and different system sizes L is
shown in Fig. 1(b). It is remarkable that a simple upward
shift of the curves for L = 12 and 14 results in an accurate
overlap with the data for L = 16. This is observed at
W = 2 in the inset of Fig. 1(b), and other values of
the disorder in [55]. This suggests that the finite-size
effects in the low-ω regime are small (apart from the L-
dependent vertical shift), and calls for a simple theory to
describe the observable spectral function.
An interesting remark can be made about the overlap

of integrated spectral functions such as the one in the
inset of Fig. 1(b). It indicates that a fraction of the spec-
tral weight from the diagonal matrix elements at δ(ω)
is transferred to nonzero frequencies with increasing L.
This may be interpreted as the trend towards restoring
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the ergodicity in the thermodynamic limit. Several works
have recently explored possibilities for restoring the er-
godicity at large disorders when the thermodynamic limit
is approached [29, 31, 32, 62–64]. Nevertheless, our main
focus here is to provide quantitative predictions for prop-
erties in finite systems.
Proximity to Anderson insulator. We now construct

a phenomenological theory that may quantitatively de-
scribe the observable spectral functions in finite systems.
Our approach is based on the proximity to the Ander-
son insulator whose conserved quantities are denoted as
Anderson LIOMs. Anderson LIOMs considered here do
not imply existence of l-bits in interacting systems [65–
72]. The key premise of the theory is the conjecture that
upon interactions, at least a fraction of Anderson LIOMs
{Q̂α} become delocalized, i.e., they cease to be conserved

and 〈Q̂α(t)Q̂α〉 decays with a finite relaxation time τα.
This impacts the dynamics of finite systems by broad-
ening the δ-functions in Eq. (4). We model this effect
by the following regular part of the spectral function for
interacting system [cf. Eq. (4)],

SM(ω ≪ J) =

N∑
α=1

Dα

1

π

τα
(ωτα)2 + 1

, (5)

where the summation runs over N Anderson LIOMs that
have nonvanishing projections on Â and are delocalized
in the interacting system. Note that the broadening in
Eq. (5) is described by the Lorentzian functions, which
is a common approach in the literature. Recently, the
Lorentzian form of the spectral function [cf. Eq. (5) with
N = 1] was actually observed in numerical studies of
several many-body systems close to integrable points [17,
64, 73]. Nevertheless, we argue in [55] that the main
results of our study are independent of the particular
functional form of the broadening function.
An important input to the theory are the values of the

stiffnesses {Dα} and the relaxation times {τα} of delo-
calized Anderson LIOMs in the Hamiltonian (1). We cal-
culated both quantities numerically at disorders W = 2
and 3, see Sec. S4 of [55]. The first insight is that, for
the spin imbalance, many projections Dα from Eq. (4)
are nonzero, and hence one needs to consider N ≫ 1
in Eq. (5). The second insight is that the projections
are very weakly correlated (or uncorrelated) with the re-
laxation times, and hence we replace Dα with its aver-
age value in Eq. (5), Dα → 1/N

∑
α Dα = D0/N . Fi-

nally, we calculated the distribution fτ (τ) of the relax-

ation times τα of the autocorrelation functions 〈Q̂α(t)Q̂α〉
and found that the distribution fτ (τ) is extremely wide.
In particular, the distribution can be well approximated
by a power-law dependence fτ (τ) ∝ 1/τµ in an interval
τ ∈ [τmin, τmax], where the disorder strength only impacts
the exponent µ and the boundaries τmin and τmax. Such
a power-law distribution of relaxation times τα is consis-
tent with the distributions of τα studied for the Anderson
insulators coupled to regular bosons or hard-core bosons
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FIG. 2. (a) Numerical results for the regular part of the

integrated spectral function Ĩ(ω) at L = 16 and weak disor-
der. Results are averaged over 103 realizations of disorder.
(b) Solid lines: SM(ω) from Eq. (6) at µ = 1.1, 1.5 and 2.5,
using τmin = 1, τmax = 105 and D̄0 = 1. Dashed lines are
approximate power-law fits.

via the Fermi golden rule [74, 75].

Summarizing the above considerations, we replace

the sum N−1
∑N

α=1 in Eq. (5) with the integral∫ τmax

τmin
dτfτ (τ), and obtain a phenomenological model to

describe the low-frequency dynamics,

SM(ω) =
D̄0

π

∫ τmax

τmin

dτ

τµ−1

1

(ωτ)2 + 1
, (6)

where D̄0 is a prefactor that determines the total spectral
weight arising from the delocalized Anderson LIOMs. In
analogy to Eq. (3), we then define ĨM(ω) by the integral
of SM(ω), see also [55].

Before carrying out a quantitative comparison of our
phenomenological model with the actual numerical data,
we comment on some general properties of the spectral
function described by Eq. (6). We first note that if

ω ≪ τ−1
max, then SM(ω) ∝ const and Ĩ(ω) ∝ ω. This prop-

erty is usually associated with the diffusive character of
the dynamics. Emergence of such regime was detected in
several studies of many-body systems that comply with
the ETH [4, 15–17, 64, 76–78]. For the model under in-

vestigation, see Fig. 2(a), we indeed observe Ĩ(ω) ∝ ω at
W ≈ 1. In this regime of parameters, the phenomeno-
logical model (6) can be simplified since τmin and τmax

are of the same order and hence one may use a single
relaxation time, τα → τ . With increasing the disorder
W , however, the linear regime in Ĩ(ω) shifts to lower ω,
which is a consequence of a rapid increase of τmax with
W .

The main message of this Letter is that, for a wide
range of disorder strengths, the low-frequency response
may be governed by a broad distribution of the relaxation
times {τα}, with τmax/τmin ≫ 1 in Eq. (6). This suggests
that the frequency regime τ−1

max ≪ ω ≪ τ−1
min may be

very broad and hence relevant for the time regimes stud-
ied in numerical simulations and analog quantum simu-
lators [52, 53]. Particularly informative is the case µ = 1



4

10−3 10
−2

10
−1

100 10
1

ω

10−2

10
−1

100
Ĩ
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FIG. 3. (a) Symbols: numerical results for Ĩ(ω) at L = 16
and a single realization of the disorder W . Lines: predictions
by ĨM (ω) for the low-frequency regime ω < 0.2. (b) and (c)
The resulting cumulative distribution functions (CDF) of the
fitting parameters τmax and µ, respectively, for 103 realiza-
tions of the disorder. The vertical dashed line in (b) denotes
the Heisenberg time tH at W = 2. See [55] for details.

in Eq. (6), for which

SM(ω) =
D̄0

π

arctan(ωτmax)− arctan(ωτmin)

ω
. (7)

The functional form ∝ 1/ω at µ = 1 is consistent with
the anomalous dynamics and spectral functions reported
in several previous studies [32, 48, 49]. More gener-
ally, SM(ω) at µ < 2 can roughly be approximated by
SM(ω) ∝ 1/ωη with η ≃ 2 − µ, see Fig. 2(b) for µ = 1.1
and 1.5. In [55] we show that the 1/ωη dependence arises
solely from the power-law distribution of relaxation times
{τα}, and is not an artifact of the Lorentzian broadening
used in Eq. (5). We note, however, that the functional
forms predicted by Eq. (6), as well as the numerical re-
sults in Figs. 3 and 4, may also exhibit a fine structure
beyond a simple power-law dependence. In the opposite
regime µ > 2, SM(ω) resembles a Fourier transform of a
single Lorentzian, as shown in Fig. 2(b) for µ = 2.5.
Numerical tests for spin imbalance. We now carry out

a quantitative comparison between the numerical results
for Ĩ(ω) [symbols in Figs. 3 and 4] and the predictions

ĨM(ω) from the phenomenological model in Eq. (6) [lines
in Figs. 3(a) and 4]. The fitting parameters of the latter
are τmin, τmax and µ that determine the distribution of
relaxation times, and the prefactor D̄0.
Figure 3 considers the case where the free parameters

of ĨM(ω) are fitted independently for every disorder re-
alization. An example of the outcome of such procedure
is shown in Fig. 3(a) for a single disorder realization,
while examples for several other realizations are shown
in [55]. Figures 3(b) and 3(c) then show the cumulative
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FIG. 4. Symbols: numerical results for the disorder averages
of Ĩ(ω) at L = 16, using 103 disorder realizations. Lines:

predictions by ĨM (ω) for the low-frequency regime ω < 0.2.
See [55] for details.

distribution of fitting parameters obtained by analyzing
103 realizations of disorder. There are two important
quantitative results. The first is that the distribution of
τmax is broad and its mean increases approximately expo-
nentially with W , unless it reaches the Heisenberg time
tH = ω−1

H at W ∗ ≈ 2, see the vertical line in Fig. 3(b).
(The Heisenberg energy ωH corresponds to the average
level spacing in the middle of the spectrum, which at
L = 16 is ωH/J ≈ 10−3 [29].) The value W ∗ ≈ 2 is
consistent with the ergodicity breaking transition point
in this model, occurring when the Thouless time tTh in
the spectral form factor approaches tH [31]. When τmax

exceeds tH, the mean of µ departs from µ = 1 towards
higher values [see Fig. 3(c)]. The second important result
is that τmin remains well below tH for all results reported
here. Otherwise, the dynamics would be frozen, Ĩ(ω) ≃
const, down to ω ∼ ωH, which is clearly not the case in
Figs. 3(a) or 4(b). The first result suggests that a frac-
tion of Anderson LIOMs remains localized at W > W ∗

upon adding the interactions. Exploring the fate of those
LIOMs for larger systems, i.e., when tH → ∞, is beyond
the scope of this work. The second result suggests that at
least some fraction of Anderson LIOMs is delocalized in
the interacting system for all disorder values considered
here. In Fig. 4 we carry out an analogous analysis for
the disorder averages of Ĩ(ω). Also in this case, the phe-
nomenological model from Eq. (6) provides an extremely
accurate description of the results. A quantitative analy-
sis of the fitting parameters τmax and µ is provided in [55].
Conclusions. In this Letter we introduced a phe-

nomenological theory that accurately describes the spec-
tral properties of the spin imbalance in disordered chains.
The theory is based on the proximity to the Anderson
insulator, in which the long-time dynamics is strongly
suppressed as compared to the interacting system. We
assume that the anomalous long-time dynamics of the
interacting systems arises from certain Anderson LIOMs
that acquire a finite relaxation times. An important in-
gredient of the underlying phenomenological model is a
broad distribution of relaxation times of Anderson LI-
OMs. Then in finite systems amenable to exact diago-
nalization there exist the disorder W ∗ [W ∗ ≈ 2 for the
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model in (1)], above which the relaxation times {τα} of a
fraction of Anderson LIOMs are larger than the Heisen-
berg time tH. As a result the properties of finite systems
at W > W ∗ are governed by the coexistence of two types
of LIOMs: those for which τα > tH (they appear to be
exactly conserved), and those for which τα < tH (they
cease to be conserved due to interactions). The interplay
between both types of LIOMs may give rise to unconven-
tional properties of the system defined on a Fock space
graph [79–84], which needs to be explored in more details
in future work.
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M. H. Fischer, R. Vosk, E. Altman, U. Schneider, and
I. Bloch, Observation of many-body localization of inter-
acting fermions in a quasi-random optical lattice, Science
349, 842 (2015).

[53] H. P. Lüschen, P. Bordia, S. S. Hodgman, M. Schreiber,
S. Sarkar, A. J. Daley, M. H. Fischer, E. Altman, I. Bloch,
and U. Schneider, Signatures of many-body localiza-
tion in a controlled open quantum system, Phys. Rev. X
7, 011034 (2017).

[54] M. Pandey, P. W. Claeys, D. K. Campbell,
A. Polkovnikov, and D. Sels, Adiabatic eigenstate
deformations as a sensitive probe for quantum chaos,
Phys. Rev. X 10, 041017 (2020).

[55] See Supplemental Material for details about Fig. 1, the
role of the Lorentzian broadening, details about the fit-
ting procedure and the Anderson LIOMs. It includes
Refs. [17, 29, 38, 61, 64, 73, 85].

[56] K. Agarwal, E. Altman, E. Demler, S. Gopalakrish-
nan, D. A. Huse, and M. Knap, Rareregion effects
and dynamics near the manybody localization transition,
Annalen der Physik 529, 1600326 (2016).

[57] D. J. Luitz and Y. Bar Lev, Anomalous thermalization
in ergodic systems, Phys. Rev. Lett. 117, 170404 (2016).

[58] S. Gopalakrishnan, K. R. Islam, and M. Knap, Noise-
induced subdiffusion in strongly localized quantum sys-
tems, Phys. Rev. Lett. 119, 046601 (2017).
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