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Generating high-fidelity, tunable entanglement between qubits is crucial for realizing gate-based
quantum computation. In superconducting circuits, tunable interactions are often implemented
using flux-tunable qubits or coupling elements, adding control complexity and noise sources. Here,
we realize a tunable ZZ interaction between two transmon qubits with fixed frequencies and fixed
coupling, induced by driving both transmons off-resonantly. We show tunable coupling over one
order of magnitude larger than the static coupling, and change the sign of the interaction, enabling
cancellation of the idle coupling. Further, this interaction is amenable to large quantum processors:
the drive frequency can be flexibly chosen to avoid spurious transitions, and because both transmons
are driven, it is resilient to microwave crosstalk. We apply this interaction to implement a controlled
phase (CZ) gate with a gate fidelity of 99.43(1)% as measured by cycle benchmarking, and we find
the fidelity is limited by incoherent errors.

High-fidelity two-qubit gates are critical for building
quantum computers that can outperform classical com-
puters [1]. Important qualities for entangling schemes
include high fidelity, low leakage [2], an ability to couple
and decouple qubits, and minimal hardware resources.
In circuit QED [3], two-qubit gates with errors below
the 1% threshold for surface code-based quantum error
correction [4] have been demonstrated. Approaches uti-
lizing qubits and/or couplers with flux-tunable transition
frequencies have shown high tunability [5, 6], full decou-
pling of qubits [7], and gate fidelities above 99.8% [8–10].
However, these approaches require additional control cir-
cuitry, and introduce decoherence channels.

A scheme with reduced hardware complexity while re-
taining the above capabilities would simplify the scaling
of high-fidelity two-qubit gates to many-qubit processors.
Charge-activated two-qubit gate schemes [11–17] do not
require additional control circuitry, and they are compat-
ible with fixed-frequency qubits. Particularly, the cross
resonance (CR) gate [15] has demonstrated a gate fidelity
as high as 99.7% [18]. However, this scheme has residual
idle ZZ coupling between qubits [19] due to interactions
between their noncomputational transitions. This idle
coupling causes correlated errors, dephasing, and spec-
tator errors [20–23]. Mitigating idle ZZ coupling with-
out a flux-tunable coupler was done using dynamical de-
coupling [16, 24, 25] and using opposite-anharmonicity
qubits [26], with added overhead in circuit depth and
in hardware complexity, respectively. Recently, cancel-
lation of the ZZ coupling between capacitively-coupled
fluxonium qubits was also reported [27].
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In this Letter, we demonstrate a tunable, charge-
activated ZZ interaction between two fixed-frequency
transmon qubits [28] with fixed coupling. We show full
cancellation of ZZ coupling between the qubits, and re-
alize a CZ gate with a fidelity of 99.43(1)%. The in-
teraction is realized by driving the transmons simultane-
ously at a frequency between the |0〉 → |1〉 and |1〉 → |2〉
transitions, generating a conditional Stark shift. In con-
trast to the CR interaction, here the drive frequency can
be tuned to avoid driving unwanted transitions, mak-
ing this interaction suitable for use on large devices with
crowded frequency spectra [29, 30]. Further, in situ con-
trol over the coupling enables controlled phase gates with
arbitrary phase angles CZ (φ), which are useful for noisy
intermediate-scale quantum (NISQ) algorithms [31–33].

Consider two coupled, simultaneously driven trans-
mons, as illustrated in Figure 1. The Hamiltonian of the
two transmons, in the frame of the drive at frequency
ωd and making the Duffing approximation of the trans-
mon [28], is given by

Hqb =
∑
i=c,t

(ωi − ωd) a†iai +
ηi
2
a†ia
†
iaiai, (1)

where for transmon i, ai is the bosonic annihilation op-
erator, ωi is the transition frequency between |0〉 and
|1〉, ηi is the anharmonicity, and ~ = 1. Each drive

term is given by Hεi =
(
εiai + ε∗i a

†
i

)
, where εi is the

complex drive amplitude, and the coupling term with

strength J is HJ = J
(
a†cat + aca

†
t

)
, where we de-

note the higher frequency transmon Qc, and the lower
frequency transmon as Qt. The total Hamiltonian is
H = Hqb +HJ +Hεc +Hεt .

The Stark-induced ZZ interaction can be understood
through the lens of the CR effect: when driving the con-
trol qubit with amplitude εc at the target qubit frequency
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FIG. 1. Drive scheme for the Stark-induced ZZ inter-
action. Transmons are detuned by ∆ = ωc − ωt indicated
by the black dashed line, and coupled via exchange coupling
J . They are driven simultaneously with amplitudes εc, εt be-
tween frequencies ωt and ωc+ηc, indicated with purple dashed
lines. The simultaneous driving introduces conditional Stark
shifts, i.e., a ZZ interaction.

ωt, the target experiences a drive amplitude ε̃n that de-
pends on the control state |n〉 [15, 34]. In the qubit sub-
space, the CR drive realizes an entangling ZX interac-
tion with rate µ = (ε̃0 − ε̃1) /2. In the limit εc/∆t � 1,
detuning the drive frequency from the target qubit fre-
quency ∆t = ωt − ωd results in a conditional Stark shift
of the target qubit frequency δ̃n, where

δ̃n =
ε̃2n
∆t

. (2)

The drive-induced ZZ interaction ζ then is given by ζ =
δ̃0 − δ̃1, which can be expressed in terms of µ as

ζ = 2µ (ε̃0 + ε̃1) /∆t. (3)

This conditional Stark shift is much smaller than the
CR rate ζ � µ. However, applying a drive simultane-
ously to the target qubit at amplitude εt modifies the
total drive amplitude on the target to ε̃n + εt. Replacing
ε̃n → ε̃n + εt above, ζ then scales linearly to first order
with εt

ζ =
2µ

∆t
(ε̃0 + ε̃1 + 2εt) +O(|εt|2). (4)

By driving both transmons simultaneously, one can gen-
erate a ZZ coupling between transmons with detuning
∆ suitable for the CR gate, with interaction rates com-
parable to the CR effect. Note that the qubits are inter-
changeable and this can be generalized to systems that
are not transmons [27]. See the supplement for a pertur-
bation theory derivation.

We next experimentally investigate how the Stark-
induced ZZ interaction depends on the field amplitudes
on each qubit εc, εt and the frequency of the drive field
ωd. We measure ζ using Ramsey interferometry [35]
and extract the frequency shift of Qt conditioned on the

state Qc being |0〉 or |1〉 when applying the drive. We
find agreement between our measurements and numeri-
cal simulations when microwave crosstalk is included.

We show in Figure 2 experiments measuring ZZ as a
function of drive parameters. The experiments were per-
formed on a pair of fixed-frequency, fixed-coupling trans-
mons on a device of the same design as in [36], with
parameters ωc/2π = 5.845 GHz (ωt/2π = 5.690 GHz),
ηc/2π = −244.1 MHz (ηt/2π = −247.1 MHz) with static
ZZ coupling ζ0/2π = 307 kHz, corresponding to an in-
ferred exchange coupling strength J = 3.45 MHz.

In the presence of microwave crosstalk, εc and εt are
complex linear combinations of CZ drive amplitudes Ac

and At applied to the control and target transmon drive
lines, as shown in Figure 2 (a). This is expressed via the
crosstalk matrix(

εc
εt

)
=

(
eiθc Ccte

iϕct

Ctce
iϕtc 1

)(
Ac

Ate
−iϕd

)
, (5)

where Cct (ϕct) denotes the crosstalk amplitude (phase).
The phase θc results from electrical delay between the
drive lines. For these experiments in Figure 2 (b), we
set ∆t = 40 MHz and measured the ZZ interaction while
varying drive phase ϕd and global drive amplitude A,
where Ac = At = A. The experimental data deviates
from the crosstalk-free simulations, which diagonalize the
full system Hamiltonian (see supplementary material).
This is remedied by including the crosstalk matrix pa-
rameters in the model fit. With no crosstalk, ζ is sym-
metric about ζ0 between in-phase and out-of-phase driv-
ing. Additionally, in Fig. 2 (c) we varied At and Ac

independently while keeping ϕd fixed to ϕd = 1.31 rad.
The linear dependence of ζ on the drive amplitude is ob-
served for non-zero Ac amplitudes, as predicted in the
theoretical description. Note that the predicted linear
dependence is valid only when the drive amplitude is
weak compared to the drive detuning from the transmon
transition frequencies. These experiments demonstrate
tunability of the sign of the ZZ coupling, with magni-
tude ζ ≈ 0, to one order of magnitude larger than ζ0,
by adjusting the relative phase between the drives. This
flexibility is well-captured by numerical simulation, and
is resilient to microwave crosstalk,

Using the strong ZZ interactions, we next calibrate a
CZ gate, which is realized from Hamiltonian terms IZ,
ZI, and ZZ: CZ = exp

(
− i

2
π
2 (−ZI − IZ + ZZ)

)
. We

first calibrate the entangling term ZZ, and then cor-
rect local phase errors on the each qubit using virtual
Z gates [37]. To calibrate the ZZ term, we prepare the
target qubit in superposition, apply the CZ pulse, and
measure the target qubit Bloch vector r0 (r1) when the
control qubit is in the |0〉 (|1〉) state (see Fig. 3 (a)). To
maximize entanglement, we maximize the quantity

R =
1

2
||r0 − r1||2, (6)

which measures the normalized vector distance between
target Bloch vectors conditioned on the control qubit
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FIG. 2. ZZ as a function of drive parameters, crosstalk
(a) The control and target drive fields εc, εt are complex
combinations of the drive line amplitudes Ac, At, mixed
via the microwave crosstalk matrix C. (b) ZZ versus rel-
ative drive phase ϕd, for several overall drive amplitudes
|A| = |Ac| = |At|. Field amplitudes indicated in the colorbar
are determined by fitting the data (dots) to numerical simula-
tions including crosstalk (solid lines). Microwave crosstalk af-
fects both the relative magnitude of ZZ between positive and
negative signs, and the phase corresponding to maximal |ζ|.
With no crosstalk (dashed lines) the predicted ζ is symmetric
about ϕd = 0 and ζ0. Error bars indicate Ramsey frequency
fit uncertainty. (c) ZZ versus target drive amplitude At for
several control drive amplitudes Ac (colorbar). Linear behav-
ior with respect to drive amplitude is observed when driving
both transmons, as predicted. As drive strength approaches
the drive detunings from the transmon transitions, this linear
dependence is predicted to break down (see supplementary
material).

state [24]. For the drive pulse, we use a cosine ramp with
a flat top, with the flat top of the pulse set to 40% of the
total pulse time. The parameters to calibrate include
pulse time τp, drive frequency ωd, drive amplitudes Ac

and At, and relative phase ϕd. Pulse time is determined
by experiments sweeping drive amplitudes and relative
phase, like those shown in Figure 2.

We calibrate the gate on a separate qubit pair than
was used for the preceding experiments, with parame-
ters ωc/2π = 5.4696 GHz (ωt/2π = 5.315 GHz), ηc/2π =
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FIG. 3. CZ Gate Calibration (a) Pulse sequence for cali-
brating the amplitude and frequency of the CZ pulse. The tar-
get is prepared in superposition, followed by the CZ pulse, and
then tomographic pulses T are applied to measure the target
qubit Bloch vector ri for each control qubit state |i〉 ∈ {0, 1}.
The global pulse amplitude and frequency are calibrated by
selecting parameters that maximize entanglement measure R.
(b) R as a function of the CZ gate amplitude A and drive
detuning from the target (ωd − ωt). There is a band of fre-
quencies where R is maximal to realize the CZ gate. There is
also a pulse amplitude around A = 0.1 where R is minimal,
corresponding to ZZ cancellation.

−270.5 MHz (ηt/2π = −273.0 MHz) with static ZZ cou-
pling ζ0/2π = 170 kHz, corresponding to an inferred
exchange coupling strength J = 2.79 MHz. We set
τp = 201 ns, and pulse amplitudes Ac, At and relative
phase ϕd are selected to maximize |ζ|.

To calibrate the drive frequency ωd and overall pulse
amplitude A, we find the values that maximize R. In
Figure 3 (b), one observes a bandwidth of 40 MHz where
maximal R is achievable. There is also a region around
A = 0.1 where R is approximately zero, corresponding to
ZZ interaction cancellation. To map the pulse to a CZ
gate, local phase corrections are calibrated by measuring
the individual qubit Pauli Z error using Ramsey-type
experiments.

To assess gate performance, we perform randomized
benchmarking (RB) [38, 39] experiments. We first per-
form Interleaved Randomized Benchmarking (IRB) [40],
shown in Figure 4 (a). The IRB protocol interleaves a
gate of interest between a sequence of randomly cho-
sen Clifford gates, also called Clifford twirling, which
randomizes gate errors to a depolarizing channel. The



4

sequence fidelity is measured with increasing sequence
length m and the decay parameter p is extracted by
fitting to the exponential model P (m) = A · pm [41].
Because IRB estimates FCZ using exponential decays,
it is insensitive to state preparation and measurement
(SPAM) errors. The decay parameter for the interleaved
experiment pIRB = 0.9672(7) and the reference experi-
ment pRB = 0.9744(9) give an estimate of the CZ gate
fidelity FCZ = 1 − d−1

d (1− pIRB/pRB) = 99.44(9)%,
where d = 2n for n qubits (here d = 4). The upper- and
lower-bounds on gate fidelity estimates from IRB have
been shown to span orders of magnitude [42]. When pRB
is comparable to pIRB , the IRB FCZ estimate uncertainty
increases. From these IRB results, the upper- and lower-
bounds on FCZ are between 91.9(2)% and 99.96(1)%,
spanning nearly 2 orders of magnitude in gate error (1-
FCZ).

To reduce gate fidelity estimate uncertainty, we run
the cycle benchmarking (CB) protocol [43], shown in Fig-
ure 4 (b). The CB protocol is similar to IRB, in that the
gate, or cycle, of interest is interleaved between randomly
chosen gates. Instead of Clifford gates, in CB the cycle
is twirled with multi-qubit Pauli gates, which are ten-
sor products of single-qubit Pauli gates. Pauli twirling
maps gate errors into stochastic Pauli errors, which are
measured by preparing each eigenstate of the multi-qubit
Pauli basis, e.g. XX or Y Z for two-qubit CB, and fitting
the sequence fidelity to an exponential decay parameter
(e.g., pXX , pY Z) as a function of CB sequence length.
The error rate ei = 1 − pi for Pauli eigenstate i mea-
sures errors in the cycle that do not commute with that
Pauli operator. We performed CB with cycle lengths of
m ∈ {2, 16, 32} for the CZ cycle, and for the empty cy-
cle to estimate the fidelity of the Pauli twirling gates,
and extracted the error rate of each Pauli term, which is
plotted in Figure 4 (b). Averaging over all Pauli prepa-
rations, we extract average Pauli decay parameters for
both cycles pCZ = 0.98937(8) and pI = 0.99702(3). We
then estimate the CZ gate fidelity as in the IRB pro-
tocol, to be FCZ = 1 − d−1

d (1− pCZ/pI) = 99.43(1)%,
with a worst-case (best-case) fidelity bound of 97.52(2)%
(99.764(5)%). Note that the interval between these
bounds from CB are narrower than that of IRB, because
the fidelity of the Pauli twirling operation is higher than
Clifford twirling.

To understand how to reduce the CZ gate error, it is
important to distinguish the different error sources. Dif-
ferent error types include coherent errors, such as mis-
calibration, stochastic errors, such as dephasing errors,
and leakage errors, involving population transfer to non-
computational states of the system. We measure the
leakage-per-gate using leakage randomized benchmark-
ing (LRB) [44, 45], realized by extracting |2〉-state out-
comes for Qc and Qt in IRB experiments. We fit the
qubit |2〉-state population data shown in Figure 4 (c) to
an exponential model [44, 45] for both reference RB and
interleaved RB experiments. We resolve the leakage-per-
gate for each transmon to be 0.014% and 0.007% for Qc
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FIG. 4. Benchmarking Results (a) Interleaved RB. Expo-
nential decay of Clifford sequence fidelity (y-axis) for different
Clifford sequence lengths with (gold) and without (blue) the
interleaved CZ gate. From reference and interleaved decay
parameters pRB = 0.9744(9) and pIRB = 0.9672(7), respec-
tively, we extract a CZ gate fidelity of 99.44(9)%. (b) Cy-
cle Benchmarking results. The error rate ei is obtained for
the prepared Pauli eigenstate i from the exponential decay
of sequence fidelity pi with increasing sequence length. A
larger error rate for a given Pauli eigenstate indicates errors
in the cycle that do not commute with the compiled Pauli
term. The process infidelity is the error averaged across Pauli
terms. By performing CB for the CZ gate (gold) and the
identity cycle (blue), we extract a gate fidelity of 99.43(1)%.
(c) Leakage Randomized Benchmarking. By monitoring the
|2〉 state of each transmon when running an IRB experiment,
the reference and interleaved |2〉 state population data are fit
to an exponential model to extract the leakage-per-gate for
each transmon. (d) Purity Benchmarking distinguishes co-
herent from stochastic errors by measuring the decay of the
purity (main plot) of the two-qubit density matrix by per-
forming state tomography for each random Clifford RB se-
quence, and comparing the purity decay to the RB decay.
Inset: breakdown of Clifford process infidelity between coher-
ent and stochastic contributions. We find stochastic error to
be the dominant source of error.

and Qt respectively, indicating leakage is not a dominant
source of errors for this gate.

To distinguish coherent and stochastic error sources,
we perform purity benchmarking [46, 47], which mea-
sures the decay of the purity of the two-qubit density
matrix by performing state tomography after Clifford RB
sequences. Figure 4 (d) shows the purity decay curve,
and the inset shows the breakdown of the Clifford pro-
cess infidelity eF = (1− pRB)

(
1− 1/d2

)
= 1.78(3) ·10−2

between coherent (eU = 0.37(3) · 10−2) and stochas-
tic (eS = 1.41(1) · 10−2) error types. The dominant
source of error in the gate is stochastic error. We es-
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timate the decoherence-limited Clifford process infidelity
edecoh. using the measured T1 and T echo

2 for Qc (Qt) of
T1 = 65(5)µs (T1 = 58(9)µs) and T echo

2 = 86(6)µs,
(T echo

2 = 77(8)µs), and the average Clifford gate length
of 389 ns, which gives edecoh. = 0.76 · 10−2. The larger
observed eS than the edecoh. suggests that other forms
of stochastic error are present beyond those introduced
by relaxation and dephasing of the qubit transition lev-
els. This could be due to decoherence channels of higher
transmon levels participating in the interaction via state
hybridization between computational and noncomputa-
tional levels during the drive [27]. We measured reduced
coherence when applying the CZ drive, described in the
supplementary material. To summarize, we measure the
CZ gate fidelity to be 99.43(1)%, with low leakage and
the dominant source of remaining errors being stochastic
error. The discrepancy between stochastic error and pre-
dicted error from decoherence suggests additional sources
of stochastic error are present during the gate.

We have demonstrated a tunable ZZ interaction be-
tween fixed frequency, fixed coupling transmons using off-
resonant, simultaneous charge drives. This tunable ZZ
coupling enables both cancellation and enhancement of
the static ZZ interaction. We implemented a high fidelity
CZ gate that is resilient against drive crosstalk and static
ZZ interactions during the gate. We expect with this in-
teraction one can leverage higher exchange coupling J be-
tween qubits to further reduce CZ gate times, and multi-
path couplers that suppress static ZZ [18] can be com-
bined with this drive to eliminate the unwanted ZZ dur-
ing idling [7] or during operation of other gates. Further,
the off-resonant character of the interaction provides
drive frequency flexibility, reducing frequency crowding
constraints with scaling up fixed frequency, fixed coupling
quantum processors. Quantifying multi-qubit errors of
this gate on a larger quantum processor, including spec-
tator errors and simultaneous gate operation with spec-
tator ZZ cancellation, is a subject of future work. While
we utilize this charge-activated tunable ZZ interaction
to implement a CZ gate, it can also be applied to sim-
ulation of exotic quantum many-body physics, including
the extended Bose-Hubbard model [48–51] and nonre-
ciprocal interacting photonic systems [52, 53], as well as
realizing native quantum stabilizer measurements [54],
without the need for additional flux-based tunable com-
ponents.

We thank Larry Chen, Trevor Chistolini, William Liv-
ingston, Dr. Long Nguyen, and Dr. Jean-Loup Ville for
valuable discussions. This material is based upon work
supported in part by the U.S. Army Research Laboratory
and the U.S. Army Research Office under contract/grant
number W911NF-17-S-0008 and the National Defense
Science & Engineering Graduate (NDSEG) Fellowship.
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