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Multimode cavity quantum electrodynamics —where a two-level system interacts simultaneously
with many cavity modes—provides a versatile framework for quantum information processing and
quantum optics. Due to the combination of long coherence times and large interaction strengths,
one of the leading experimental platforms for cavity QED involves coupling a superconducting cir-
cuit to a 3D microwave cavity. In this work, we realize a 3D multimode circuit QED system with
single photon lifetimes of 2 ms across 9 modes of a novel seamless cavity. We demonstrate a variety
of protocols for universal single-mode quantum control applicable across all cavity modes, using
only a single drive line. We achieve this by developing a straightforward flute method for creat-
ing monolithic superconducting microwave cavities that reduces loss while simultaneously allowing
control of the mode spectrum and mode-qubit interaction. We highlight the flexibility and ease of
implementation of this technique by using it to fabricate a variety of 3D cavity geometries, providing
a template for engineering multimode quantum systems with exceptionally low dissipation. This
work is an important step towards realizing hardware efficient random access quantum memories
and processors, and for exploring quantum many-body physics with photons.

Circuit quantum electrodynamics (cQED) [1] has
emerged as the preeminent platform for quantum optics
and realizing quantum memories [2]. While studies of
quantum optics with cQED have largely been restricted
to a single or few cavity modes, the extension of cQED to
many cavity modes (multimode cQED) promises explo-
rations of many-body physics with exquisite single pho-
ton control. Multimode cavities are an efficient way of
realizing many co-located cavity modes that can be si-
multaneously coupled to and controlled by a single phys-
ical qubit, ideal for creating multi-qubit quantum memo-
ries while reducing the number of physical lines required.
A challenge currently limiting applications of multimode
cQED in quantum information science—and the scaling
to larger systems—is the need for longer coherence times.

3D superconducting cavities possess the longest co-
herence times in cQED [3], and while being intrinsi-
cally linear, can be strongly coupled to a nonlinear su-
perconducting transmon circuit to realize universal gate
operations [4, 5]. The resulting high cooperativities
have enabled many fundamental experiments in quan-
tum information science and quantum optics, including
demonstrations of quantum error correction [6–8] and
fault tolerance [9]. While quantum control has also
been extended to two-cavity modes coupled to the same
qubit [10], where it has been used to mediate gate oper-
ations and interactions [11, 12], it has so far not been ex-
tended to many cavity modes. Building multimode sys-
tems that leverage 3D cavities will enable explorations of
a new regime of many-body quantum optics. Using a sin-
gle physical qubit to control a multimode memory also

allows us to potentially multiplex ∼ 10 − 1000 modes,
thereby providing a promising solution to the problem
of wiring large quantum processors, and allowing su-
perconducting quantum systems to go beyond the noisy
intermediate-scale quantum era [13, 14].

Multimode cQED systems with strong light-matter in-
teractions have been realized in a variety of 2D quan-
tum circuits, with a Josephson-junction-based supercon-
ducting qubit coupled to many nearly harmonic modes.
These include transmission line resonators [15], supercon-
ducting lumped-element [16–18] and Josephson-junction-
based meta-materials [19], and electromechanical sys-
tems [20], highlighting the breadth of quantum optics
and simulation problems that can be addressed with mul-
timode cQED [21]. A multimode cQED system compris-
ing a chain of strongly coupled coplanar waveguide res-
onators was also used to realize a random access quantum
processor in which a single transmon mediated gate op-
erations between arbitrary mode pairs [22]. For scaling
such multiplexed systems to larger Hilbert spaces, the
harmonic modes (quantum memories) must have much
longer coherence times than the transmon qubit (quan-
tum bus).

In this letter, we demonstrate a flexible 3D multimode
cavity platform capable of high cooperativities across
many cavity modes. To do this, we develop a new flute
technique that enables the creation of a variety of cav-
ity geometries while eliminating seam loss—arising from
supercurrents crossing mechanical interfaces—present in
the construction of many cavity designs. Using this tech-
nique, we realize a state-of-the-art multimode cQED sys-
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Device Mode f0(GHz) Qint Se(1/m) Sm(1/m)
R(5N) TE101 6.84 1.15× 107 409 505
R(6N) TE101 6.75 9.73× 106 ” ”
P(6N) TE101 6.011 2.1× 107 420 550
MM1(5N5) TE10n 7− 8.8 2.8− 6.2× 107 420− 422 533− 543
MM2(5N5) TE10n 5.4− 6.9 6.5− 9.5× 107 398− 403 513− 537
Cyl(6N) TM010 6.389 2.54× 107 64 187
Coax(5N) λ/4 6.602 9.79× 107 577 490

(a) (b)

(d)(c)

(e)

FIG. 1. Outline of seamless flute cavity design. (a) An

FE model showing the ~E-field magnitude for the TE101 mode
of a rectangular waveguide cavity. (inset) A side-view cut-
away of the flute design highlighting the overlapping holes,
with the effective mode volume highlighted in green. The
evanescent decay through the holes is also shown, where β is
the waveguide propagation constant for the TM0m modes of
the hole. (b) A picture of the R(5N) cavity. (c) An FE model

of a cylindrical style flute cavity showing the ~E-field magni-
tude for the fundamental TM010 mode. (inset) A top-view
cutaway showing the effective mode volume created by the
hole overlap. (d) A picture of the C(6N) cavity. (e) A table
outlining the performance of various cavity geometries, high-
lighting the internal quality factors (Qint), and the magnetic
(Sm) and electric (Se) participation ratios from FE simula-
tions.

tem consisting of a monolithic 3D multimode cavity with
coherence times exceeding 2 ms across the mode spec-
trum. We perform quantum operations on 9 of the cavity
modes using a single superconducting transmon circuit
placed at one end of the cavity, extending a variety of
universal cavity control schemes—based on the disper-
sive interaction—to a multimode system.

The flute technique creates a cavity through the over-
lap of holes drilled from the top and bottom of a mono-
lithic piece of superconductor, resulting in the generation
of a cavity volume with no seams. This is illustrated in
Fig. 1 (a) and (c) for a rectangular and cylindrical cavity,
where we show finite element (FE) simulations of the fun-
damental cavity mode and visualize the creation of the
cavity volume through the overlap of the holes (insets,
cavity volume highlighted in green). The hole diameter
is chosen such that the cutoff frequency of the waveguide
mode is much higher than that of the cavity modes. This

ensures that the cavity mode energy density at the vac-
uum interface is exponentially suppressed, with the hole
depth and diameter chosen such that the quality factor
limit due to evanescent coupling to vacuum exceeds 109

for all the manipulable cavity modes (see Supplemental
Material (SM) [23]), similar to the values for evanescent
loss for a single mode coaxial λ/4 cavity [24]. As a re-
sult, despite the cavity being full of holes, we realize high
quality factor cavities limited only by intrinsic losses.

We used the flute method to construct a number of cav-
ities with various geometries, using aluminum ranging in
purity from 5N (99.999%) to 6N (99.9999%), whose mode
frequencies, quality factors, and geometric surface partic-
ipation factors are summarized in the table in Fig 1 (e).
In addition to the rectangular pan-pipe [R(5N), R(6N),
P(6N) [25]] and cylindrical cavities [Cyl(6N)] depicted in
Fig. 1 (b) and (d) respectively, we also measured the co-
herence of rectangular multimode cavities [MM1(5N5),
MM2(5N5)]. During fabrication, successive drilling and
honing steps were used ensure a smooth and uniform fin-
ish of the cavity interior and to reduce the formation of
metal burrs at the hole-cavity interface, followed by etch-
ing to remove surface damage induced from the manufac-
turing process. The average surface roughness after the
full process was measured to be 2-3.6 µm for R5N (see
SM [23]). We also measured the internal quality factor
of a 5N aluminum coaxial λ/4 cavity that underwent the
same etching process to be 97 million—comparable with
the best quality factors observed in this cavity geometry
in aluminum [26]. When the cavity losses are scaled by
their geometric magnetic (Sm) and electric (Se) surface
participation ratios [3, 27], the MM2(5N5) cavity internal
quality factors are comparable to those achieved in the
coaxial cavity, ranging from 65− 95 million over the first
9 modes. The losses seen in the other cavity geometries
differ by nearly a factor of 2 from that expected from the
coaxial cavity Q even once the geometric scaling is taken
into account, attributed to variations introduced in the
manufacturing and surface treatment (See SM [23]).

While all 3D cavities are naturally multimodal, the
usability of the modes depends on the mode frequencies,
and the electric field participations at the qubit location.
We achieve these requirements by using the TE10m modes
of a long rectangular waveguide cavity whose spectrum
is given by ν1m = c

2

√
(1/h)2 + (m/l)2, where m is the

mode number along the cavity length (l). The frequency
of the fundamental mode (Fig. 2 (a)) is tuned by the cav-
ity height (h), the second smallest cavity dimension. We
operate on modes with a single antinode along h, and an
increasing number of antinodes along l, as illustrated by
the 9th mode in Fig. 2(b). In this regime, the mode spac-
ing scales inversely with length, with the modes near the
cutoff frequency having significant dispersion (dashed red
lines in Fig 2(e)). We can change this dispersion by mod-
ulating the cavity height by varying the top and bottom
hole overlap across the cavity length, with the quadratic
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FIG. 2. Dispersion engineering in a multimode flute
cavity (a),(b) FE simulations showing the magnitude of

the electric field (| ~E|) for the first, and the ninth mode of

a long rectangular cavity. (c),(d) | ~E| profile for a similar
cavity with the height tapered according to the expression
hcav(x) = h0 − αx2. (e) Mode spectrum of a tapered multi-
mode flute cavity [MM1(5N5)] measured at room temperature
(blue), and the simulated eigenfrequencies for a non-tapered
cavity (red vertical lines) of the same length.

profile shown in Fig 2(c) and (d) resulting in a nearly
constant mode spacing, demonstrated by the transmis-
sion measurement in Fig 2(e)(blue) for MM1(5N5). This
has the additional effect of lensing the field towards one
side of the cavity, increasing the coupling to the qubit (lo-
cation indicated by arrows) for the higher order modes.
We are therefore able to tune both the mode disper-
sion and mode-qubit coupling by modulating the cavity
height. Increasing the cavity length leads to more modes
in a given bandwidth, with the mode spacing being ulti-
mately limited by off-resonant interactions between the
qubit and non-target modes.

We control the cavity modes using a superconducting
transmon circuit that serves as a quantum bus that cou-
ples to all the modes. The choice of the number of modes
is also informed by the coherence times of the transmon
and the cavity modes – the gate error while operating on
a target mode should be comparable to the accumulated
idle errors of the non-target modes. This suggests that
the number of usable modes scales as nm = T c

1/T
q
1 , where

T c
1 and T q

1 are the cavity and qubit relaxation times re-
spectively. With our average measured T c

1 ∼ 2 ms and
T q
1 ∼ 80 − 100 µs, we are able to control Hilbert spaces

of ∼ 10 modes before being limited by errors from mul-
tiplexing. The superconducting transmon circuit is si-
multaneously coupled to all the cavity modes by placing
it at one end of the multimode flute cavity as shown in
Fig. 3 (a), where the first 9 modes have couplings ranging
from 50− 170 MHz. The capacitor pads of the transmon
act as antennas that couple to the electric fields of the
modes of the storage cavity (red) and a second adjacent
smaller flute cavity used for readout (green). This in-
teraction allows the cavity control operations developed
in single-mode systems to be applied to any mode of the
multimode cavity, all through a single drive line that cou-
ples directly to the readout resonator, corresponding to
a ten-fold reduction in the number of control lines.

We demonstrate 3 different ways of controlling the cav-
ity modes, all of which use the Josephson non-linearity of
the transmon to exploit different physics of the system.
These protocols differ in the required drive strengths, fre-
quencies, and gates times, but result in similar infideli-
ties up to prefactors in the regime where the transmon is
the dominant source of decoherence. These are (1) res-
onant photon exchange mediated by 4-wave mixing pro-
cesses, (2) cavity displacements used in conjunction with
photon number selective phase gates (SNAP) [4], and
(3) cavity drives within subspaces engineered by photon
blockade [28, 29]. These schemes can also realize gate
operations and interactions between modes. The control
methods can all be understood by rewriting the junction
phase in terms of the dressed states arising from the in-
teraction with the modes, and expanding the transmon
Josephson energy to quartic order:

HI =
α

12

(
βtĉ+

∑

m

βmâm + βr(âr + ξd) + c.c

)4

(1)

Here, α is the transmon anharmonicity, and βt, βr, βm are
the participations of the transmon, readout, and storage
modes in the phase of the transmon junction, respec-
tively. ξd is the combined readout and transmon drive
displacement precessing at the drive frequency, and all
operators are rotating at their natural frequencies (See
SM [23]). This interaction leads to a 4-wave mixing pro-
cess (∼ √χmχr ĉ

2â†mξd/2) that takes two photons in the
transmon (|f0m〉) to one photon in the storage mode
(|g1m〉) using a single-drive tone at their difference fre-
quency, as illustrated in Fig. 3(b). This |f0〉 − |g1〉 side-
band ([11, 30]) can be used to perform SWAP operations
on the modes in 0.5−1 µs, and is illustrated in Fig. 3(c).

The interaction described in Eqn. 1 results in a dis-
persive shift (χmâ

†
mâmĉ

†ĉ) which leads to the qubit fre-
quency being dependent on the photon number of each
cavity, resulting in well-resolved transitions due to the
high cooperativity [31]. In the SNAP protocol, we
use a combination of number selective qubit rotations
(|gnm〉 ↔ |enm〉) and cavity displacements for universal
control, as illustrated in Fig. 3(d). The pulse sequences
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FIG. 3. Quantum control of multimode flute cavity using a transmon. (a) A schematic of the multimode flute
cavity [MM2(5N5)] showing the location of the storage cavity (red), readout cavity (green), and transmon chip (blue). (b)
Energy level diagram illustrating cavity state preparation using |f0i〉 − |g1i〉 charge sideband transitions. (c) Corresponding
sideband Rabi oscillations for mode 3 obtained after initializing the transmon in the |f〉 state, and driving at the |f03〉 − |g13〉
difference frequency. (d) Energy level diagram illustrating control of the cavity using SNAP gates with resonant drives on the
cavity (red) and the transmon (blue). (e) x (solid) and y (dashed) quadratures of the optimal control pulses acting on the
transmon (Ω, top) and the cavity (ξ, bottom), used to prepare cavity mode 2 in |1〉. (f) Measurement of the resulting state
using Wigner tomography (left), and photon number resolved qubit spectroscopy (right). (g) Energy level diagram illustrating
state preparation by photon blockade using a resolved transmon pulse resonant with |g2i〉 − |e2i〉 (green). The resulting Rabi
splitting makes the cavity mode anharmonic, with a weak resonant cavity drive (red) producing Rabi oscillations, as shown in
(h) for mode 3 (See SM [23]).

are obtained through optimal control using the gradi-
ent ascent pulse engineering (GrAPE) algorithm [5, 32].
The optimal control pulse shown in Fig. 3(e) is used to
prepare Fock state |1〉 in mode 2, as shown in Fig. 3(f).

Resolved transmon drives resonant with transitions
corresponding to different photon numbers can also be
used to blockade selected states and thus carve the al-
lowed Hilbert space that is connected by a single cav-
ity drive tone. This is illustrated in Fig. 3(g), where a
resonant |g2m〉− |e2m〉 drive hybridizes the states, selec-
tively shifting their energies by the Rabi drive strength
Ω (for Ω � χm). The cavity mode thus inherits an an-
harmonicity Ω, with the |2〉 state being blockaded [28].
A sufficiently weak cavity drive (ε� Ω) therefore results
in a Rabi oscillation, as shown in Fig. 3(h), which can be
used to prepare an arbitrary qubit state of |0〉 , |1〉 in any
cavity mode. This scheme can be generalized to perform
universal operations on qudits realized in any mode, and
to prepare multimode entangled states with appropriate
choice of the blockade drive [29].

The fidelity of these cavity control protocols is lim-
ited primarily by decoherence arising from the transmon
during the gate operation. The gate speed is set by the
dispersive shift, shown as a function of the mode fre-
quency for MM2(5N5) in Fig. 4(a, left). The minimum
transmon-induced infidelty scales as ∼ 1/(χTq) up to
prefactors, where Tq is the minimum of the qubit decay
and decoherence time. Although the transmon is only

directly occupied during the SNAP and resonant side-
band SWAP gates, the minimum infidelity for photon-
blockade gates is also the same, after optimizing the drive
strength to minimize leakage and blockade-induced Pur-
cell decay. The gate fidelities are also a function of the
instrinsic quality factors of the modes, which range from
65 − 95 × 106, as shown in Fig. 4(a, right). This results
in an expected additional infidelity of 0.1 % for the side-
band and SNAP gates, and ∼ 1 − 2 % for the longer
blockade gates (See SM [23]).

We characterize the decay and decoherence times of
the cavity modes by T1 and Ramsey measurements, the
results of which are shown in Fig. 4(b). Here, each cav-
ity mode is initialized in the |1〉 and |0〉 + |1〉 states us-
ing cavity Rabi oscillations performed in the presence of
photon blockade, as shown in Fig. 3(d). The T1 times
of all the cavity modes were ∼ 2 ms, while the T2 times
range from 2 − 3 ms (see SM [23]). The deviation of
T2 from 2T1 is consistent with additional dephasing from
cavity frequency fluctuations arising from thermal exci-
tations of the transmon (blue band in Fig. 4(b)). These
coherence times are nearly two orders of magnitude bet-
ter than those that have been reported in any multimode
cQED system. The coherence times of any of these cav-
ity modes is also comparable to the longest reported in
single or few-mode 3D cQED systems.

In summary, we have demonstrated a new flute method
for creating high quality factor seamless cavities with tai-
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lored mode-dispersion and mode-qubit couplings, ideally
suited for creating multimode circuit-QED systems with
high cooperativities across all modes. As quantum sys-
tems increase in volume and processor size, one of the
most important challenges is the hardware overhead of
lines and attendant equipment required for the control
of every qubit or cavity mode. In this work we have
demonstrated—with a single control line—a variety of
schemes for universal control of ∼10 cavity modes using
the nonlinearity of a single transmon. This is an impor-
tant step for realizing cavity-based random access mem-
ories and processors, and toward creating exotic many-
body states of microwave photons, such as fractional
quantum Hall phases [33, 34] and those stabilized by N-
body interactions [29]. In principle, this control can be
extended to ∼1000 cavity modes by leveraging state-of-
the-art niobium accelerator cavity technology to achieve
single-photon lifetimes > 2s [35]. While we have demon-
strated quantum control of a single multimode cavity,
these systems can also act as modules which can be co-
herently coupled [36] to build larger processors and per-
form quantum error correction with minimal hardware
overhead.
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