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Disorder and interactions can lead to the breakdown of statistical mechanics in certain quantum
systems, a phenomenon known as many-body localization (MBL). Much of the phenomenology of
MBL emerges from the existence of ¢-bits, a set of conserved quantities that are quasilocal and binary
(i-e., possess only +1 eigenvalues). While MBL and ¢-bits are known to exist in one-dimensional
systems, their existence in dimensions greater than one is a key open question. To tackle this
question, we develop an algorithm that can find approximate binary ¢-bits in arbitrary dimensions
by adaptively generating a basis of operators in which to represent the ¢-bit. We use the algorithm
to study four models: the one-, two-, and three-dimensional disordered Heisenberg models and the
two-dimensional disordered hard-core Bose-Hubbard model. For all four of the models studied, our
algorithm finds high-quality ¢-bits at large disorder strength and rapid qualitative changes in the
distributions of ¢-bits in particular ranges of disorder strengths, suggesting the existence of MBL
transitions. These transitions in the one-dimensional Heisenberg model and two-dimensional Bose-
Hubbard model coincide well with past estimates of the critical disorder strengths in these models
which further validates the evidence of MBL phenomenology in the other two and three-dimensional
models we examine. In addition to finding MBL behavior in higher dimensions, our algorithm can

be used to probe MBL in various geometries and dimensionality.

Introduction.— It is natural to expect quantum sys-
tems to obey statistical mechanics. However, there is
increasing evidence that there exist disordered strongly
interacting quantum systems that do not obey the laws
of statistical mechanics and never reach thermal equi-
librium — a phenomenon known as many-body localiza-
tion (MBL) [1-7]. A key feature of MBL systems is they
exhibit robust emergent integrability, i.e., they possess
many quasilocal [8] conserved quantities (known as (-
bits) [9-11]. The existence of these robust conserved
quantities is strongly related to other well-known prop-
erties of MBL, such as area-law entanglement of excited
states and logarithmic growth of entanglement entropy
under time-evolution [5-7]. Numerical methods have
been key to studying MBL [12-21], but have mostly been
limited to small finite-size systems and one spatial dimen-
sion.

A key open question that remains is the role of di-
mensionality in MBL [7]. In one-dimension, there is sig-
nificant numerical and analytic evidence for MBL phe-
nomena (although even this is still controversial [22]). In
higher dimensions, the situation is less clear. Cold-atom
experiments show some signatures of slow thermalization
in two and three dimensions [23-25]. Some have argued
that MBL phases are unstable to rare ergodic regions
that trigger thermalizing avalanches [26, 27]. Others have
suggested that an MBL phase might survive but only in
nonstandard thermodynamic limits [28-30]. In this work
we take a pragmatic approach and numerically search
for ¢-bits in higher dimensions, which we take as a prac-
tical signature of MBL. Being able to predict properties
of MBL in higher dimensions is also key to making the
connection to two and three dimensional cold-atom ex-
periments. While some numerical approaches exist in
two-dimensions [31-41], simulating MBL in higher di-

mensions is still largely intractable and it is important to
develop new numerical techniques, particularly in three-
dimensions, where to our knowledge no numerical studies
have been done.

In this work, we present a new algorithm for finding ap-
proximate ¢-bits (or ¢-bit-like operators [28]) in interact-
ing disordered systems of arbitrary dimensions. In MBL
systems, an exact ¢-bit is an operator that (1) is quasilo-
cal, (2) commutes with the Hamiltonian, and (3) has a
binary spectrum, i.e., a spectrum of half +1 and half —1
eigenvalues. Our algorithm constructs an approzrimate
£-bit by finding an operator that satisfies these three
properties as closely as possible. Property (1) is approx-
imated by representing the approximate ¢-bit as a linear
combination of finitely many local Pauli strings, while
properties (2) and (3) are approximated by minimizing
an objective function using gradient descent. Some pre-
viously developed numerical methods for finding ¢-bits
in MBL systems have attempted to enforce these prop-
erties exactly [42-47]. Other methods have attempted
to numerically construct operators that approximately
satisfy properties (1) and (2) and either exactly enforce
the binary property (3) [33, 48] or do not enforce that
property at all [32, 49-54]. Many of these methods have
required numerically expensive calculations, e.g., exact
diagonalization or large bond-dimension tensor networks,
and, except for the methods of Refs. 32, 33, and 35, have
been limited to the study of one-dimensional chains. Our
algorithm can efficiently produce operators that are rea-
sonable approximations of binary, quasilocal ¢-bits in ar-
bitrary dimensions.

Using our algorithm, we study four model Hamiltoni-
ans: the disordered Heisenberg model in one, two, and
three-dimensions, and the disordered hard-core Bose-
Hubbard model in two-dimensions (also examined in



Refs. 35 and 36). In all models studied, we find high
quality ¢-bits at high disorder strengths suggesting MBL
behavior and see statistical signatures of a potential tran-
sition from localized to delocalized integrals of motions.
Our results provide new evidence for the existence of
MBL phenomenology in two and three-dimensions.

Background.— In this work, we investigate two differ-
ent types of Hamiltonians. First, we consider the disor-
dered spin-1/2 Heisenberg model
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where the first summation is over nearest neighbor sites
of a 1D, 2D, or 3D lattice, h; € [-W, W] are random
numbers drawn from a uniform distribution, and W is the
disorder strength. The 1D model has been extensively
investigated numerically, mostly using exact diagonaliza-
tion [12, 14, 17, 55, 56] and tensor networks [18, 20, 57—
62]. However, the model in higher dimensions has, up to
this point, been largely unexplored [32, 39).

Second, we consider the disordered Bose-Hubbard
model

(i5) i i
(2)

where the first summation is over nearest neighbor sites
of a two-dimensional square lattice, az and a; are bosonic

creation and annihilation operators, n; = a;rai, and §; are
random on-site potentials drawn from a Gaussian distri-
bution with full-width half-maximum A. This model ap-
proximately describes the interactions between bosonic
87Rb atoms in a two-dimensional disordered optical lat-
tice experiment [23], where a potential MBL-ergodic
transition was observed at A%"P a2 5.5(4) with U’ = 24.4.
Refs. 35 numerically studied this model in the hard-core
limit using tensor networks, where they found a transi-
tion at A" ~ 19; we too work in this limit.

Generically, a Hamiltonian such as Eq. (1) or (2) can
be represented as

H= Z hiT? + Z Jyriri + > Jywririni 4o (3)
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where izl-, jm ... are coupling constants and 77 = UTJfU
where U is a unitary that diagonalizes the Hamiltonian.
The 77 operators are integrals of motion ([H,77] = 0)
that mutually commute ([77,77] = 0) and have a binary
spectrum ((17)? = I and tr(77) = 0). Note that these
operators are not unique since there exist many unitaries
that diagonalize H. In MBL systems, the 77 operators
can be made quasilocal, so that the support of the opera-
tors decays rapidly away from a single site on which they

are localized, and are known as ¢-bits. A 77 operator can

be written as
| B

TE = anOa, (4)
a=1

where ¢, is a real coefficient, O, is a Pauli string (a prod-
uct of Pauli matrices, such as ofo%0%), and B = {(’)a}lale1
is a basis of Pauli strings of size |B|. The quasilocality
of /-bits make it possible to accurately represent them
using a small, finite basis B of local Pauli strings.

To quantify quasilocality, we can define the weight w,

of a 77 operator [43, 54] as

— ZaEBr |Ca|2
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where r is the spatial coordinate of a site in the lattice
and B, is the set of (labels of) Pauli strings in the basis
B with (non-identity) support on lattice coordinate r.
The weight w, decays rapidly in MBL phases, as shown
in Fig. 1.

Method.— Our algorithm constructs quasilocal oper-
ators 77 that approximately commute with the Hamil-
tonian and are approximately binary. In particular, the
algorithm optimizes the ¢, parameters in Eq. (4) to min-
imize the objective function

Zl{ca}) = oll[H, ]I + BII(r)* — 1%, (6)

where o, 8 > 0, [|O]|? = tr (OT0) /tr (I) is the Frobe-
nius norm, and [ is the identity operator. As described
in the supplement [63], this minimization is done using
gradient descent and Newton’s method. Note that if the
second term of Eq. (6) is zero, then the eigenvalues of
77 have exactly equal sectors of +1 eigenvalues because
77 is traceless. Also note that while we do not constrain
77 to be normalized (||77]|? = Y., 2 = 1), it stays ap-
proximately normalized during the optimization because
of the second term of Eq. (6). We set « = 5 = 1.

Rather than perform a single minimization of Eq. (6)
in a fixed basis B, we iteratively and adaptively build the
basis during the minimization (similar in spirit to selected
configuration interaction, an adaptive basis technique in
quantum chemistry [64-67]). The steps of the algorithm
are:

1. Initialize B = {07 }.

(5)
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2. Expand B by adding new Pauli strings.
3. Minimize Eq. (6) in basis B.
4. Repeat steps 2-3 while |B| < |B|maa-

In step 1, we initialize the basis with a single Pauli ma-
trix at site ¢. In step 2, we expand the basis by includ-
ing new Pauli strings that are important for minimiz-
ing the objective in Eq. (6). In particular, our heuris-
tic expansion procedure is two-step: (a) first, we com-
pute [H,[H,77]] = >.,¢,0, and add M; new Pauli
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FIG. 1. Typical weights wy of random 7 for the (a) 1D,
(b) 2D, and (c) 3D disordered Heisenberg models at different
disorder strengths.

strings O, to B with the largest amplitudes |c/| [68];
(b) then, we compute (77)*> — I = > cllO, and add
My new Pauli strings to B with the largest amplitudes
|c]. The logic behind step (a) is that, to cancel the re-
mainder of [H,77], we need to add Pauli strings that,
when commuted through the Hamiltonian, coincide with
the remainder. These are the terms in [H, [H,77]]. The
logic is similar for step (b). In our calculations, we set
M; = Ms = 100 and perform 11 basis expansions, so
that we expand by up to 200 Pauli strings per iteration
to a maximum basis size of |B|pe. = 2201. In step 3,
we perform gradient descent with the ¢, parameters in
Eq. (4) initialized to the optimized values obtained in the
previous basis size, but rescaled so they are normalized
to one.

We execute our algorithm on 1D, 2D, and 3D periodic
lattices of size 101, 21 x 21 and 11 x 11 x 11, respectively.
It is important to note that, because of the basis sizes
|B| considered, the optimized 77 never reach the lattice
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FIG. 2. The average and median commutator norms
I[H,7]||*> and binarities ||(7)? — I||*> (only for (a)) of our
optimized 7 operators for the disordered (a) 1D Heisenberg
model and (b) 2D and 3D Heisenberg models and 2D hard-
core Bose-Hubbard model. The average commutator norms
obtained by Ref. 35 (Wahl 2019) using shallow 2D tensor net-
works for the 2D Bose-Hubbard model are also shown. Note
that the method of Ref. 35 finds all 77 in a 10 x 10 lattice,
while our method finds only a single 77.

boundaries, indicating that our calculations do not ex-
hibit any finite system-size effects or boundary effects,
but do exhibit finite basis-size effects.

Our code is available online [69] and is based on the
Qosy package [70].

Results and discussion.— Using our algorithm, we ob-
tain 77 operators for 1600 random realizations of the dis-
ordered Heisenberg models of Eq. (1) and for 800 realiza-
tions of the disordered hard-core Bose-Hubbard model of
Eq. (2) [71]. In this section, we present some statistical
properties of the (normalized) 77 operators that our al-
gorithm finds after the final iteration of basis expansions
(see supplement for earlier iterations).

At high disorder, we find 77 operators that are largely
binary and nearly commute with the Hamiltonian for all
four models studied (see Fig. 2). This is anticipated in
an MBL phase where quasilocal operators should be well
represented by a small local basis of operators. However,
the algorithm’s ability to find good ¢-bits becomes 1-2
orders of magnitude worse with respect to both the com-
mutator norm ||[H, 77]|? and binarity ||(77)? — I||* with
decreasing disorder strength. We also compare the rate
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FIG. 3. Interpolated histograms of |(77,07)|? at different dis-
order strengths. The histograms are made of 50 evenly spaced
bins (25 for 2D Bose-Hubbard) and are normalized so that at
a fixed disorder strength the maximum of the histogram is at
a value of 1. The black lines are contour lines corresponding
to normalized histogram values of 0.2, 0.4, 0.6, and 0.8.

of convergence as a function of basis size (see Figs. 523-
24 in supplement); while the errors decrease with basis
size, they fall off slowly. Improving the rate of conver-
gence is an interesting area for future improvement of the
algorithm.

An important statistical quantity that we consider is
the overlap |[(77,07)|? [72] (see Fig. 3 for their distribu-
tions). At high disorder, most 77 operators are localized
so that (77, 07)|? ~ 1, with the distribution exhibiting a
quickly decaying tail away from this value. At low disor-
der, there are almost no operators with [(77,07)|? ~ 1;
instead most operators have an overlap with a non-zero
value significantly below one. For all the models studied,
we find a rapid change in the probability distribution of
these operator overlaps over a narrow region of disorder;
within this region we see hints of bimodality [13, 16, 17]
of the probability distribution. We would anticipate that
this rapid change signals a “transition.”

We find in 1D that the location of this transition re-
gion is in good agreement with the accepted location of
the MBL-ergodic transition in the range 3 S W S 3.5
[12, 14, 17, 43, 44, 50, 51, 53, 54, 56, 59, 62]. More-
over, the transition region of 14.5 < A < 25.5 in the
2D hard-core Bose-Hubbard model is consistent with
the critical disorder strength of A ~ 19 estimated by
Ref. 35. The rapid changes in the probability distribu-
tions of |(r7,07)|? in the 2D and 3D Heisenberg models
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FIG. 4. The average correlation lengths of our 77 operators
versus disorder strength. For comparison, we show average
correlation lengths of ¢-bits obtained by Ref. 46 (Varma 2019)
for the 1D model and by Ref. 35 (Wahl 2019) for the 2D Bose-
Hubbard model. Horizontal dashed lines are drawn at (a) £ =
1/1n(4) and (b) & = 1/1n(4?); shading indicates our estimates
of the transition regions (see Fig. 3 and supplement).

and their high overlap at large disorder then suggests
that similar MBL transitions exist in these models as
well. These transitions happen around 8.5 S W < 10.5
and 18.5 < W < 28.5, respectively. See supplement for
details on the estimation of the approximate location of
the transition regions.

We note that in 1D, the two peaks of |[(77,07)|? in
the transition region are more separated than in higher
dimensions. We believe this is due to limitations of the
basis size; in 1D, as the basis size | B| grows the separation
between the peaks also grows (see supplement) and we
expect the same to hold for other models.

Another quantity we use to characterize 717 is
the correlation length, shown in Fig. 4. We ob-
tain correlation lengths by fitting the function w, =
e~ Ir=rill/& /(S e~ =rill/€) to the weight wy of Eq. (5)
for the 77 centered at site r; using a non-linear least-
squares fit [73]. We should note that while this fitting
procedure gave sensible results for all models, other rea-
sonable ways of fitting these approximate ¢-bits were less
robust. For a wide range of disorder strengths, our 1D
Heisenberg model correlation lengths agree with those
obtained by Ref. 46 (see supplement for additional corre-



lation length comparisons). For large disorder strengths,
our 2D Bose-Hubbard correlation lengths agree with
those obtained by Ref. 35 using shallow 2D tensor net-
works, but take on larger values at low disorder strength.
As shown in Fig. 2(b), our ¢-bits have significantly lower
commutator norms, so might be able to more accurately
capture the 77 operators near the transition. As expected
theoretically, none of the correlation lengths diverge at
the “transition.” Interestingly, we empirically find that
¢ ~ 1/1In(4%), where d is the spatial dimension, near the
transition region. While the d = 1 value agrees with some
theoretical predictions [46], we are not aware of expected
values of correlation lengths at the transition region in
higher d and these values in larger dimensions might be
coincidental.

Finally, we note that for the 2D Bose-Hubbard model
we see a sharp change in the histogram of |(77,07)|? at
A = 3 (see Fig. 3) somewhat close to the AS™P ~ 5.5(4)
value obtained experimentally by Ref. 23. Near this dis-
order strength the binarity of our ¢-bits increases sharply
and so this behavior could simply be attributed to a
breakdown of our algorithm (see supplement); nonethe-
less, we cannot rule out that the algorithm breaking down
near this low A is somehow related to the results seen in
the experimental systems.

Outlook.— We present an algorithm for constructing
high-quality approximations of quasilocal binary inte-
grals of motion and use it to study MBL in four different
models. This algorithm works by adaptively building a
basis of operators in which to construct the quasilocal in-
tegrals of motion (¢-bits). Using this algorithm, we find
the first theoretical evidence for MBL in three dimen-
sions.

Our algorithm is well suited for studying ¢-bits in more
general settings than has previously been possible. For
example, it can be used to construct approximate /-
bits for models on complicated lattice geometries, for
fermionic models (in which Majorana strings can be used
instead of Pauli strings; see Ref. 74), or for models with
potential MBL-MBL transitions [75]. Moreover, using
the strategy of Ref. 32, the ¢-bits constructed with this
algorithm could be used to push highly excited states
into the ground state. Our algorithm can also be ap-
plied beyond MBL to construct localized zero modes in
interacting topological systems [74, 76] or (with slight ad-
justment) to construct unitary operators that commute
with given Hamiltonians or symmetries.
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