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We study the far-from-equilibrium dynamical regimes of a many-body spin boson model with
disordered couplings relevant for cavity QED and trapped ions experiments, using the discrete trun-
cated Wigner approximation (DTWA). We focus on the dynamics of spin observables upon varying
the disorder strength and the frequency of the photons, finding that the latter can considerably
alter the structure of the system’s dynamical responses. When the photons evolve at a similar rate
as the spins, they can induce qualitatively distinct frustrated dynamics characterized by either log-
arithmic or algebraically slow relaxation. The latter illustrates resilience of glassy-like dynamics in
the presence of active photonic degrees of freedom, suggesting that disordered quantum many body
systems with resonant photons or phonons can display a rich diagram of non-equilibrium responses,
with near future applications for quantum information science.

Introduction — When coupled to a reservoir, a quan-
tum system can undergo drastic modifications both of
its static and dynamical features: both local [1, 2] and
global dissipation [3–8] can drastically morph the nature
of quantum critical points, while non-ergodic systems can
enter a regime of facilitated relaxation by coupling to a
bath. Noticeable mechanisms include frustration relief by
phonons in solids [9], melting of MBL insulators coupled
to a bath [10–12], damping of non-equilibrium supercon-
ductivity [13–16] or of pumped magnons [17–19].

For a technological perspective, the dissipative and de-
cohering effects of a bath are usually detrimental and
pose an obstacle in developing quantum mechanical de-
vices [20, 21]. On the other hand, in the field of quan-
tum simulation, a phononic or photonic bath can become
a resource and a medium to engineer effective interac-
tions [22]. Examples include tunable long-rang inter-
acting spin chains [23, 24], unidirectional photonics [25],
exotic tree-like interactions [26], topological spin mod-
els [27, 28] and frustrated magnets [29–33], among the
others. This success in interaction engineering is due to
the ability to operate in a limit in which the bath re-
sponds faster than the system, and it becomes a con-
duit for the transfer of many-body excitations. Nev-
ertheless, modern platforms ranging from trapped ions
simulators [21, 23, 24, 34–36] to cavity QED [37–47] and
superconducting quantum circuits [48, 49] can operate
in regimes where the excitations of the quantum envi-
ronment (phonons or cavity photons) can resonate with
the constituents of the system. This opens the possibil-
ity for observing and simulating new physics when bath
and system degrees of freedom can strongly couple and
hybridize [50–53].

In this work we focus on the quenched dynamics
of a many-body spin-boson quantum simulator with
disordered couplings of variance σ. The model has re-
cently attracted considerable interest as a paradigmatic
instance of spin glasses [31, 33, 54, 55] and of quantum
associative memories [30–32, 56–59]. In these works

the bosons are treated in a regime where they respond
much faster than the spins, and mediate long-range
interactions frustrated by disorder: dynamics can show
both exponential fast relaxation similar to a paramag-
net [60, 61] and logarithmically slow dynamics akin to
glassy systems [60, 62–67]. Here, we further investigate
how these dynamics are affected when the frequency of
the photons (or phonons in a trapped ion implementa-
tion) is reduced and they can actively participate in spin
relaxation. We find that the now dynamically active
photons retain frustrated features but of a qualitatively

FIG. 1. Qualitative portrait of the dynamical responses at
large α = Nb/Ns and for an initial state with spins polarized
in the x̂ direction. The axes give the photons frequency ωh−1

and disorder strength σh−1/2, and with scales set by the trans-
verse field h. At σh−1/2 > 1 and for large ωh−1 the spin mag-
netization experiences logarithmic relaxation due to the fast
photons mediating a long-range frustrated interaction. Upon
reducing ω/h, photons become active and the slow relaxation
of the spins follows an algebraic decay. Large values of σ
’freeze’ the dynamics of spins and their relaxation becomes
critically slow for our simulations. For weak disorder we ob-
serve dynamical paramagnetism and a photon-assisted relax-
ation mechanism: the asymptotic transverse magnetization
crosses over from a vanishing to a finite value upon reducing
ω/h.
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different nature signaled by algebraic relaxation in spin
observables. This suggests that glassy-like dynamics can
be robust to finite frequency bosons in disordered trapped
ions or cavity QED many-body simulators. Furthermore,
by controlling a frustration parameter (the ratio between
the number of spins and photonic modes) we are able to
relax both types of slow dynamics as illustrated in Fig. 3.

The model — We consider Nb bosonic modes with an-
nihilation operators aλ and Ns two level atoms with with
an energy splitting tunable by a transverse field h; the
latter are described by spin-half operators σix,y,z with
i = 1, 2, ..., Ns. We study their evolution under the
hamiltonian [31–33]

H =
∑
j,λ

gjλσ
x
j (aλ + a†λ) + h

∑
j

σzj +
∑
λ

ωλa
†
λaλ (1)

where we take ωλ = ω for all the bosons, and work in
units of ~ = 1. We choose couplings gjλ from a ran-
dom gaussian distribution with zero mean 〈gjk〉 = 0 and
variance

〈gklgk′l′〉 − 〈gkl〉 〈gk′l′〉 = δk,k′δl,l′
σ2ω

2Nt
(2)

where the scaling byNt = Ns+Nb ensures the extensivity
of the hamiltonian, σ2 has units of frequency and the
choice 〈gjk〉 = 0 ensures that the bosons do not super-
radiate [33]. This hamiltonian is relevant to trapped ions
and cavity QED experiments [29]; here we will focus on
the latter where the bosonic modes are cavity photons.
In these experiments, the couplings gjλ are proportional
to the amplitude of the photon (boson) mode λ at the
location of the jth atom (spin), with the latter pinned at
a given location in space [43, 68].

In the limit of large photons’ frequency ω � h, σ2 the
photons can be adiabatically eliminated [31, 33], and the
hamiltonian (1) reduces to the following random trans-
verse field Ising model

Ha = −
∑
jkλ

gjλgkλ
ωλ

σxj σ
x
k + h

∑
j

σzj . (3)

For ωλ = ω, Eq. (3) has been studied as a quantum
version [31, 69] of the Hopfield model and shows both
thermal and quantum spin glass phase transitions [69–
72]. For a sufficiently large ratio of bosonic modes to
spins, α = Nb/Ns, the spin glass undergoes a quantum
phase transition to a paramagnetic phase at a critical
disorder strength σ2

c/h ≈ 1 [33, 69]. On the other hand,
when the system is in the classical limit (h/σ2 � 1), α
acts as a frustration parameter, interpolating between
a mostly separable interaction with ferromagnetic like
ground states at small α [71], to a model with a spin glass
ground state at large α [31, 33, 73]. Both α and h/σ2 are
controllable in multi-mode cavity QED experiments [32],
and in the following we use both as tunable knobs to
cross over different dynamical regimes.

Distinctly from the previous body of literature [30, 33,
54, 55, 57–59, 74–76], we consider real-time dynamics in
regimes where it is not possible to separate the energy
scales in Eq. (1). Spins are initialized in a completely
polarized state along the x̂-direction, and photons are
initialized in their vacuum state. Such a state can be
achieved in cavity QED experiments by optically pump-
ing the spins into an eigenstate of σz, followed by a π/2
pulse. Our choice is motivated by interest in slow frus-
trated relaxation dynamics occurring after a quench in a
strong field cooled spin glass [62].
Methods — Since we study quench dynamics for any

ω and h, we can not immediately work in the pertur-
bative limit of Refs. [30, 32, 57–59, 74–76], or in the
large N semi-classical limit of Refs. [33, 54, 55]. In-
stead, we employ a Discrete Truncated Wigner Approx-
imation (DTWA) [77–84]. DTWA generalizes the Trun-
cated Wigner Approximation (TWA) [85] to spin-half
systems, by using the Wooters discrete Wigner func-
tion [86] to represent the quantum state. For initial prod-
uct states, the discrete Wigner function is positive and
it can be therefore efficiently sampled. In this work, we
also perform the TWA sampling procedure of the pho-
tonic Wigner function as outlined in Ref. [78]. Each
sample is then evolved according to the classical equa-
tions of motion of the spin-half hamiltonian, and time
dependent observables are captured by averaging the ob-
servables over different samples. The accuracy of TWA
and DTWA depends on the relevance of quantum jumps
that occur at the next level in the approximation [85].
For long range models, such as the cavity QED problem
studied here, DTWA is accurate at long times [77, 83],
and it can capture dynamical phase transitions [87, 88],
thermalization [89] and quantum glass dynamics [90]
Time scales — The non-equilibrium dynamics of our

model can be understood from the interplay of two time
scales: the time scale th at which spin flips in the σx
basis, generated by the transverse field h, contribute non-
perturbatively to the quantum evolution, and the time
scale tω that signals when photons start to participate
in the spin dynamics. In the following we briefly sketch
their estimate, referring to the Supplemental Material
(SM) for further details.

For the evaluation of th, we first observe that in the
limit σ2/h → ∞, σxi becomes a conserved quantity and
spins remain frozen with expectation value 〈σxi 〉 = 1, for
i = 1, 2, ..., Ns. Applying, then, perturbation theory in
small h, we find the time at which the transverse field
starts to generate spin flips

th '
σ2

2h2

√
α+ α2

1 + α
'(α�1)

σ2

2h2
. (4)

After th, multiple spin flips affect dynamics, and we cap-
ture these processes with DTWA.

The second time scale tω is estimated by considering
the first correction to the photon dynamics in adiabatic
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th≈

tω

th

~(th)
-0.75

/h

FIG. 2. Left panel: Effect of photon frequency on frustrated dynamics. System’s parameters are α = 10, Nt = 1000, and
σ/
√
h = 2; ω/h varies from 3.6 (dashed, bright green) to 10 (solid, dark blue), deep in the regime of validity of adiabatic

elimination. Logarithmic relaxation is marked by black lines for intermediate values of photon frequencies; for ω/h > 7.5
relaxation is slower. Here dynamics are beyond the validity of the perturbative regime which holds up to t . th ≈ 2/h. At
a second timescale tω (marked by black crosses) logarithmic relaxation crosses over into a qualitatively different dynamical
regime. Central panel: Dynamics beyond adiabatic elimination. The figure shows power law relaxation for ω/h = 1, α = 10,
Nt = 1000, and σ/

√
h varying from 2.1 (dashed, bright green) to 5 (solid, dark blue). The power law relaxation t−γ (with

γ ≈ 0.75) starts after th when perturbation theory breaks down (marked by the black dots); for the parameters considered in
this panel, tω occurs before th. Right panel: Photon assisted relaxation in the dynamical paramagnet. Dynamics of σz after
a quench into the paramagnetic phase for α = 10, σ/

√
h = 0.7 and with ω/h shown in the legend.

elimination

aλ(t) = −
1

ω

∑
j

gjλσ
x
j (t)−

i

ω2

∑
j

gjλ∂tσ
x
j (t) + .. (5)

Substituting Eq. (5) into the coupling term of Eq. (1),
the leading order correction to the adiabatic eliminated
hamiltonian reads

δHa = − 1

ω2

∑
λ

gkλgjλσ
x
k(t)Re{(i∂tσxj (t))}. (6)

Considering the latter as a perturbation, one can esti-
mate via elementary arguments (see SM for details) the
time at which corrections to adiabatic elimination be-
come significant:

tω = ts
ω2ts
h2th

. (7)

In the equation above ts is the rate of change of 〈σx(t)〉,
which can be bound from below by 1/h and from above
by th. For the lower bound, we estimate that 〈σx(t)〉
evolves fastest when the effective field produced by the
photons is zero, and the spin precesses around σz. While
for the upper bound, we estimate that the slowest 〈σx(t)〉
can evolve (while remaining partially polarized) is deter-
mined by the perturbation theory estimate in Eq. (4).
From such bounds, we infer ω2/(σ2h2) . tω . ω2σ2/h4.
When σ2/h ∼ 1, the bounds on tω approach each other
and we find tω ∼ ω2/h3.

When ω2/h & σ2 we have the timescales’ separation
tω & th: in general, tω increases with the photons’
frequency since it signals dynamical breakdown of the
adiabatic elimination regime. Upon tuning ω we can
tune the ratio between th and tω and in the following we

extract results in both regimes.

Dynamical responses — The quench dynamics of (1)
organize into a rich set of responses comprising logarith-
mic, algebraic and exponential relaxation of spin observ-
ables, upon varying the disorder strength and the fre-
quency of the photon, as summarized in Fig. 1. The
model (3) undergoes a quantum phase transition from a
paramagnet to a glass [31, 33]. Therefore, we start look-
ing for signatures of dynamical paramagnetism [60, 91]
and glassy dynamics which is typically characterized by
slow sub-exponential relaxation [60, 62–67].

In the first panel of Fig. 2 we show that in the adi-
abatic limit (ω � h) the relaxation of σx(t) has loga-
rithmic character. In the same figure we illustrate that
such logarithmic dynamics yields into another form of
slow sub-exponential relaxation after tω. When t & tω
the role of photons cannot be neglected and the effec-
tive model in (3) ceases to describe the dynamics of the
many-body spin-boson hamiltonian (1).

In the second panel of Fig. 2 we present dynamics in
the non-adiabatic limit where ω ≈ h. Despite the inabil-
ity of the photons to mediate a static disordered interac-
tion for the atoms as in the large ω regime (cf. with the
hamiltonian (3)), a form of sub-exponential relaxation,
reminiscent of the glass phase, persists after th where
perturbative dynamics do not hold anymore. In this pa-
rameter regime we have tω . th and therefore we do not
observe any dynamical crossover. The now active pho-
tons are able to partially relieve frustration of the model
and accelerate relaxation from a ln(ht) to a power law
behavior ∼ t−γ with γ ' −0.75 (see central panel of
Fig. 2). Since the magnetization does not relax in a ex-
ponential fashion as it occurs in the paramagnetic phase,
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FIG. 3. Left panel: diagram of dynamical responses as a function of α and ω−1 for σ > σc. The critical value of α in general
depends on σ, the value αc ≈ 0.37 shown is for σ/

√
h = 5. Central panel: transition to exponential relaxation at α . 0.37

(for σ/
√
h = 5 and ω/h = 1). Right panel: transition from sub-exponential to exponential relaxation for α . αc ≈ 3 (here

σ/
√
h = 2 and ω/h = 10). System’s parameters in all plots are Nt = 640; straight black lines mark the regimes of exponential

relaxation in the central and right panels (the sampling error in σx is around ≈ 10−2, and we therefore do not display dynamics
when σx is below such threshold). In the SM we plot both figures in log-log scale.

this algebraic relaxation reveals a dynamical frustration
present when photons actively participate in dynamics
and constitutes one of the central results of our work. In
both regimes of strong spin-boson coupling addressed in
the left and central panels of Fig. 2, the decaying mag-
netization and dynamics of photons lock at a common
frequency ∝ ω.

We now discuss the regime of dynamical paramag-
netism. For very small disorder (σ2/h � 1), the trans-
verse field dominates spin dynamics, and spins simply
precess around the ẑ-direction until disorder-induced de-
phasing relaxes them. At moderate disorder strength,
but still below the spin glass transition σ2

c ≈ h, inhomo-
geneous dephasing plays a significant role, and magneti-
zation swiftly finds a steady state (on timescales ∝ 1/ω),
as shown in right panel of Fig. 2. In the adiabatic limit
ω � h, such steady state is completely depolarized simi-
lar to other transverse field Ising models, where quenches
from states completely polarized in the σx direction re-
sult in a compete loss of magnetization [60, 91, 92]. At
smaller ω the photons exchange energy effectively with
the spins and this results in the latter relaxing towards
a steady-state with finite σz similar to a low tempera-
ture quench into a paramagnetic phase [60, 91–93]. The
relaxation to a finite σz, as ω/h decreasing, occurs as a
crossover and it is shown in the right panel of Fig. 2. This
can be captured by assuming the steady state is described
by a thermal state with H = h

∑
j σ

z
j + ω

∑
λ a
†
λaλ, and

with an effective temperature set by the requirement that
the energy of the thermal ensemble should match the en-
ergy of the initial state. This results in an effective tem-
perature that decreases linearly with ω/h and a thermal
spin polarization σz consistent with the simulation results
shown in the right panel of Fig 2 (See SM for details)
Tuning the ratio of spins and bosonic modes — So far

we have discussed the dynamics at large values of α. In
the ground state of the classical Hopfield model (Eq. (3)
with h = 0) reducing α relieves frustration [70]. Simi-

larly, we observe here a crossover from sub-exponential
relaxation to an exponential relaxation by reducing α
below some αc. This is shown in Fig. 3, where we have
included a quench at large disorder and small photon
frequency, and we show a crossover to exponential relax-
ation around α = 0.37 (central panel).

We can obtain an approximate estimate for the
crossover αc as follows. If the system shows exponen-
tial relaxation, we can assume glassy dynamic are not
preventing thermalization, and the steady state will be
described by a Gibbs ensemble [62, 94]. In the limit of
small h/σ2, and assuming that the photons are not con-
densed, the statistical Gibbs weight is associated to a
classical Hopfield model coupled to Nb non-interacting
photons (see SM for details). The classical Hopfield
model has a phase transition between a paramagnetic
phase above a temperature Tc = σ2Ns(1+

√
α)/2Nt and

a variety of spin-glass states below Tc with the spins
freezing in random directions [71]. Thus, we expect that
if the effective temperature of the final state is above
Tc, we will see paramagnetic relaxation, while below Tc,
we might still observe glass like relaxation. To compute
the effective temperature of the initial state, we com-
pare the energy of the thermal states, U(T ) and the en-
ergy of the initial state E, and solve for the tempera-
ture T = U−1(E). For the initial state discussed above
(fully polarized along the x̂-direction), we find a tem-
perature T = σ2Ns(1 +

√
3)/4Nt, and therefore we ex-

pect a crossover from paramagnet like relaxation to sub-
exponential relaxation around αc ≈

(√
3− 1

)
/2 ' 0.366.

This is confirmed in the central panel of Fig. 3, where
we find that above α & 0.37, relaxation dynamics turn
from exponential to sub-exponential. For finite values of
h/σ2, quantum fluctuations correct the estimate given
above and reduce the critical temperature [69, 95, 96],
with a resulting increased αc. An instance of this effect
is illustrated in the right panel of Fig. 3 (see SM for the
characterization of the sub-exponential relaxation in both
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regimes).
Following analogous arguments, we anticipate that

sub-exponential relaxation will become exponential by
increasing the energy of the initial state. To confirm such
an expectation, we perform a composite quench starting
from a fully polarized initial state along the x̂-direction,
and displacing at the same time all the photons by a
uniform amplitude shift 〈a(t = 0)〉 = 2Ns/

√
Ntω/h.

In the SM we show that, in this case, all relaxation
dynamics turn into exponential ∝ exp(−t/τ) when
the energy of the initial state is sufficiently high. The
characteristic time τ increases with σ and decreases with
ω.

Photon losses — We now briefly comment on the
effect of photon losses which is relevant for cavity QED
experiments. We modify our simulations by adding
Langevin damping and noise terms to the photon
dynamics [97–100], and focus our attention to the effect
of photon loss on the sub-exponential relaxation. We
find (see SM) that the ln(ht) relaxation in the adiabatic
limit remains for moderate loss, while for larger values
of loss, relaxation accelerates. This occurs because, in
the adiabatic limit, the primary effect of dissipation is to
reduce the effective field produced by the photons and
effectively move the adiabatic eliminated model towards
the paramagnetic regime. For smaller ω, the effect of
photon loss also accelerates relaxation as illustrated in
the SM.

Perspectives — Our work illustrates that dynamics can
display qualitative different features when neither pho-
tons [30–33, 54, 55, 57–59, 74–76, 101] nor atoms (as
in photonic glasses [102–107]) can be adiabatically elim-
inated. Future work might consider different inhomo-
geneous spin-boson couplings enabling investigations of
other phenomena such as supersolidity and topological
defects [108, 109]. In such a framework, one could also ac-
cess the fate of associative memory phases [30–33, 56–59]
when photons cannot be integrated out. It is currently
unclear whether photonic degrees of freedom could en-
hance memory retrieval or represent a hindrance. Other
potential extensions include the interplay of active pho-
tons with multi-level atoms [110].

Furthermore, the effects of active photons on scram-
bling of atoms in cavity QED simulators [111, 112] (or
trapped ions [113–115]) remain completely unexplored;
this would represent a key future extension relevant for
probing the dynamics of quantum information in open
quantum systems.
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