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Laser induced electronic excitations that spontaneously emit photons and decay directly to the
initial ground state (“optical cycling transitions”) are used in quantum information and precision
measurement for state initialization and readout. To extend this primarily atomic technique to large,
organic compounds, we theoretically investigate optical cycling of alkaline earth phenoxides and their
functionalized derivatives. We find that optical cycle leakage due to wavefunction mismatch is low
in these species, and can be further suppressed by using chemical substitution to boost the electron
withdrawing strength of the aromatic molecular ligand through resonance and induction effects.
This provides a straightforward way to use chemical functional groups to construct optical cycling
moieties for laser cooling, state preparation, and quantum measurement.

The use of isolated, complex systems in pure quantum
states for computation, measurement, and sensing relies
on the ability to determine the quantum state of the sys-
tem. This applies not only to state measurement, but
also state preparation (and cooling), where initialization
of the system to a pure quantum state is necessary to
achieve quantum advantage [1].

For state preparation and measurement (SPAM), spon-
taneously emitted photons following excitation are often
employed as carriers of information (entropy) since they
can be transported efficiently between systems that dif-
fer widely in temperature, mass, and size — characteristics
that comprise the gap between the isolated quantum sys-
tem and its effectively classical environment. However,
the finite probability for detecting these photons (whose
emission direction is usually randomized) means the cycle
of excitation followed by spontaneous emission must be
repeated many times (termed optical cycling) to achieve
quantum state readout of single emitters on demand. Gas
phase atoms driven by narrow-band lasers can facilitate
this process through selection rules governing how their
quantum numbers change during spontaneous emission,
and have for many years been used in laser cooling, trap-
ping, and SPAM [2-5].

Molecules, on the other hand, have internal vibrational
degrees of freedom that are typically not constrained by
angular momentum selection rules, and electronically ex-
cited molecules can decay to vibrationally excited levels
of the ground electronic state. This vibrational branch-
ing has largely precluded laser cooling of molecules and
their use in quantum information, despite their highly de-
sirable features [6-14]. For precision measurement, the
statistical sensitivity of molecule-based approaches (such
as the ACME eEDM search [15, 16]) is limited by the
fact that, due to vibrational branching to dark states,
only a small fraction of the molecules in the experiment
are detected during readout.

However, recently, a few molecules have been exper-

imentally shown to have sufficiently closed optical cy-
cling transitions to allow laser cooling [17-22]. These
molecules are characterized by vibrational branching ra-
tios that strongly favor decay to a small number of
ground-state vibrational levels, meaning only a handful
of lasers are required to achieve optical cycling. Almost
all of these molecules consist of an alkaline earth metal
atom (M) ionically bonded to a molecular fragment in
such a way that it optically behaves as a gas-phase M
cation radical. Calculations have revealed that complex
M-O-R (i.e. alkaline earth alkoxide) structures can be
realized while retaining the ability to optically cycle [23—
26]. However, the principles governing which ligands (R)
will retain or even potentially promote optical cycling are
not well understood, and searches for acceptable species
currently rely heavily on trial and error with state of the
art calculations for each candidate.

Building upon the M-O-R motif [24, 25], here we in-
vestigate functionalized phenyl rings for R and introduce
a guiding principle by which the vibrational wavefunc-
tion overlap can be enhanced by straightforward chemi-
cal substitution within the molecular ligand. Using mul-
tireference wave functions and ground state and time-
dependent density functional theory (TD-DFT) calcu-
lations [27], we investigate the Franck-Condon factors
(FCFs, qu o = |(v'[v")|?, which typically approximate
the vibrational branching ratio) of alkaline earth phenox-
ides. We show that (i) electronic transitions in Ca and
Sr phenoxides are promising for optical cycling (see also
[25]) and (ii) electron-withdrawing substituents on the
phenyl ring make the M-O bond more ionic via induction
and resonance effects. This substitution suppresses the
FCF-induced vibrational branching of spontaneous emis-
sion roughly in proportion to the total electron withdraw-
ing strength of the substituents. In particular, making
three H— CF3 substitutions on the ring of calcium phe-
noxide, despite nearly doubling the number of atoms in
the molecule, boosts the FCF limit on the expected num-



ber of spontaneously emitted photons from 22 to more
than 500, a level relevant for laser cooling [20]. This tech-
nique should be applicable to a wide variety of molecules
where the ionic character of the M-O bond in MOR can
be manipulated from a distance via electron withdrawing
organic functional groups in R.

We first describe our computational techniques and
then show that the first three electronic transitions in
Ca- and Sr-phenoxide have strong overlap between the
ground and excited state vibrational wavefunctions. We
then demonstrate how the vibrational branching can be
tuned by chemical substitution on the meta (3 and 5)
and para (4) positions of the phenyl ring (see Fig. 1(a)).
The ability to control the Franck-Condon factors of large
molecules (and, in particular, those containing benzene)
may open the door to new applications in ultracold chem-
istry [28, 29], quantum information [13, 30], and precision
measurement [21, 31, 32].

Many previous theoretical studies of optical cycling in
molecules have used complete active space self-consistent
field (CASSCF) and multireference configuration inter-
action (MRCI) methods in order to produce highly ac-
curate results [33-37]. However, these methods gener-
ally become prohibitively expensive when applied to large
molecules. DFT and TD-DFT, on the other hand, can
compuationally assess large species, but the accuracy of
these methods for calculating vibrational branching is not
well established. Hence, we first benchmarked DFT and
TD-DFT [38-41] against both CASMRCI calculations
and experimental measurements for the smallest MOR
molecules, finding good agreement for the PBEO hybrid
functional [42] with the D3 dispersion corrections [43],
def2-tzvppd basis set [44] and the double harmonic ap-
proximation for Franck-Condon factors [45]. While the
accuracy of these methods for the large species consid-
ered below will remain an open question until they are
tested by experiments, the FCFs we obtain from DFT
and TD-DFT for the comparatively smaller alkaline earth
hydroxides (MOH) and methoxides (MOCHs) are within
2% of the experimentally measured branching ratios (see
[27] for details).

Using the techniques that produced the most accurate
results for the smaller species, we first investigate the
optical cycling properties of Ca- and Sr-phenoxide (i.e. a
benzene molecule functionalized with an MO optical cy-
cling center). Figure 1 shows electron iso-surfaces for the
highest occupied molecular orbial (HOMO, analogous to
the ground state wavefunction of the unpaired valence
electron) and the first few lowest unoccupied molecular
orbitals (LUMOs, the same for the excited states). In
all cases shown, the electron density remains far from
the molecular ligand, indicating that this valence elec-
tron plays very little role in the molecular bonds, a desir-
able property for suppressing vibrational branching. In
further support of the promise of these species for opti-
cal cycling, the orbitals themselves qualitatively resemble
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FIG. 1. (a) Substitution positions investigated on the metal
(Sr, Ca)-oxygen phenyl ring. (b) Global minimum structures
and molecular orbitals (isosurface value of 0.03) for StOCgHs
show the atom-like character of the electron distribution for
the ground and first three excited states. The lack of electron
density on the ligand suggests very little structural change
will be involved in the electronic transitions.

hydridized versions of the s and p orbitals that constitute
the optical cycling transition of the gas-phase atomic M+
ion. Transitions between the HOMO and the LUMO and
LUMO+1 correspond roughly to the X2X+ « A2Il|g,
fine structure doublet in the smaller, linear MOR species,
while the LUMO+2 is analogous to the B2X% state of
those species. We label the electronic states as X, A, B,
and C, in order of ascending energy.

To examine vibrational leakage from the optical cy-
cle, we calculate the Franck-Condon factors (FCFs) for
transitions from the vibrational ground state of the A
and C electronic excited states to the electronic ground
state in the Born-Oppenheimer approximation. Due to
the lack of spectroscopic data and the difficulty of per-
forming highly accurate calculations with large species
(and since we will be interested in the marginal effect
of the chemical substitutions, discussed below), we use
the calculated FCF as a proxy for the true spontaneous
emission branching. We refer to nyo = 13‘;80 as the
Franck-Condon limit of the expected number of sponta-
neously emitted photons before a leakage event when no
vibrational repumping lasers are applied.

For the A — X transitions in both Ca- and Sr-
phenoxide, we find that the FCF's are indeed highly diag-
onal, as expected [25], with CaOCgHjs capable of emitting
an average of 79 ¢ =22 photons before FCF-induced vi-
brational branching (we refer to the FCFs as “diagonal”
if the Franck-Condon matrix q is approximately equal to
the identity). We also find that the C — X transitions
have even higher overlap, corresponding to both Ca- and
Sr-phenoxide yielding 790 > 150 photons before FCF-
induced vibrational branching. However, we find that
vibronic coupling among the excited electronic states is
likely to lead to perturbations that increase the vibra-
tional branching ratios for B and C from those predicted
by the unperturbed state analysis (see, e.g. [46, 47] and
[27]), and we therefore focus below exclusively on the
FCF-boosting effect of chemical substitution on A — X,
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FIG. 2. The calculated vibrationless A — X Franck-Condon
factors for substituted MOCgHs derivatives show a strong
correlation with the total of the Hammett o constants of their
substituents. CaOR (SrOR) species are shown in blue (red).
Solid curves are fits to Gaussians centered at the z-intercept
of the bond length change vs. Hammett total trends (Table I).

which is likely to be the most closed transition.

Fundamentally, the large values of 79 attained by
these species can be traced to the highly ionic nature
of the M-O bond; the bonding electron of neutral M is
pulled sufficiently far from the MT ion core that excita-
tions of the remaining electron on the core do not perturb
the bond. This suggests that if the electron withdrawing
strength of the ligand can be increased, the FCF limit on
the number of emitted photons would likewise increase
[48]. However, if electron withdrawing chemical groups
are located too close to the metal atom, they pull on it
and bend the bond, significantly degrading the diagonal
FCFs. We therefore require an approach that allows the
placement of electron-withdrawing chemical groups far
from the M atom while still retaining sufficient chemical
intercourse with M to increase the ionicity of the M-O
bond.

For this, we employ substituents at the 3, 4, and 5
positions of the phenyl ring that withdraw electrons via
resonance and inductive effects and influence the M-O
bond character without compromising its linearity. As a
predictor of their expected influence on the M-O bond
ionicity, we apply the concept of Hammett o constants
[49], dimensionless parameters that are empirically deter-
mined from ionization of organic acids in liquid and have
been tabulated for many functional groups and substitu-
tion locations (see e.g. [50]). Despite the seeming con-
ceptual disconnect between the chemistry of species in
solution and optical cycling, we show that the Hammet
o constants effectively provide a guide for the effect of
substituents on Franck-Condon overlap since they quan-
tify the electron donating or withdrawing effect of each
substitution. Roughly speaking, positive Hammett con-
stants indicate electron withdrawing strength with nega-

Substituent |Hammett CaOR A—X SrTOR A —X
for H in Total Ca-O FCF Sr-O FCF
MOCgH5 > o  change (A) qo,0 |change (A) qo,0
4-OH —0.37 0.01809 0.949| 0.02077 0.922
3,4-OH —0.25 0.01756 0.946| 0.02045 0.920
3,4,5-OH —-0.13 0.01606 0.958| 0.01938 0.931
(none) 0 0.01680 0.958| 0.01996 0.933
4-F 0.06 0.01657 0.957| 0.01961 0.931
3-OH 0.12 0.01622 0.960| 0.01956 0.934
4-C1 0.23 0.01552 0.962| 0.01896 0.936
3,5-OH 0.24 0.01568 0.961| 0.01919 0.935
3-F 0.34 0.01497 0.965| 0.01855 0.941
3-Cl 0.37 0.01461 0.965| 0.01832 0.940
3,4-F 0.40 0.01479 0.964| 0.01826 0.938
3-CF3 0.43 0.01376 0.967| 0.01765 0.940
4-CF3 0.54 0.01358 0.971| 0.01767 0.942
3,4-Cl 0.60 0.01357 0.969| 0.01754 0.941
3,5-F 0.67 0.01302 0.974| 0.01707 0.949
3,4,5-F 0.74 0.01290 0.973| 0.01686 0.948
3,5-C1 0.74 0.01269 0.977| 0.01662 0.950
3,5-CF'3 0.86 0.01022 0.983| 0.01498 0.957
3,4,5-Cl 0.97 0.01159 0.979| 0.01610 0.952
3,4-CF'3 0.97 0.01009 0.979| 0.01296 0.970
3,5-CF3-4-C1 1.09 0.00927 0.986| 0.01236 0.972
3,5-Cl-4-CF3 1.29 0.00882 0.987| 0.01231 0.973
3,4,5-CF3 1.40 0.00290 0.998| 0.01198 0.974

TABLE I. Calculated changes in the M-O bond length (pos-
itive indicates bond lengthening upon emission) and Franck-
Condon factors for the A — X transitions in M-phenoxide with
various functional groups on the 3, 4, and 5 positions of the
phenyl ring. The Hammett o constants of each substituent
are summed to indicate the additional electron withdrawing
strength contributed by the substitution.

tive constants indicating electron donation, so we there-
fore expect large, positive totals for the Hammett con-
stants of the substituted functional groups to suppress
FCF-induced vibrational branching.

Figure 2 and Table I show calculated vibrationless
(i.e. from absolute vibrational ground state to absolute
vibrational ground state) Franck Condon factors ¢g ¢ on
A — X as a function of the total of the Hammett con-
stants for a variety of functional groups added to the
phenyl rings of Ca- and Sr-phenoxide. For this we chose
to examine OH, Cl, F, and CFj3 in all possible config-
urations of the 3, 4, and 5 positions, as well as several
mixtures of these. The FCF-limited optical cycle closure
shows a clear positive correlation with Hammett constant
total as various substitutions are made that remotely im-
pact the ionic nature of the M-O bond, in accordance
with the principle described above. In particular, the
substitution of three CF3 groups for three hydrogens on
the far side of the ring in CaOCgHj5 increases gp,o from
0.958 to 0.998, a boost in the FCF-limit for the expected
number of photons (70,0) by more than a factor of 20x
compared to the unaltered variant. Further, the FCF's in
Table T are comparable to species that have been laser



cooled in the lab, such as ytterbium monofluoride, which
has go,0 = 0.93 and similar mass to many of the species
considered here [51, 52]. Many of the features associated
with laser cooling of these species, such as the desta-
bilization of dark states and maintenance of rotational
closure are either amenable to techniques developed for
smaller species or have been examined in theoretical de-
tail elsewhere [26]. Likewise, for SPAM, we estimate that
go,0 > 0.986 is sufficient for 95% fidelity with demon-
strated technology [53] and no vibrational repump laser.

The effect of chemical substitution on vibrational
branching in these species can be traced largely to their
geometry. Table I shows that the length change of the M-
O bond for the A — X transition is approximately linearly
correlated with the Hammett total of the substituents. In
all cases, the largest geometry change from ground to ex-
cited state was the M-O bond length. Extrapolation of
the linear trend to zero bond length change can be used to
build a simplified model for how the FCF's should depend
upon the Hammett total. Since vibrational ground states
are typically approximately Gaussian and the transition’s
bond length change is linear in the Hammett total, the
vibrationless FCFs (go,0) will be Gaussian in Hammett
total. The solid curves in Fig. 2 are Gaussian fits to
the calculated points, which appear consistent with this
model.

In all MOCgH5 derivatives, the A — X transi-
tion’s off-diagonal FCFs were dominated by a normal
mode strongly associated with stretching of M-O. Fig-
ure 3 shows the diagonal FCF (the fundamental tran-
sition) and the largest two off-diagonal FCFs, labeled
with their associated normal modes for the unsub-
stituted and trifluoromethyl-substituted SrOCgHs and
CaOCgHs. For both StOCgHs and CaOCgHs, the largest
leakage pathways are normal modes with almost entirely
M-O stretch character. As more electron-withdrawing
susbstituents are added, this isolated stretch mode in-
corporates more and more bending behavior, until the
largest electron-withdrawing group case, MOCygH2Fy,
has a leakage pathway dominated by a vibrational mode
with combined M-O stretching and bending character. In
addition, analysis of second-order coupling to nearby vi-
bronic levels predicts induced loss channels smaller than
1073 on A — X, suggesting that these FCFs can be used
as a guide to investigate optical cycling in these species
since they are all less than ~ 0.999 [27].

The use of electron-withdrawing functional groups to
boost the FCF of the optical cycling transitions in large
molecules relies on two basic properties of the metal
and ligand. First, the (possibly substituted) ligand’s
HOMO/LUMO gap must be large enough to fit the
electronic excitation of the metal in the gap. For ex-
ample, benzene and adamantane have a naturally large
HOMO/LUMO gap which can easily append a metal
with an unpaired electron such as Sr or Ca, and can be
decorated with electron-withdrawing substituents. The
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FIG. 3. Photon cycling scheme with an excitation (red) to

the first excited electronic state (A), and decay (blue) to the

ground electronic state (X). The FCFs are shown along with
each decay. The rotational constants of these species are
sufficiently large that individual rotational transitions will
be spectroscopically resolved from the natural linewidth on
A+X.

new HOMO/LUMO gap for these M-O-R species be-
comes the metal to metal electronic transition, creating
an isolated electronic transition. Second, it is important
that electron withdrawing substituents do not delocalize
the optically active electron. For example, we find that if
4-NOy, is substituted on the phenyl ring, it promotes delo-
calization through the 7w system of its molecular orbitals,
unlike trifluoromethyl substituents, and spreads the elec-
tronic wavefunction across NOs and the benzene ring.
This reorders the unoccupied orbitals such that the new
LUMO is the electron density delocalized on the benzene
ligand instead of localized on the metal. This can also
be seen as electron density mixing of metal and NOy in
natural transition orbitals [27]. As a result, substituents
that favor delocalized m bonds are poor candidates for
FCF tuning.

The technique presented here of using chemical substi-
tution to bolster optical cycling introduces a principle for
informed design of species for quantum information and
precision measurement applications. By using Hammett
constants to choose electron-withdrawing substituents, it
is possible to circumvent the expectation that increasing
the number of vibrational modes (and therefore decay
channels) will compromise optical cycle closure. Indeed,
we have shown here that optical cycling can actually be
improved by adding more complexity to certain ligands.
This is possible when the size and aromatic properties
of a ligand allow functional substitutions to alter the M-
O bond character while being held far from the optical
cycling center — a capability that only large molecules



can provide. While we have focused here on a partic-
ular feature of some large molecules (aromaticity) that
can promote optical cycling, the observation that new
phenomena can emerge as complexity increases supports
the claim that more aspects of polyatomic molecules are
likely be identified in the future to allow increased quan-
tum control of molecular species.
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