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Spin-1 antiferromagnets are abundant in nature, but few theories exist to understand their properties and be-
havior when geometric frustration is present. Here we study the S = 1 Kagome compound NazTizClg using a
combination of Density Functional Theory, Exact Diagonalization, and Density Matrix Renormalization Group
to achieve a first principles supported explanation of its exotic magnetic phases. We find that the effective mag-
netic Hamiltonian includes essential non-Heisenberg terms that do not stem from spin-orbit coupling, and both
trimerized and spin-nematic magnetic phases are relevant. The experimentally observed structural transition
to a breathing Kagome phase is driven by spin-lattice coupling, which favors the trimerized magnetic phase
against the quadrupolar one. We thus show that lattice effects can be necessary to understand the magnetism in
frustrated magnetic compounds, and surmise that Na>TizClg is a compound which cannot be understood from

only electronic or only lattice Hamiltonians.

The search for exotic phases of matter in geometrical frus-
trated magnets has been an area of active research. Most effort
has been focused on S = 1/2 2D materials [1-3] which have
seen a flurry of theoretical activity [4—10]. Less explored is the
S > 1 case [11-17], where many candidate materials exist,
but where the theoretical effort has not been proportionate to
the experimental activity. This is partly based on the rationale
that larger S systems magnetically order at low temperature,
however, there are many counter-examples to this intuition.
For example, it has been found that certain compounds do
not conform to this scenario and instead form long-range non-
magnetic states such as valence bond or “trimerized” (sim-
plex solid) phases [13—15, 18, 19]. In some cases, a strongly
quantum fluctuating phase or spin liquid is favored, as has
been argued in the case of Heisenberg S = 1 pyrochlore [20—
22], triangular lattices [16, 23-25], with second nearest neigh-
bor and/or biquadratic couplings and possibly even the honey-
comb lattice [26]. Further prohibiting deeper understanding of
the physics of these materials is the coupling of magnetic de-
grees of freedom with the lattice, which provides an additional
mechanism of relieving magnetic frustration [27, 28]. This
work is thus motivated by the exploration of the interplay of
magnetism with the lattice in S = 1 kagome materials, which
have multiple reported experimental realizations [29, 30].

NayTigClg has recently seen a resurgence of interest due
to the underlying S = 1 kagome physics, and its relevance
to understanding the interplay between magnetic and lattice
degrees of freedom [31-33]. At room temperature, the com-
pound has layers of titanium ions arranged in a kagome struc-
ture (Fig. 1). The titanium ions are in Ti>* configuration, so
Hund’s rules dictate a 3d? configuration with S = 1 mag-
netic moments. Experimentally, at low temperature (LT),
NayTis3Clg has the "breathing kagome" or "trimerized" struc-
ture [32] (Fig. 1c). On heating, around 200 K, a phase transi-
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Figure 1. (Color online) (a) Crystal structure of NasTisClg con-
sists of layers of edge-sharing TiClg octahedra, which are interca-
lated with Na ions. (b) At room temperature, Ti ions in each layer
form ideal Kagome lattices (HT structure). (c) At low temperatures,
a breathing distortion sets in, resulting in two different Ti-Ti bond
lengths of 2.98 Aand 3.99 A.

tion occurs to the undistorted kagome structure [32], which we
refer to as the high temperature (HT) phase. On cooling the
sample from the HT phase, one reproducibly gets trapped in a
metastable “intermediate temperature” (IT) phase [32]. Mag-
netic susceptibility drops sharply with decreasing temperature
below the HT phase, consistent with S = 1 atomic moments
which are suppressed in the IT and LT phases due to trimer
formation [31-33].

Here we elucidate the magnetic ground state and expli-
cate the mechanism of the breathing distortion in NasTizClg
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Figure 2. (Color online) Fits of different effective model spin Hamil-
tonians to density functional theory data for U = 3 eV. Each data
point corresponds to a different magnetic configuration. The hori-
zontal axis is the energy from the DFT calculation, and the vertical
axis is the energy for the same configuration from the fitted model.
(a) The fit to the model with only the nearest neighbor Heisenberg
coupling. The energies of many non-collinear states are not repro-
duced well by the model. (b) The model with biquadratic and ring-
exchange couplings. The agreement is enhanced, with no clear out-
liers in the data.

by a combination of first principles density functional the-
ory (DFT), exact diagonalization (ED), and density matrix
renormalization group (DMRG) approaches. We find that
(i) the magnetic Hamiltonian in the HT phase includes non-
Heisenberg terms (biquadratic and ring-like exchange) that
stem from higher order processes, and (ii) due to the magni-
tude of these non-Heisenberg terms, the magnetic groundstate
of the HT Hamiltonian is ferroquadrupolar (FQ)/spin-nematic
instead of trimerized. The breathing distortion of the lattice
is necessary to stabilize the trimerized phase. We also find
that (iii) DFT calculations on the HT phase with Neel order
give no lattice instability, which implies that the trimerized
ground state is stabilized through spin-lattice coupling. In
other words, neither the lattice nor the magnetic Hamiltoni-
ans by themselves are unstable towards trimerization, but their
combination gives rise to a magnetic—structural transition.

Effective Hamiltonian— Lack of information on the low-
energy effective Hamiltonian is often a limiting factor in stud-
ies of frustrated magnetic materials. While there has been
progress in downfolding approaches using quantum mechani-
cal expectation values [34, 35], here we adopt the classical fit-
ting approach in conjunction with DFT that is now commonly
used to extract magnetic Hamiltonians and parameters for real
materials. (For example, Refs. [36-38].) We performed DFT
calculations for multiple magnetic configurations, including
various collinear and non-collinear states, and extracted the
final spin configurations and energies at the DFT level. We
then fit the parameters of various magnetic models to these
energies. Errorbars of the fits were determined by statistical
methods [39-42].

In Fig. 2, we present the results of our DFT calculations for
the HT structure, performed using the PBEsol exchange corre-
lation functional with the +U correction with U = 3 eV [42—
46]. A fit to a nearest-neighbor only Heisenberg Hamiltonian
captures the main trend of the energy with an antiferromag-
netic nearest neighbor coupling; but the agreement is far from

perfect, and especially the non-collinear spin configurations’
energy are not captured (Fig. 2a). The simplest extension of
the Hamiltonian is the biquadratic term ~ (S; - Sj)2 [47].
This term is allowed by symmetry, and emerges in various
spin-1 models due to higher order (~ t*, where ¢ is the hop-
ping amplitude) perturbations which correspond to multiple
electrons between two atoms [42, 48-50]. At the same or-
der in nearest neighbor hopping ¢, there also exists a ring ex-
change on the triangles with the form ~ (S; - S;) (S; - Sk).
We include both of these terms to get the Hamiltonian

H=J> S S;+ s> (Si8;)°
{ig) (i)
Z ((Si-Sy)(Si-Sk) +(Si-Sk)(Si-S;) (1)

A=i,j,k

Jr
)

where (ij) refers to nearest neighbor pairs and J > 0 is the
Heisenberg coupling. Similar ring exchanges have been stud-
ied in square lattices [51], but to the best of our knowledge,
this form of the Hamiltonian has not been considered for a
Kagome system before. The additional terms make the fit bet-
ter (Fig. 2b). We find that while the nearest neighbor anti-
ferromagnetic Heisenberg coupling is the strongest term, both
Jpq and Jg are nonzero and significant. [42].

Wannier function analysis provides insight into the reason
that the Hamiltonian attains this complicated form, and also
to how the J coefficients behave under the structural transi-
tion. In Fig. 3a, we show the ty,-like Wannier functions on
the Ti atoms. The Ti cations have site symmetry Cp,. This
symmetry splits the t,, orbitals into toy — Ay + By + By,
but the two B, orbitals (xz and yz) are degenerate within nu-
merical noise, and only the A, (ry) orbital has a different
energy. In Fig. 3b, we show the hoppings between the three
tye-like orbitals in the HT phase. There are at least three dif-
ferent ¢ values that are significant. While we do not solve this
model explicitly, we note that it is rich enough to give rise to
the biquadratic exchange. To derive a biquadratic term start-
ing from an orbital model, Ref. 49 considered a model with
2 electrons on 3 orbitals, whereas Ref. 50 used a two orbital
model with same-orbital hoppings. The Wannier model for
NasTi3Clg includes both of these terms and hence it is no sur-
prise that a biquadratic term emerges. The ring exchange term
~ (8;-8;) (S - Sk) can emerge from simultaneous hopping
of two electrons from site ¢ to sites j and k. Given that the
largest hopping element (257 meV) is between alternating xz
and yz orbitals in nearest neighbor atoms, this term can be
proportional to the highest t* factor, and hence, significant.

Due to the low symmetry and very small Ti—Ti distances, it
is technically challenging to stabilize many different magnetic
states and calculate .J’s with high precision in the LT phase us-
ing DFT+U. Instead, in Fig. 3c, we present the evolution of the
hopping parameters and the A,—B, splitting, obtained from
the Wannier model, as the crystal structure is linearly interpo-
lated between the HT and the LT phases. As the structure gets
close to the LT phase, the Ti-Ti hoppings in the larger trian-
gles go to zero. Two trends are evident: 1) The A,—B, energy



(@)e gax @2 |(b) /—;\mme\' : (c)r T T T T T
i R N sool  Solid (small Ti-Ti
R > dxy 7 81 meV dxy ! dxy ¢13 mev || S Dashed (large Ti-Ti)
[~ o "(3 9 — 1 1 5| ©
{ BY Ok ° dyz de\‘:/dxz dyz \:/dyz de LE] é 400
dxz (Bg) 24 meV1 \l\/ o
NS O B g :
o3 a oo site i [ site j 1 sitek £ 1300
< p O HT phase =
o4 oo g
¢ e S ° 20200 0.7 02 03 04 05 0.6 0.1
dyz (Bg) 168 mev | . a Amplitude of distortion (d)
Q 9 Qe ol o
AP YN 7 S
g
o€ o : ! — -
/N \ o . [
g (A‘fg) ° sitei v ositej oy sitek 0001 02z 03 04 05 06 07
oT ocl 70% distorted phase Amplitude of distortion (d)

Figure 3. (Color online) (a) The t24-like Wannier functions obtained in the HT structure from nonmagnetic DFT calculations. While there is
some hybridization with the Cl ions as expected, the Wannier orbitals have atomic character. (This is no longer the case in the LT structure,
see SM for further details [42].) (b) Sketch of the three ¢2, orbitals on a triangle and the hoppings between them in the HT phase (top), and
in a hypothetical structure that is obtained by linearly interpolating the structural parameters (lattice constants and atomic positions) between
the HT and LT phases. The values in the sketch are for the 70% distorted structure, where 100% distortion would correspond to the LT phase.
For simplicity, only the hoppings in the smaller triangles are shown. (c) The hopping amplitudes between the orbitals on neighboring atoms
and the splitting between the orbitals on the same atom as a function of distortion amplitude. Same colors correspond to the same hopping

elements in panel (b).

separation increases by almost an order of magnitude in the
LT phase. 2) The largest hopping amplitude (green) becomes
even larger compared to all the other terms in the LT phase.
Thus, in the LT phase, the antiferromagnetic exchange J is
enhanced because of the increasing A,—B, separation makes
the system an effectively half-filled system with increasing ¢.
Also, Jpq /J should be suppressed, since a model with two
half-filled orbitals per atom with significant hopping only be-
tween a pair of them cannot have biquadratic exchange ac-
cording to the models proposed so far [48-50]. Jg/.J, on the
other hand, is not easy to predict, since there are multiple pro-
cesses that contribute to this term, some of which (e.g. the one
that involves hopping from xz or yz orbitals to xy orbital) are
suppressed, whereas some of which (e.g. the one that involves
hopping between zz and yz orbitals) are enhanced.

ED and DMRG— DFT provides estimates of the parame-
ters of the effective Hamiltonian, but it does not tell the na-
ture of the quantum many-body ground state. Thus we appeal
to, and extend, previous results on the S = 1 kagome sys-
tem which has been studied with a variety of approaches [15,
18, 19, 52]. For positive biquadratic interactions, the exis-
tence of a trimerized state was established [13, 14]. This
state was found to persist to negative biquadratic interactions
Jbg/J = —0.16 below which it transitions to a state with FQ
order [15].

While the observation that J is large and J;q and Jg have
opposite signs is robust, the values of Jy,,/Jr and Jr/J ratios
depend on the choice of U employed in the DFT+U calcula-
tions [42]. For this reason, it is necessary to perform the ED
calculations for a range of parameters. We scan the line in
parameter space with J fixed to 9.2 meV, varying Jr with
Jpg = —0.529JR. (Another scan for Jgp = —J3, relevant for

the U = 4 eV parameters gives similar results [42].) Fig. 4a
shows the energy spectrum for the 18 site cluster as a function
of Jr. There is a closing of energy scales, which signals the
occurrence of a phase transition at Jr = 1 meV. The lowest
excitation in the large Jp regime has .S = 2; consistent with
the FQ phase. Thus, the model with J;, = —0.529.JR is qual-
itatively similar to the model with Jr = 0 and negative Jp,
and the magnetic ground state of NasTizClg in HT structure
is FQ.

To support these assertions further, we perform DMRG cal-
culations on XC8-3 cylinders with the open (periodic) bound-
aries along the long (short) direction. The open boundaries are
chosen to match the trimer order. We explicitly measure the
trimerized order parameter (defined as the difference of bond
energies on up and down trianglesi.e. ) A S;-S; —> o S -
S;) and the quadrupolar order parameter (S?) — % Results
in Fig. 4b for Jr/J = —Jiq/J = 0 confirm that the ground
state is trimerized in the absence of biquadratic coupling. On
the other hand, for Jg/J ~ —1.89.J,,/J =~ 0.37 (the same as
in Fig. 2), a uniform nonzero FQ order parameter is observed
throughout the bulk of our finite size sample, again confirming
the ED results.

Emergence of trimerized phase and the role of lattice
distortions— We now discuss what drives the instability to-
wards the LT phase. The magnetic Hamiltonian of the HT
phase by itself does not lead to such an instability, since both
ED and DMRG calculations predict a nematic phase. It is pos-
sible that there is a lattice instability driven by not magnetism
but rather by crystal chemistry, like those in ferroelectrics like
BaTiO3 [53]. This type of a instability in NayTi3Clg would
show up in DFT calculations as an unstable phonon that trans-
forms as I'; irreducible representation [33]. (While DFT can
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Figure 4. (Color online) (a) Spectrum of the 18b site cluster (or-
ganized by total S.) from exact diagonalization, as a function of
Jr with Jyy = —0.529JR, fixing J = 9.2 meV. The trimerized
(T) and ferroquadrupolar (FQ)/spin-nematic (SN) regions are indi-
cated. The ground state in the HT structure is FQ and hasa S = 2
excitation. (b,c) DMRG results for the trimerized and quadrupolar
order parameters for the S = 1 model with bilinear, biquadratic
and ring-exchange terms with (b) Jr/J = Jp/J = 0 and (c)
Jr/J = —1.89Jp,/J =~ 0.37 (the same as in Fig. 2). The width
of the bonds (radius of the circles) are proportional to (S; - S;)
((S2) — %). The reference values in the text boxes are valid for both
cases.

not capture the quantum magnetic phases at play here, it is
expected to reproduce hybridization between atoms etc. that
gives rise to lattice instabilities.) Interestingly, our DFT cal-
culations find no instability unless an unphysical electronic
structure is imposed [42]. This suggests that there is no lattice-
only instability towards trimerization.

What our calculations so far do not take into account is the
spin—lattice coupling. Spin-lattice coupling is often consid-
ered in the context of materials with classical spin orders,
where the changes in the crystal structure affects the mag-
netic energy through the dependence of exchange parameters
to atomic positions [54, 55]. In NayTi3Clg , the Wannier mod-
els discussed previously suggest that in the trimerized LT crys-
tal structure, the relative strength of the biquadratic exchange
to Heisenberg exchange, Jy,,/J, is suppressed, and hence, the
trimerized magnetic phase is favored more strongly in the LT
phase compared to the HT phase. In other words, the spin—
lattice coupling in Nao TisClg favors the trimerized phase, and

we surmise that it is the driving force of the trimerization in
this compound. The phase transition of NasTizClg driven by
spin—lattice coupling can be considered as parallel to VOo,
where a "chicken and egg" debate is still ongoing; interac-
tions between the correlated electronic states and the lattice
give rise to concurrent electronic and crystal structural transi-
tions [56—64]. We also note that in typical magnetic systems,
spin Peierls distortions leads to only ~1-3% change in the lat-
tice constants, in contrast in NasTizClg the change is of the
order of 10%!

An important feature of the I'; structural distortion that
connects the HT and LT structural phases is that it is polar
[33], and hence it couples to external electric fields in bilinear
order. It might be possible to use electric fields to change the
crystal structure enough to induce a transition to the quadrupo-
lar phase. We surmise that this might be a viable strategy
to probe a possible quantum critical point between these two
magnetic phases.

Conclusions— We performed a theoretical and numerical
analysis of the spin-1 Kagome compound Na,Ti3Clg using a
combination of DFT, ED and DMRG. We found that this com-
pound has a complex magnetic Hamiltonian, which includes
biquadratic and ring exchange terms, in addition to strong an-
tiferromagnetic Heisenberg interactions. ED and DMRG sim-
ulations agree on that depending on the strength of biquadratic
and ring exchange terms, this Hamiltonian can give rise to ei-
ther quadrupolar nematic or trimerized magnetic phases. We
surmise that the magneto-structural transition observed in this
compound is driven by the spin—lattice coupling, which favors
the coexistence of the breathing distortion of the Kagome lat-
tice and the trimerized magnetic phase.

Our study underlines the importance of non-Heisenberg
terms and lattice effects in the study of quantum magnetic ma-
terials, and shows that the spin—lattice coupling can lead to
phase transitions that cannot be understood by studying mag-
netic or lattice Hamiltonians by themselves. This is similar
to the well studied correlated compound, VO3, which cannot
be understood by studying the electronic or lattice subsystems
alone.

Finally, since lattice and spin degrees of freedom are
strongly coupled in NasTizClg , it is desirable to go beyond
our adopted downfolding procedure and instead fit our DFT
data, for various crystal structures, directly to a spin-lattice
Hamiltonian; then solve the latter with a strongly correlated
lattice technique. While this is beyond the scope of the present
work, we believe this direction will be useful for a large
class of strongly correlated systems, including frustrated mag-
nets, which show structural phase transitions driven by novel
phases of electronic and magnetic matter.

Note added— At the time of acceptance of this paper, we
became aware of Ref. [65] who presented a systematic deriva-
tion of the ring term used here in Eq. (1).
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