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We report on the experimental observation of a decreased self-injection threshold by using laser
pulses with circular polarization in laser-wakefield acceleration experiments in a non-preformed
plasma, compared to the usually employed linear polarization. A significantly higher electron beam
charge was also observed for circular polarization compared to linear polarization over a wide range
of parameters. Theoretical analysis and quasi-3D particle-in-cell simulations revealed that the self-
injection and hence the laser wakefield acceleration is polarization dependent and indicate a different
injection mechanism for circularly polarized laser pulses, originating from larger momentum gain by
electrons during above threshold ionization. This enables electrons to meet the trapping condition
more easily, and the resulting higher plasma temperature was confirmed via spectroscopy of the

XUV plasma emission.

Laser-wakefield acceleration (LWFA) [1] has experi-
enced rapid developments in the last four decades, now
capable of generating high quality electron beams with
multi-GeV energies [2-5]. Such high energy electron
beams have the capability to drive novel secondary par-
ticle and radiation sources, such as positrons [6], bright
X-rays [7], collimated ~-rays from inverse Compton scat-
tering [8, 9] and even facilitating experimental strong-
field quantum electrodynamics (QED) studies [10, 11].
It is also a promising source for compact X-ray free elec-
tron lasers (XFELs) [12]. However, these applications
place highly restrictive requirements on the beam qual-
ity in terms of energy spread, emittance, beam charge,
shot-to-shot stability, dark current [13] and so on, espe-
cially for seeding XFELs [14, 15]. The electron beam
quality critically relies on control of the injection process
and subsequent beam dynamics.

In LWFA, especially in the nonlinear “bubble” regime
[16, 17], ambient electrons which are expelled outward
transversely by the laser ponderomotive force slip back-
wards to the rear of the bubble and get trapped by the
wake field if their longitudinal velocity becomes higher
than the phase velocity of the plasma wave within the
bubble. This is the so-called “self-injection” process. Due
to the laser pulse evolution, and hence the plasma wave
evolution, it is normally difficult to precisely control the
self-injection process. Therefore, to lower the threshold
of self-injection and to better control the trapping pro-
cess, various injection schemes via density tailoring [18—
24], ionization [25-27], multiple laser pulses [28-38] and
magnetic field control [39] have been developed.

The self-injection threshold depends on a combination
of the plasma density and laser intensity. It was recently
studied extensively using parametric scans in particle-in-
cell simulations [40] and in experiments [41-46]. Theo-
retical and numerical simulation studies have shown that
the trapping threshold can be lowered by thermal effects

in a warm plasma [40, 47], or in the self-modulated laser
wakefield accelerator (SM-LWFA) regime via the cou-
pling of Raman backscattering [48]. The latter indicates
a polarization dependence to the trapping threshold. In
LWFA in the bubble regime, the influence of laser po-
larization has rarely been considered because the domi-
nant factor for the generation of laser wakefields is the
ponderomotive force, which is polarization-independent.
However, the dynamics of ionization with different laser
polarizations give rise to considerable transverse and lon-
gitudinal momentum [49-51], which could modify the in-
jection process.

In this letter, we investigate the role of laser polar-
ization in electron self-trapping in LWFA with experi-
ments and numerical simulations. We discovered that
self-injected electron beams can be generated with a cir-
cularly polarized (CP) laser pulse at plasma densities
20% lower than the self-injection threshold for a linearly
polarized (LP) laser pulse. When the laser power and
plasma density is sufficient for self-injection in both cases,
the total beam charge using CP laser pulses can be an or-
der of magnitude higher than that with LP pulses. The
enhancement of self-injection in the CP case is due to
above threshold ionization (ATI) heating in which elec-
trons gain residual momenta due to the conservation of
transverse canonical momentum while interacting with
the laser pulse. After collisional relaxation, this results
in a higher plasma temperature for CP, which was con-
firmed via XUV spectroscopy of the plasma emission.

The experiment was performed at the HERCULES
laser facility at the Center for Ultrafast Optical Science
(CUOS) at the University of Michigan [52]. The laser
beam with a pulse duration of 3543 fs full-width-at-half-
maximum (FWHM) and an average power after compres-
sion of Py, = 50.4+5.4 TW, where the error represents the
standard uncertainty combining the uncertainties in laser
energy and pulse duration, was focused by an f/20 off-
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FIG. 1. (a) Electron beam charge as a function of plasma

density with LP (blue circles) and CP laser (orange squares)
with the same power P = (50.4 + 3.2) TW. Error bars rep-
resent the 20 uncertainty. (b, c) Spectra of 35 consecutive
shots at ne = (3.8 £ 0.4) x 10"®cm ™3 (shaded region in (a))
for CP and LP, respectively.

axis parabolic (OAP) to a spot size of wy = 26.0+£0.8 ym
(at 1/€? in intensity). The corresponding peak laser in-
tensity is about 6.5 x 10'® W /cm?, which gives a normal-
ized laser intensity ag = 1.8 for the LP case, while ag is
a factor of v/2 smaller for CP at the same intensity. To
switch between LP and CP, a 1/4 A mica wave plate of
thickness 40 pm, was placed into the beam path before
the OAP. By rotating the axis of the plate the polariza-
tion can be switched without affecting the laser intensity
and focus quality.

The target was a 3D-printed gas-cell [53] filled with
pure helium with a fixed gas length of 6 mm. A gas-
cell suppresses plasma density ripples, which amplify self-
injection in supersonic gas jets [41]. The plasma density
was characterized using a Mach—Zehnder interferometer
with a probe beam arriving at the target 20 ps after the
main beam. The plasma density can be expressed as
ne[108em ™3] = 0.05 x py[psi] — 0.16, in the range p, €
[20, 120] psi backing pressure.

Electron energy spectra were measured using a dipole
magnet (15 cm long, 0.8 T), a Lanex screen imaged onto
a 12-bit CCD camera. The dispersion of the electron
spectrometer was determined by a particle tracking code
using the measured magnetic field [54]. To determine the
electron beam charge, the Lanex signal was calibrated by
using a Fuji BAS-MS image plate [55]. A flat-field XUV-
spectrometer [56] using a gold-coated diffraction grating
and a 16-bit back illuminated CCD was placed 3 m from
the target to collect the plasma emission within a spectral
range of 41 — 250 eV. The resolving power of the spec-
trometer is approximately 1100 in the region of interest
around 50 eV.

A comparison of the electron beam charge with LP
and CP laser pulses as a function of plasma density at the
same laser power is shown in Fig. 1(a). The self-injection
threshold density is lowered from 3.2 x 10%¥cm~2 for
LP to 2.7 x 10'8cm ™2 for CP. Consequently, the thresh-
old ratio of laser power to critical power for self-guiding

P/P, is lowered from 5.5 for LP to 4.6 for CP, where
P.[GW] = 17.4(n./ny) [57], n. = meeowd /e is the crit-
ical density for the laser angular frequency wy. These
values are comparable with reported values in Ref. [44—
46] for a LP laser. Fig. 1(b) and (c) show the electron
spectra with CP and LP for a consecutive series of shots
at a plasma density of n, = (3.8 £0.4) x 108cm=3.

As shown in Fig. 1(c), the reproducibility with the LP
laser is such that a beam was measured for approximately
10% of the laser shots, with an average beam charge of
1.5440.7 pC. Here, the relatively large error comes from
the fact that the electron beam is absent in most of the
shots in this case. With CP, as shown in Fig. 1(b), the
reproducibility of the electron beam with energy higher
than 50 MeV was increased to about 70% of shots having
an electron beam, with an average beam charge of 8.6 &
2.3 pC. Note that this effect is consistent over a range of
densities, as indicated in Fig. 1(a). These experimental
measurements indicate that the laser polarization has a
significant effect on the trapping threshold.

To understand the experimental results, particle-in-
cell (PIC) simulations were performed over a wide range
in laser and plasma parameter space using the quasi-3D
code FBPIC [59], which is numerical dispersion free. For
most of the simulation runs, the simulation box with a
moving window had dimensions of 50 ym x 80 pum with
a resolution of Az = 0.04 pym and Ar = 0.27 ym where z
and 7 are the longitudinal and radial directions, respec-
tively. Three azimuthal modes to resolve the departures
from the cylindrical symmetry of the wakefield accelera-
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FIG. 2. Contour plots of injected beam charge from PIC
simulations in a parameter space of (ag,n.) overlapped on
P/P.. The beam charge was extracted at a certain time after
the self-focusing of the laser pulse when injection has com-
pleted. For all simulation runs (gray crosses), the laser spot
size is fixed at wo = 26 pum, all the other laser and plasma pa-
rameters as well as the simulation settings are the same. The
best linear fits of P/P. for the three example charge values,
[0.1, 10, 100] pC, are [6.8, 7.8, 9.0] for CP and [7.4, 8.4, 9.7]
for LP, respectively.
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FIG. 3. (a) Electron momentum (I, II) and kinetic energy
gain (III) in 1D PIC simulations. A diluted plasma with a
density of 1 x 10°cm™ was used in these simulations to mit-
igate plasma effects which allows to highlight the differences
in ionization between LP (blue) and CP (orange). The peak
laser intensity in these simulations is 10'® W/cm?. The dif-
ference between the first (el) and the second ionized electron
(e2) is due to the difference ionization potentials for the two
ionization states, 24.59 eV and 54.42 eV, respectively. (b) Ex-
perimentally measured XUV spectra for various helium back-
ing pressures (i.e. plasma densities). (c¢) XUV spectra from
SCRAM [58] atomic physics simulations with a thermal elec-
tron energy distribution with the same average energies as the
electron spectra from (a) III.

tion and 24 macro-particles in each grid cell were used.
In these simulations, the laser pulse, either CP or LP,
has a fixed FWHM pulse duration of 31 fs, while wyg
varies in the range 20 — 30 ym and ag (LP) varies in
the range 1.0 — 2.0. The plasma is generated via field
ionization of the pure neutral helium target and the elec-
trons originating from the two ionization levels are sepa-
rately diagnosed. The helium density varies in the range
of (1.0 — 4.0) x 108 cm~3 for different simulation runs,
while in each single run the density distribution is uni-
form with a 100 pm-long linear ramp before the arrival of
the laser pulse. Benchmarking runs with higher spatial
resolution, more particles-per-cell and larger numbers of
azimuthal modes were performed to ensure convergence.

Fig. 2 shows the total charge of the injected electron
beam in the PIC simulations over a parameter space of
(ag, me). For almost all the simulation runs, the total
beam charge with the CP laser is much higher than that
with the LP laser, i.e., to obtain a certain amount of
beam charge, the required laser power is lower for CP
than LP, as we can see from the contour lines, which
represent the beam charge at 0.1 pC, 10 pC and 100 pC
for instance. If we treat the injection threshold as 1 pC,
then P/P,. for CP and LP are 7.3 and 7.9, respectively.
In general, the PIC simulations agree well with the ex-
perimental results; the self-injection threshold with the

CP laser is lower than that with the LP laser and the to-
tal injected beam charge for CP with same laser intensity
is higher than that with the LP laser. It is worth noting
that more than 95% of the injected electrons come from
the second ionization state for the CP case while only
about 75% for the LP case.

The amplitude of the excited plasma wave is nearly
identical for CP and LP since it is driven by the pon-
deromotive force of the laser pulse, which is polarization
independent. There are two pieces of evidence support-
ing this observation. First, the potential of the wakefield
for CP and LP at the same time step is nearly identical.
Second, the evolution of the peak laser intensity has an
average difference of only 0.4% between the two cases.
This indicates that the response of the laser pulse to the
plasma (and vice versa) is similar for CP and LP. There-
fore, we might expect similar particle trajectories in the
wake for CP and LP; the fact that both the experiments
and simulations show such a dramatic difference in the
trapped charge thus requires further explanation.

The reason for the difference is the momentum gain
during the ionization process occurring prior to the peak
pulse arrival. Ionization in a strong field proceeds via
the ATI mechanism [60] in which the ionized electrons
gain kinetic energy in excess of the ionization potential
(IP). After leaving the laser pulse, electrons gain residual
transverse momentum p | = m.ca;, where a; = eA;/mec
is the normalized laser vector potential at ionization, due
to the conservation of transverse canonical momentum.
This is accompanied by a longitudinal momentum gain
of p = meca /2 [49-51].

In the LP case, strong-field ionization dominantly oc-
curs at the crests of the electric field, which leads to van-
ishing residual energy and momentum because a; = 0.
Energy and momentum gain is only possible for a phase
mismatch ¢g which is suppressed due to the exponential
dependence of the ADK ionization rates with electric field
strength [60, 61].

For CP pulses the amplitude of the electric field follows
the pulse envelope and the vector potential a is 90 degrees
out of phase with E, but its magnitude at the moment
of ionization a; is non-vanishing. Because of this, the
ATI momentum and energy are significantly larger for
CP pulses compared to LP.

In a wakefield bubble, electrons originate from a nar-
row cylindrical collection volume located ~ A, from the
beam axis and flow along the bubble sheath. At the
back of the blowout region, if their forward velocity v,
exceeds the wake phase velocity v, they can be trapped
and accelerated by the plasma wakefields. The small ini-
tial transverse momentum from ATI can slightly alter
the trajectories of electrons around the bubble sheath
and introduce an asymmetry to these orbits. Some elec-
trons, which start at the correct azimuthal angle where
the laser vector potential points inward, will be trapped
more easily.
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FIG. 4. (a) Ionization location of injected electrons in the co-

moving frame. For a CP laser, electrons born at any phase in
the ionization front can be injected if the laser vector potential
points towards the beam axis. For an LP laser, only those
born in the polarization plane can be injected. The color
map represents the transverse laser field of E, in the (z, z)
plane and E, in the (z,y) plane, respectively. (b) Particle
tracking with static fields from PIC simulation in the CP laser
case. The orange dots represent the initial positions for the
trapped particles. The cyan arrow represents the direction of
the vector potential at the starting point of the trajectories.
The color scheme represents the longitudinal momentum gain
for the tracked electrons along their trajectories. The gray-
scale plots on the two transverse planes show slices of the
plasma density.

Helium as target medium works well for this study be-
cause to field-ionize Het to He?* (IP Ejo, = 54.42 V),
the required field strength is relatively high, yielding a
large ATI momentum. It can be estimated using the bar-
rier suppression ionization (BSI) model [62], yielding for
CP Igsi[W/cm?] = 8x10% B [eV]/Z? = 1.8x10'6. This
corresponds to a; ~ 0.064, which in turn gives the value
of ATI momentum p; =~ 33 keV/c and p| ~ 1 keV/c <
p1. And because of p| < p1 also By, ~ mec2az2/2. For
LP the BSI estimate gives py ~ p| ~ 0.

A 1D PIC simulation including ADK ionization model
using the EPOCH code [63] also confirmed the theoret-
ical hypothesis. Fig. 3(a) illustrates the clear difference
of transverse and longitudinal momenta of the two he-
lium electrons due to field ionization. For the LP laser,
the transverse momentum is mainly along the polariza-
tion direction. For the CP laser there is a clear spiral
structure, due to the ramp-up of the laser pulse enve-
lope, in the transverse phase space of (pg, p,), which in-
dicates much larger momentum gain. This also results in
a much larger longitudinal momentum gain for CP than
LP. Note that for the CP laser, the momentum gain is
mainly contributed by the second ionization level.

The difference of the residual momenta and hence ki-
netic energies with different laser polarization will even-
tually lead to higher plasma temperatures for CP [64, 65].
In our experiment, this was confirmed by measurements
of the time-integrated XUV spectra as shown in Fig. 3(b)
and atomic physics simulations with the code SCRAM
[58]. The SCRAM calculations, shown in Fig. 3(c), used

a thermal plasma that was allowed to cool by radiative
emission, with initial temperature corresponding to the
same average energy per electron as the LP and CP dis-
tributions. In Fig. 3(b), there is increased emission in the
CP case compared with the LP case, consistent with the
increased temperature. The decrease of measured emis-
sion as the gas pressure increases is probably due to the
opacity of the ~ cm scale gas medium.

Employing a static wake approximation, the Hamilto-
nian H = v(1 - 3,6.) — ¥, where ¥ = —&; (& — 3,A.) is
the (normalized) wake potential, is a constant [26, 66, 67].
For a cold plasma this constant value is H; = 1 because
W; = 0. For such quiescent electrons, self-trapping occurs
mainly due to bubble evolution [68], i.e. nonstatic wake-
field effects. In ionization injection schemes trapping is
enabled by electrons from deeply bound states (e.g. the
1s electrons of nitrogen) that are ionized close to the peak
of the laser pulse where ¥; = O(1) is large [26], lowering
the value of H significantly. Here, the ionization of He
happens at the front of the laser pulse where the ¥; < 1
and the value of H; =~ 1. This clearly shows that the
mechanism discussed in this letter is very distinct from
ionization injection, despite the fact that it involves ion-
ization dynamics.

To further investigate the effect of the ionization dy-
namics on electron trajectories, we examined the initial
position of the trapped electrons in three-dimensional
space in the co-moving frame for both LP and CP cases,
as shown in Fig. 4(a). In the CP case, one can clearly
see that trapped electrons originate from a spiral struc-
ture at the evolving ionization front and the projection
in the transverse plane is a ring with a width of approx-
imately 1 pm. In the LP case, the trapped electrons
originate from the vicinity of only two particular angles
in the polarization plane. The spiral structure in CP case
is due to the fact that the transverse vector potential at
ionization induces an asymmetry to the electron orbits
that follow the bubble sheath. As the vector potential
rotates, the spiral structure forms. This feature was con-
firmed by particle tracking using static fields obtained
from the PIC simulations, as shown in Fig. 4(b). One
can see that at a certain time, the initial positions of
the trapped electrons are all located within a small az-
imuthal angle where the vector potential points towards
the axial axis. As a consequence, circular polarization
leads to significant differences in self-injection because it
modifies the initial conditions for the electron trajecto-
ries and trapping is extremely sensitive to the details of
the trajectory.

It is worth noting that the beam quality of the acceler-
ated beam is preserved with CP lasers compared to the
case of LP lasers, for example in the PIC simulations the
transverse normalized emittance in the CP case is almost
identical to the LP case, even though the beam charge is
orders of magnitude higher. Moreover, LWFA with CP
lasers could be a way to enhance the betatron radiation



due to the elliptical trajectories of the accelerated elec-
trons and a possible source of circularly polarized X-rays.

In conclusion, by comparing experiments and numeri-
cal simulations using CP and LP lasers for LWFA exper-
iments in a non-preformed plasma, we reveal that self-
injection is polarization dependent. The keV/c level mo-
mentum gain due to ATT at the laser pulse front can sig-
nificantly change the dynamics of injection, which should
not be considered as negligible for future LWFA studies.
Our experiment not only presents an enhancement of in-
jection for these specific conditions, but also provides a
simple and direct measurement that reveals how the de-
tailed electron kinematics in the laser pulse are strongly
connected with the physics of self-injection in a profound
way. This is a crucial step towards generating dark cur-
rent free electron beams for various applications.

The method demonstrated here is fundamentally dif-
ferent from ionization injection reported in the literature,
where injected electrons from the inner shell of mid-Z
gases (such as nitrogen and oxygen) are born inside the
bubble, close to the peak laser intensity [26, 27]. Our
method is not limited to low-Z gases, such as helium. It
can perform even better with mid-Z gases to take ad-
vantage of the various ionization potentials for various
ionization levels. For example, the IP for the third to
sixth electrons of oxygen lies in between the IP of the
second electron of helium and the sixth electron of nitro-
gen. lonization of these electrons doesn’t need the high
laser intensity required by ionization injection, but can
give momenta gain higher than that of the second elec-
tron of helium.
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