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21 cm intensity mapping has arisen as a powerful probe of the high-redshift universe, but its
potential is limited by extremely bright foregrounds and high source confusion. In this Letter, we
propose a new analysis which can help solve both problems. From the combination of an intensity
map with an overlapping galaxy survey we construct a new one-point statistic which is unbiased by
foregrounds and contains information left out of conventional analyses. We show that our method
can measure the HI mass function with unprecedented precision using observations similar to recent
21 cm detections.

PACS numbers:

Many experiments are studying the evolution of the
universe with the redshifted 21 cm line [1–7], seeking to
map vast swaths of cosmic history using line intensity
mapping (LIM) [8–11]. Intensity maps do not resolve
individual emitters, but instead map fluctuations in the
density of neutral hydrogen. This gives them sensitiv-
ity to the aggregate emission from all galaxies, as well
as the neutral intergalactic medium. By targeting a nar-
row line, maps can be made in three dimensions by ob-
serving at different frequencies. LIM surveys can quickly
map large volumes, allowing unprecedented constraints
on fundamental cosmology [12–16]. They also provide
information about faint objects below conventional de-
tection thresholds. Theory predicts that the number of
detected objects is dwarfed by these systems, which ac-
crete and merge to form galaxies such as our Milky Way
[17].

Currently, the largest limiting factor in 21 cm cosmol-
ogy comes from foregrounds which are typically orders of
magnitude brighter than the signal [18–20]. These fore-
grounds have limited attempts to observe HI in autocor-
relation. There have, however, been detections of cross-
spectra between HI maps and galaxy surveys, at redshift
z ∼ 0.08 [21] with Parkes telescope data and the 2dF
galaxy survey [22], and another at z ∼ 0.8 with Green
Bank Telescope (GBT) data [23] and the WiggleZ sur-
vey [24]. Cross-correlation is robust against foreground
contamination because galaxies and HI trace the same
large-scale structure, while the foregrounds do not.

Even when detected the signal is challenging to inter-
pret. Intensity maps are typically analyzed using power
spectra. A Gaussian density field is fully described by
its power spectrum. However, 21 cm maps are highly
non-Gaussian, as the HI distribution is determined by
complex, nonlinear baryon dynamics.

For example, consider an experiment like Parkes/2dF
or GBT/WiggleZ. At z < 1, virtually all HI is found
within halos, and we can describe its distribution with
the HI mass function (HIMF) φHI(MHI), which gives the
number density of halos with a given HI mass. Let us

consider a modified Schechter HIMF:

φ(MHI) = ln(10)φ∗

(

MHI

M∗

)1+α

e−MHI/M∗−Mmin/MHI .

(1)
This basic form has been used many times in the lit-
erature [25–27]. We have added a low-mass cutoff at
Mmin, as intensity maps lack hard detection thresholds.
Power spectra, sensitive only to Gaussian information,
can only access the first two moments of the HIMF [28],
while it would require four numbers, (φ∗,M∗, α,Mmin),
to fully determine Eq. (1). Furthermore, there are de-
generacies between φ∗ and cosmological parameters that
intensity maps might seek to measure, such as halo bias,
the growth rate of fluctuations, or the amplitude of pri-
mordial non-Gaussianity [29–31].

It was suggested in Refs. [32, 33] that this non-
Gaussianity could be accessed using one-point statistics,
as opposed to two-point statistics like power spectra.
P(D) analysis, which has seen use for decades in many
fields [34–39], allows mapping between the HIMF and the
probability distribution function (PDF) P(T ) of voxel1

intensity T . This statistic, termed the Voxel Intensity
Distribution (VID), has been shown to significantly in-
crease the information which can be gained from an in-
tensity map [40].

Unfortunately, as with the auto-spectrum, the VID of
a 21 cm map would be contaminated with unsubtracted
foregrounds. Rather than expose ourselves to this large
potential source of bias, we introduce here a one-point
analogue to the cross-spectrum, extending the VID for-
malism to remove foreground bias. We will then forecast
how this technique can be applied to HI observations.

The approach we propose here relies on a simple fact:
for independent random variables T1 and T2, the PDF
P1+2(T ) of their sum T = T1 + T2 is the convolution of
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their individual PDFs P1(T ) and P2(T ). This is straight-
forward to prove. We can write

P1+2(T ) =

∫∫

P1(T
′)P2(T

′′)δD(T − T ′ − T ′′)dT ′dT ′′,

(2)
where δD is a Dirac delta function. Evaluating one inte-
gral leaves a convolution,

P1+2(T ) =

∫

P1(T
′)P2(T −T ′)dT ′ = (P1 ◦P2)(T ). (3)

We can make use of the Fourier convolution theorem to
turn this into a product in Fourier space:

P̃1+2(T ) = P̃1(T )P̃2(T ), (4)

where T ≡ 2π/T is the Fourier conjugate of T and P̃(T )
is the Fourier transform of P(T ) (also known as the char-
acteristic function). In an intensity map, the observed T
in a given voxel is the sum of a signal component TS with
PDF PS and a contribution from noise and foregrounds
which we will abbreviate as TFG with PDF PFG. The full
VID of a map is then the convolution PS ◦ PFG.
As stated above, PFG is hard to model to sufficient

precision, so it will be difficult to apply the VID statistic
directly to 21 cm data. We will therefore use a separate
data set with different systematics to isolate our signal.
Assume that our volume contains both a 21 cm map and
an optical galaxy survey. In each voxel we know the total
radio intensity TS+TFG and the number Ndet of detected
optical galaxies. TS and Ndet will be correlated, due both
to large-scale structure and the HI content of the optical
galaxies. We can therefore construct conditional PDFs
P(T |Ndet). We refer to these PDFs as conditional VIDs,
or CVIDs.
Crucially, each CVID will be a convolution of a sig-

nal part, which depends on Ndet, and a noise/foreground
part, which does not. If we compare voxels with different
Ndet, we can write,

P̃(T |N1
det)

P̃(T |N2
det

)
=

P̃S(T |N1
det)P̃FG(T )

P̃S(T |N2
det

)P̃FG(T )
=

P̃S(T |N1
det)

P̃S(T |N2
det

)
. (5)

It is clear that the above ratio is unbiased by foregrounds,
as the deconvolution cancels out the component which is
common to both CVIDs.
In practice, we do not compute continuous PDFs di-

rectly from maps. Instead, we estimate PDFs using
histograms Bi ≈ P(Ti)∆TNvox, where Bi is the num-
ber of voxels in a bin of width ∆T centered at Ti,
and Nvox is the total number of voxels. If we sepa-
rate our map by Ndet values, compute histograms BNdet

i
from each part, then compute their Fourier transforms
B̃Ndet

i = ∆T
∑

j B
Ndet

j exp(iTiTj), we can write down the

CVID Ratio (CVR),

R̃
N1

det
N2

det

i =
B̃

N1

det

i

B̃
N2

det

i

. (6)

It is easy to show that the expectation value of R̃
N1

det
N2

det

i
is proportional to the ratio from Eq. (5), and thus is
unbiased by foregrounds.
Figure 1 shows an example of how this works. The

left panel shows predicted histograms for a Parkes/2dF
map with a Gaussian PFG, with the signal contribution
computed as described below. The right panel shows
the CVR computed only from the signal. Both panels
include, for illustration, a toy data realization. If we
assume that TS and TFG are independent draws from PS

and PFG, then each Bi is an independent draw from a
binomial distribution with mean 〈Bi〉 and variance

var(Bi) = 〈Bi〉 (1− 〈Bi〉 /Nvox) ≈ 〈Bi〉 . (7)

Based on the nearly-diagonal correlation matrices shown
in Figure 2 of Ref. [40], this approximation seems rea-
sonable, at least at low signal-to-noise. We can therefore
create a sample histogram by drawing randomly from bi-
nomial distributions. We leave detailed testing of this
approximation to future work.
From our toy data, it is clear that the simulation,

which includes foregrounds, gives the same CVR as the
foreground-free theory. Though we used a Gaussian PFG,
the same would hold for any general PDF. If we can es-
timate the error on BNdet

i , either with Eq. (7) or with
simulations, then we can propagate this error through to
get the error on the CVR directly from the data. This has
two important implications. First, it means that we do
not need a model of the foregrounds to estimate errors on
R̃10

i . Second, it accounts for instabilities which appear
when the denominator of Eq. (6) approaches zero, as
seen at high-T in Figure 1. Though the measured CVR
deviates significantly from the expectation, the large er-
ror bar means that these points get correspondingly little
weight.
Because we defined the CVR in Fourier space, it is

in general complex. Figure 1 shows only the real part,
but the imaginary part carries a comparable amount of
information. For our forecasts below we use the full,
complex CVR value and propagate the error from Eq
(7) through to compute the covariances of the real part,
the imaginary part, and any correlation between the two.
Now we need to connect the CVR to the HIMF. We

can relate the two using a modified P (D) analysis [33,
37, 41]. In the standard P (D) case, we parameterize the
source luminosity function, then assume some model for
the number count PDF to predict P(T ). We make two
modifications here. First, we separate the population
into line emitters which are associated 1:1 with optical
galaxies and those which are not, giving two separate
HIMFs which we will refer to with subscripts “det” and
“un” respectively. Second, we model how the counts of
undetected galaxies depend on the presence of detected
galaxies. We now present the detailed computation.
In each voxel, there are Ndet detected optical galaxies

and an unknown number Nun of unresolved HI emitters,
so:

P̃(T |Ndet) = P̃det(T |Ndet)P̃un(T |Ndet). (8)
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FIG. 1: Example CVR analysis. (left) Example CVIDs for a model of Parkes/2dF data with noise and residual foregrounds
modeled by a 10 mK Gaussian PDF, for voxels with Ndet = 0 (blue) and 1 (orange). Solid curves show the theoretical
expectation, points show a toy simulation as described in the text. Histograms are normalized to sum to unity. See below
for details of the astrophysical modeling. (right panel) CVR computed from the signal model only (solid) along with that
estimated from the simulation. The gray band shows the predicted 1σ error from the model. Note that CVR errors are highly
correlated, leading to the offset at moderate T . Note also that we plot only the real part of the complex CVR.

To compute P̃det and P̃un, we need separate HIMFs for
the detected and undetected galaxy populations. For
now, we assume an exponential separation,

φun(MHI) = φ(MHI)e
−MHI/Mcut , (9)

φdet(MHI) = φ(MHI)
(

1− e−MHI/Mcut

)

, (10)

with free parameter Mcut.
If Ndet = 0, there is no contribution from detected

galaxies and Pdet(T |0) = δD(T ). If Ndet = 1, then
Pdet(T |1) is proportional to φdet, with appropriate nor-
malization (see [33] for details). For higher values ofNdet,
we can recursively apply Eq. (4) to get

P̃det(T |Ndet) =
[

P̃det(T |Ndet = 1)
]Ndet

. (11)

Note that in Eq. (11) we have implicitly assumed that
the HIMF in a voxel is independent of how many galax-
ies it contains. This is known to be inaccurate, as more
massive objects will be more strongly biased, shifting the
HIMF to larger masses in dense voxels. Accurately mod-
eling this effect will likely require simulations, so we ne-
glect it for now.
For undetected galaxies, we do not know the value of

Nun, so we have

P̃un(T |Ndet) =
∑

Nun

[

P̃un(T |Nun = 1)
]Nun

P(Nun|Ndet).

(12)

where Pun(T |Nun = 1) is proportional to φun,
P(Nun|Ndet) describes the correlation between optical
galaxies and unresolved HI emitters. If there is no
clustering, Pun has no dependence on Ndet, and will
cancel out of the CVR. However, we know that HI
and optical galaxies should be at least somewhat cor-
related, though that correlation may be color- and scale-
dependent [21, 42, 43]. We will model the number of de-
tected and undetected galaxies at each voxel as indepen-
dent draws from two Poisson distributions. To include
clustering, the means µun and µdet of the detected and
undetected galaxy counts are drawn from a lognormal
distribution, and are 100% correlated at each voxel.

Galaxy count distributions are known to be reasonably
approximated by lognormal PDFs [44, 45],

PLN(µdet) =
1

µdet

√

2πσ2
G

×

exp

{

−
1

2σ2
G

[

ln

(

µdet

Ndet

)

+
σ2
G

2

]2
}

, (13)

where the σG parameter represents the effect of cluster-
ing. In the limit that σG ∼ 0, PLN (µdet) tends to a delta
function centered at Ndet, and there is no effect from
clustering.

Since we are assuming that µun and µdet are fully cor-
related, we take µun = funµdet in every voxel, where
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FIG. 2: Forecasted CVR constraints on the HIMF of all galaxies (left column), those undetected by the optical survey (center
column), and those detected optically (right column). Black solid lines show our fiducial model (Eqs. (1,9,10) with ALFALFA
parameters), the other lines show 1σ prior uncertainties for the ALFALFA priors (red solid) and the 10x ALFALFA priors
(blue dashed). Shaded regions show the 1σ regions after our Fisher forecast, both with the ALFALFA (red) and 10x ALFALFA
priors (blue). The upper row shows the case with modest foreground cleaning (σFG = 35 mK), the lower row with stronger
cleaning (σFG = 10 mK).

fun ≡ Nun/Ndet. We then can write

P(Nun|Ndet) =

∫

P(Nun|funµdet)P(µdet|Ndet)dµdet.

(14)
We can use Bayes’ Theorem to state that,

P(µdet|Ndet) ∝ P(Ndet|µdet)PLN(µdet), (15)

where PLN acts as our “prior”. With our assumption of
Poisson statistics, we have

P(Nun|Ndet) ∝

∫

PPoiss(Nun|funµdet)PLN(µdet)

× PPoiss(Ndet|µdet)dµdet, (16)

where PPoiss(N |µ) is the Poisson distribution with mean
µ.
We can now predict a CVR from our HIMF model. We

will now examine what information could be gained from
such an analysis. Consider a model of the Parkes/2dF
maps described in Ref. [21], with free parameters
(φ∗,M∗, α,Mmin,Mcut, σG). Assume that HI evolves
negligibly from z = 0 − 0.05, and use the best-fit HIMF
from ALFALFA [27] as a model, with φ∗ = (4.5± 0.8)×
10−3 Mpc−3 dex−1, log(M∗/M⊙) = 9.94 ± 0.05, and
α = −1.25± 0.1. We arbitrarily choose Mmin = 105 M⊙

so that it falls below the ALFALFA detection threshold,

and Mcut = 3× 108 M⊙ to get the correct number of de-
tected galaxies [22]. We compute σG following Ref. [33].
Note that we assume the same value for φ∗ and α for
both the detected and undetected populations.

We assume a Gaussian PFG, but note again that this
procedure would work regardless of the assumed form.
Based on a cursory examination of the cleaned Parkes
maps shown in Figure 1 of Ref. [21], we set σFG = 10
mK. However, in the process of cleaning the maps to
this level, it is possible that some of the signal would
be removed. The simplest response to this would be to
use maps which have not been cleaned as agressively.
We will roughly model this case with a second model
where we somewhat arbitrarily choose σFG = 35 mK.
This should give an impression of how our results scale
with foreground contamination.

We can forecast constraints on our model using the
Fisher matrix formalism [46, 47]. We only consider
Ndet = 0 and 1 here, as few data voxels have Ndet > 1.
As we neglect evolution from the z = 0 ALFALFA galax-
ies, we can use their quoted systematic errors as priors
on φ∗, M∗ and α. Many LIM surveys, including the
GBT/WiggleZ survey, target higher redshifts where we
cannot neglect the HIMF evolution. This means that we
would not be able to use the high-quality z = 0 priors.
For simplicity, we will not attempt to directly model this
evolution here, but we will very roughly approximate it
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by adopting a second, weaker set of priors. If we com-
pare HI measurements from DLAs at redshifts ∼ 0 and
∼ 1, we see that the z ∼ 1 measurements are an order of
magnitude or so worse (see Figs. 2 and 3 of Ref. [48]).
We therefore choose our second set of priors to be ten
times worse than ALFALFA. In both cases, we assume
10% prior knowledge of σG, which would have to come
from simulations, and uninformative fractional priors of
10 on both Mcut and Mmin. We assume a cosmology
consistent with the Planck 2015 results [49].
Figure 2 shows the results of our Fisher forecasts. We

plot 1σ confidence intervals around our fiducial models
for the total, detected, and undetected populations. Even
in the most pessimistic case, with strong foregrounds and
weak (10x ALFALFA) priors, we get a good measurement
of the bright end of the HIMF and the detected galaxy
HIMF. If we know enough to trust the strong ALFALFA
priors, then the CVID adds important constraints on the
HIMF of the optical galaxies and a modest measurement
of that of the unresolved galaxies, both of which cannot
be obtained from ALFALFA alone. With 10 mK fore-
grounds, the CVID dramatically improves on the priors.
The very brightest end of the HIMF is still dominated
by ALFALFA, but the CVID has added a wealth of in-
formation about faint galaxies which cannot be obtained
conventionally. Unfortunately, even the intensity map-
ping data loses sensitivity at the very faintest end of
the HIMF. Even stronger foreground cleaning would be
needed to measure Mmin.
These forecasts clearly demonstrate the utility of this

method. However, we have made a number of assump-
tions that deserve further study. The lognormal galaxy
count PDF is likely overly simplistic, and could be re-
placed by a more sophisticated prescription [50]. In Eqs.
(9) and (10), we assumed that optical galaxies host the
brightest 21 cm emitters. This should hold for blue, gas-
rich galaxies, but a number of bright optical galaxies are
red and gas-poor [51], and therefore have weaker HI emis-
sion. As mentioned above, we have entirely neglected
luminosity-dependent bias in our forecasting. Though
Parkes and GBT are single-dish, many 21 cm experi-
ments are interferometric. We compute CVIDs from real-
space maps, while interferometers natively observe the
sky in Fourier space. The process of inverse Fourier trans-
forming a map will induce pixel-to-pixel covariances. In
principle, it should be possible to model this effect since

the Fourier space coverage of the interferometer is known,
but it would require additional care. Finally, we assumed
that we can apply some degree of foreground cleaning to
our data without affecting our signal. In the Parkes fore-
ground cleaning, the signal was suppressed along with
the foregrounds [21], which if uncorrected would bias our
CVR measurements. These caveats motivate additional
study of this method using mock data sets, as in Ref.
[40].
Speaking broadly, we expect this new technique to

share many of the benefits and limitations of stan-
dard cross-spectra. Ref. [40] found that the VID and
auto-spectrum contain comparable and complementary
amounts of information. It is reasonable to expect qual-
itatively similar results here, that the cross-spectrum
and CVID would have similar “detection significance”,
though we leave rigorous study of the combination of
these two statistics for future work.
Though we have focused here on a simple HIMF fit,

the potential utility of this method extends much fur-
ther. Given a large enough sample of cross-correlation
galaxies, one could separate out galaxies with different
properties, for example to see how the HIMF varies with
optical luminosity, or galaxy color [21, 52]. With inten-
sity maps of other lines [53–63], one could, for example,
measure molecular gas in Lyman-alpha emitters [64], or
study AGN feedback [65]. The CVR can also be modified
to combine intensity maps of different lines [28, 66–68].
In this case, one would use the PDF P(T1|T2) for line
intensities T1 and T2. As T2 would be a continuous vari-
able, rather than the binary integer we conditioned on
above, the CVR estimator would need to be modified.
Cross-correlations have long been a powerful cosmolog-

ical tool, and will only become more critical as more in-
tensity mapping surveys come online. With this work we
have demonstrated a one-point cross-correlation method
that can be used to clean foregrounds and probe astro-
physics inaccessible to conventional surveys. With some
refinement, this will be a valuable tool for many future
experiments.
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