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Many remote-entanglement protocols rely on the generation and interference of photons produced
by nodes within a quantum network. Quantum networks based on heterogeneous nodes provide a
versatile platform by utilizing the complementary strengths of the differing systems. Implementation
of such networks is challenging, due to the disparate spectral and temporal characteristics of the
photons generated by the different quantum systems. Here, we report on the observation of quantum
interference between photons generated from a single ion and an atomic ensemble. The photons
are produced on demand by each source located in separate buildings, in a manner suitable for
quantum networking. Given these results, we analyze the feasibility of hybrid ion-ensemble remote
entanglement generation.

Advances in the distribution of quantum information
will likely require entanglement shared across a hybrid
quantum network [1–3]. The complementary strengths
and functions of the different quantum systems give het-
erogeneous networks an advantage over those consisting
of identical nodes. Many protocols for generating remote
entanglement require interference between photons pro-
duced by the different network nodes, which has largely
prevented investigations into photonic-based hybrid en-
tanglement, owing to the large differences in the spectral
characteristics of single photons generated by different
quantum systems [1, 4, 5]. Although this is not a phys-
ical limitation [6, 7], vanishing entanglement generation
rates, along with the necessity for detectors with band-
widths orders-of-magnitude greater than currently avail-
able has prohibited the linking of heterogeneous systems.
Overcoming this spectral disparity will allow for the con-
struction of hybrid networks with practical entanglement
rates and expanded capabilities compared to networks
based only on homogeneous components [1].

Two of the leading systems in the field of quan-
tum information are Rydberg atoms and trapped ions.
The strong optical nonlinearity exhibited by neutral-
atom Rydberg ensembles enables the construction of
single-photon sources [8], gates [9], and transistors [10].
Strong light-matter interactions make them well suited
as quantum memories [11], and for implementing quan-
tum repeaters [12, 13]. Furthermore, arrays of Rydberg
atoms are a powerful new platform for quantum simu-
lation [14, 15]. Trapped ions are leading candidates for
quantum computation, communication, and simulation
with good matter-to-photon conversion [16–23]. Their
continued success owes to long coherence and trapping
lifetimes [20], high fidelity operations [21], and ease of
generating ion-photon entanglement [22, 23].

In this work, we achieve high-visibility Hong-Ou-
Mandel (HOM) interference [24] between photons gen-

erated from a rubidium atomic ensemble and a trapped
barium ion after closely matching their center frequen-
cies via difference frequency generation (DFG) [25]. This
demonstration of interference between photons produced
by these two systems is a critical step towards their re-
mote entanglement. From our results we investigate the
feasibility of hybrid ion-atomic ensemble remote entan-
glement generation, demonstrating that a hybrid ion-
atomic ensemble quantum network is attainable.

Our experiment spans two buildings, shown in Fig. 1.
Building A contains a single trapped 138Ba+ ion as well
as two DFG setups. Building B contains a 87Rb atomic
ensemble and a HOM interferometer to measure two-
photon interference. A time-tagging device records de-
tection events for two single-photon avalanche photode-
tectors (SPADs), A and B. Each building contains a Han-
bury Brown-Twiss [26, 27] setup (not pictured) for mea-
surement of the second-order intensity autocorrelation

functions, g
(2)
ion(τ) and g

(2)
atom(τ), of the light from ion and

atomic-ensemble sources, respectively.

The ion emits single photons near 493 nm via sponta-
neous emission from the 6P1/2 excited state to the 6S1/2

ground state. A lens collects these photons (≈ 4% ef-
ficiency), and couples them (≈ 30% efficiency) into a
single-mode fiber (SMF) connected to DFG-1, described
in [25]. We spatially overlap these photons with a strong
1343-nm pump and couple both into a periodically poled
lithium niobate waveguide. Here, DFG converts the 493-
nm photons to 780 nm, whilst preserving their quan-
tum statistics [25, 28]. In addition to converted single
photons, the pump light produces noise at longer wave-
lengths than the pump due to effects such as sponta-
neous down conversion and Raman scattering, and noise
near 780 nm due mainly to anti-stokes Raman scatter-
ing. After filtering out this pump induced noise [29] to
a rate negligible compared to the dark count rate of the
SPADs, we send the converted photons to the HOM in-
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FIG. 1. Experimental layout and energy level diagrams for the two sources. a, Building A contains a 138Ba+ ion
which emits photons at 493 nm, and Building B contains a 87Rb atomic ensemble producing 780-nm photons. Ion-emitted
photons are converted to 780 nm using DFG-1 and sent to Building B via PMF. DFG-2 produces 780-nm light used to frequency
stabilize the output of DFG-1 by optical beatnote locking with reference light sent from Building B. Light from the ion and
ensemble source is sent to the HOM interferometer for two-photon interference measurements. A half-wave plate (HWP) in one
input path allows for control of the relative polarization of the photons. The photons interfere on a nearly 50:50 beamsplitter
before being coupled into two SMF which are connected to SPADs linked to a time-tagging device. Here VBG stands for a
volume Bragg grating and ULEC for ultra-low expansion cavity. b, Level scheme for 138Ba+. c, Level scheme for 87Rb.

terferometer in Building B via a 150-meter polarization-
maintaining fiber (PMF). To ensure the center frequency
of the photons produced by DFG-1 matches that of the
atomic ensemble, DFG-2 is used in an optical beatnote
lock setup which feeds back to the pump laser, where
780-nm light from building B acts as a reference.

The atomic-ensemble source uses Rydberg block-
ade [30] to produce single photons from an ensemble
of cold 87Rb atoms that are held in an optical dipole
trap [10, 31]. The ground,

∣∣5S1/2, F = 2,mF = 2
〉
, and

Rydberg states,
∣∣nS1/2, J = 1/2,mJ = 1/2

〉
are coupled

using a two-photon transition, via an intermediate state,∣∣5P3/2, F = 3,mF = 3
〉
, shown in Fig. 1c, using 780-nm

probe and counter-propagating 479-nm control fields.
The probe light that has passed through the cloud is
collected and coupled (≈ 70% efficiency) into a PMF.
We operate with Rydberg levels with principal quantum
numbers, n ≥ 120, where the blockade radius is signif-
icantly larger than the probe beam waist, making the
medium effectively one dimensional [31]. The atomic en-
semble has a lifetime of ≈ 1 s, limited by the background
vapor pressure. Thus, to maintain reasonable atom num-
bers over the course of the measurements, we periodically
reload the ensemble.

First we consider the case where each source contin-
uously produces single photons with stochastic arrival
times. To produce these photons from the ion, we con-
tinuously Doppler cool on the 6S1/2 - 6P1/2 transition,

repumping with 650-nm light, see Fig. 1b. The emitted
photons have a frequency spectrum centered on the cool-
ing laser frequency, and with a shape determined by the
Rabi frequencies and detunings of both the cooling and
repumping lasers [39]. The average count rate of con-
verted photons throughout the experiment, Rion, mea-
sured as the sum of counts on SPAD A and B in Building

B, is ≈ 400 s−1. Figure 2a shows g
(2)
ion(τ) for the resulting

780-nm photon stream. We measure g
(2)
ion(0) = 0.05(8)

after background subtraction. Here, the g
(2)
ion dip width is

set by the effective Rabi frequency (≈ 2π × 100 MHz) of
the driving 493-nm light, which additionally dictates the
emitted photon’s bandwidth.

To produce a stochastic photon stream from the atomic
ensemble source, we tune the probe and control fields
to their respective atomic resonances, ∆ = δ = 0, see
Fig. 1c. The strong nonlinearities associated with Ry-
dberg electromagnetically induced transparency (REIT)
ensures that only single photons propagate through the
medium without large losses [31]. In steady-state opera-
tion at a high Rydberg level, n = 120, and large optical
depth, OD ≈ 30, we observe a background subtracted

g
(2)
atom(0) = 0.119(7), shown in Fig. 2b. We attribute the

non-zero value of g
(2)
atom(0) to finite probe beam size and

input photon flux effects [31, 32]. The width of the g
(2)
atom

dip is set by the REIT bandwidth [31]. However, the
majority of the photons exiting the medium have similar
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FIG. 2. Data for stochastic photon production and in-
terference. Second-order intensity autocorrelation functions
for the a, ion source, and b, atomic ensemble source. The os-
cillation exhibited in the ion autocorrelation data is attributed
to Rabi flopping of the ion. c, Normalized coincidences for the
cases where the relative polarization of the two sources at the
interferometer are parallel, n‖(τ), and perpendicular, n⊥(τ),
using 1 ns bins. Lower/blue (upper/red) band corresponds
to the expected normalized coincidences when photons from
the sources are completely indistinguishable (distinguishable).
For the lower/blue band expected coincidences are entirely
due to atomic-ensemble source multiphoton events, while for
the upper/red band there is an additional contribution from
photon distinguishability. Bands indicate the ±1σ confidence

interval in this value due to the uncertainty in g
(2)
atom(0). Data

shown accumulated in ≈ 30 hours. In all cases the error
bars denote statistical uncertainties. All curves shown in-
clude background subtraction. Raw two-photon interference
data, and calculation of expected coincidence bands can be
found in [40].

spectral bandwidths to the input probe field [33]. We
measure an average photon count rate throughout the
experiment, Ratom, of ≈ 104 s−1, with an experimental
duty cycle of 0.56, where the off time is used for reload-
ing.

The background-subtracted normalized coincidences
for the HOM interference are shown in Fig. 2c for the
cases where the relative polarization at the interferometer
of the photons from the two sources are parallel, n‖(τ),
and perpendicular, n⊥(τ). The subtracted background
is predominantly due to SPAD dark counts and ambient
photons. We define the visibility of the interference:

V =
n⊥(0) − n‖(0)

n⊥(0)
(1)

and observe V = 0.43(9) using 1-ns bins. For a per-

fect 50:50 beamsplitter two factors can contribute to a
non-unity visibility: multiphoton events from either of
the sources, quantified by g(2)(0), and distinguishability.
Multiphoton events decrease the visibility by a factor

fmp =

[
1 +

rg
(2)
atom(0) + r−1g

(2)
ion(0)

2

]−1
, (2)

where r = Ratom/Rion. Equation (2) holds for the case
where the photon flux is constant over the experiment,
which is a valid approximation for this data [40]. Given
the independently measured g(2)(0) for the sources and
ratio, r, we determine fmp = 0.41(1). The observed
0.43(9) visibility can thus be attributed entirely to mul-
tiphoton events, and therefore is consistent with perfect
bunching of photons from the two sources. Additionally,
we note that n‖(0) and n⊥(0) are in agreement with the

values expected from the measured g(2)(0)’s, shown in
Fig. 2c. Due to the disparity in the spectral widths of
the photons produced by the sources, the width of the
HOM dip, seen in Fig. 2c, is almost entirely determined
by the temporally narrower ion-produced photon.

To be useful for quantum networking, the photons
should arrive on demand in well-defined temporal modes
[34]. To this end, we investigate two-photon interference
in the case where a single photon from each source ar-
rives at a known time relative to an experimental trigger
shared between the two buildings.

To produce on-demand single photons from the ion, we
first prepare it in the 5D3/2 manifold via optical pumping
using 493-nm light. A pulse of 650-nm light then excites
to the 6P1/2 manifold, from which decay to the 6S1/2

ground manifold produces a single 493-nm photon [35],

with measured g
(2)
ion(0) = 0(1) × 10−2 after background

subtraction. We detect a photon at the output of the
HOM interferometer with a probability of ≈ 2 × 10−5

per attempt. Photons are emitted from the ion with a
nearly exponential decaying temporal profile, with a de-
cay constant (≈ 50 ns) set by the effective Rabi frequency
of the 650-nm retrieval pulse. Due to the magnetic bias
field (≈ 5 G) splitting the Zeeman states in the 6S1/2 and
5D3/2 levels, combined with technical limitations result-
ing in a near-equal population distribution in the 5D3/2

manifold following pumping, the average photon spec-
trum consists of several peaks with a center frequency
determined by the detuning of the 650-nm laser used to
excite the ion from the 5D3/2-6P1/2 transition [40].

For the atomic-ensemble source, we generate on-
demand photons using a write and retrieve protocol, sim-
ilar to that in [8]. A Rydberg collective spin wave exci-
tation is written to the cloud using coherent control and
probe pulses, detuned far from intermediate resonance
(∆ � Γ, the linewidth of the intermediate state) and
close to two-photon resonance (δ = 0). Rydberg blockade
during the write process ensures that a single Rydberg
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FIG. 3. On-demand pulse sequence and interference. a, Schematic of pulse sequence for one period. The atomic-
ensemble produced photon profile, and ion-produced photon profile at t ≈ 4.25 µs, are measured directly. The ion-produced
photon profile at t ≈ 1.75 µs is a time shifted copy of that at t ≈ 4.25 µs to allow for easy comparison of the photon temporal
shapes from the two sources. To lessen the effects of small drifts in the relative arrival time of the photons we offset the ion and
atomic-ensemble produced photon average arrival times. b, and c, Normalized coincidences when the photons from the two
sources are temporally overlapped (non-overlapped) shown in blue (red). Both curves represent the data after software gating,
background subtraction and using 5 ns bins. Dashed lines in b indicate the range shown in c. Theory curve obtained taking
into account the non-transform limited nature, probabilistic spectrum of the ion-produced photon, and plausible estimates of
the relative drift (2π× 10 MHz) and offset (2π× 20 MHz) between the center frequencies of the photons from the two sources.
Data presented accumulated over ≈ 22 hours. In all cases the error bars denote statistical uncertainties. Raw two-photon
interference data, and calculation of theory curves can be found in [40].

spin wave excitation is stored in the medium. The con-
trol field is tuned close to resonance and then turned on,
retrieving the spin wave as a single photon with a spatial
mode similar to the input probe light. After account-

ing for background coincidences, we measure g
(2)
atom(0) =

0(1) × 10−4, with a per-attempt detection probability
≈ 3 × 10−2 at the outputs of the HOM interferometer.
The temporal profile of the retrieved photon is deter-
mined by the control Rabi frequency (≈ 2π × 7 MHz),
intermediate state detuning (≈ 2π × 7 MHz), and opti-
cal depth (≈ 10) of the cloud [36]. Figure 3a shows the
temporal profile of the atomic-ensemble produced pho-
ton, well approximated by a decaying exponential, with
a decay constant ≈ 120 ns.

To measure the visibility in a single experimental

run, instead of using polarization to make the pho-
tons distinguishable, we use a procedure where the ion-
produced photons alternately arrive simultaneously on
the beamsplitter with the atomic-ensemble produced
photons (with identical polarization), interleaved with
pulses when their arrival times are not overlapped, de-
picted in Fig. 3a. We use coincidences across several
shifted arrival times to correspond to our orthogonal
mode reference, to improve statistical noise [40]. Our ex-
perimental sequence consists of requesting photons from
the atomic ensemble at a rate of 200 kHz, while the ion
produces photons at 400 kHz, triggered via an optical
link between the buildings. We offset the average arrival
times of the ion and atomic-ensemble produced photons
to mitigate the effects of the small drifts in the relative
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arrival time of the two sources. We operate at an exper-
imental duty cycle of 0.6, with the non data-taking time
required to reload the atomic ensemble.

To mitigate noise effects, predominantly due to detec-
tor dark counts and ambient photons, we software gate
SPAD A using a 120-ns time window containing ≈ 80%
of the ion-produced photon temporal profile. With this
gating, we count the coincidences in detection events be-
tween SPAD A and B. Figure 3b and c show the resulting
data for 5 ns bins after subtraction of background coin-
cidences and software gating. Using equation (1), where
n‖ and n⊥ correspond to the temporally overlapped and
non-overlapped coincidences respectively, we calculate a
visibility of 1.1(2). The observed width of the interfer-
ence dip is narrower than expected when only consid-
ering the temporal profile of the photons [6]. However,
accounting for the multiple peaks in the ion-produced
photon spectra, reasonable laser-frequency drifts and av-
erage center-frequency differences of the two photons, we
obtain agreement between theory and experiment, seen
in Fig. 3b and c. Details on how the various phenomenon
affect the interference dip can be found in [40].

Having observed interference between photons gener-
ated from two fundamentally different quantum sources,
we now examine our results in the context of hybrid quan-
tum networking. We consider the entanglement genera-
tion scheme in [5, 22], as a natural extension of our set-
up to create a Bell-state analyzer, enabling the heralded
generation of maximally entangled matter qubits. With
this scheme, the resulting state fidelity, assuming perfect
photon-matter entanglement and polarization discrimi-
nation, can be related to the visibility of the two-photon
interference F = (1+V )/2 [40]. For the 5-ns bins in Fig. 3
c, we project F ≈ 1. With the measured ≈ 40 bunching
events and ≈ 21 hours experimental run time, we infer
an entanglement rate of ≈ 2 hour−1. These calculations
assume negligible detector dark counts, achievable with
commercially-available detectors and through improved
shielding of the detectors from ambient photon sources.
Compromising by using a larger bin we can increase the
entanglement rate while decreasing the fidelity [7]. For
example, with 10-ns bins we estimate an entanglement
rate of ≈ 4 hour−1 with F ≈ 0.9, still well above the
classical limit. Such entanglement rates are compara-
ble with the first experiments using similar schemes with
homogeneous matter qubits [37, 38]. Additionally, we
note that with reasonable improvements to photon col-
lection and detection, entanglement generation rates on
the order of several events per minute, with F > 0.9 is
achievable. These improvements are discussed in further
detail in [40].

In conclusion, we have demonstrated high-visibility
quantum interference between photons produced by an
ion and atomic-ensemble in both the stochastic and on-
demand regime. With the current configuration, we
project that entanglement rates of ≈ 2 hour−1 are achiev-

able. With practical experimental upgrades, predom-
inantly improving the ion produced photon collection,
DFG conversion efficiency and reducing optical losses
through various elements, this can be increased to several
entanglement events per minute, making the construc-
tion of a hybrid ion-atomic ensemble quantum network
practical.
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