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Reliable models of the solar wind in the near-Earth space environment may constrain conditions close to
the Sun, which is relevant to NASA’s contemporary inner-heliospheric mission Parker Solar Probe. Among
the outstanding issues is how to explain the solar wind temperature isotropy. Perpendicular and parallel proton
and electron temperatures near 1 AU are theoretically predicted to be unequal, but in situ observations show
quasi isotropy sufficiently below the instability threshold condition. This has not been satisfactorily explained.
The present Letter shows that the dynamical coupling of electrons and protons via collisional processes and
instabilities may contribute toward the resolution of this problem.

PACS numbers: 52.35.-g, 52.35.Hr, 52.35.Fp. 52.25.Os

Characterizing physical processes that arise in the helio-
spheric environment helps to reveal the nature of similar pro-
cesses occurring in other parts of the universe. Accurately
modeling the solar wind, from its acceleration at the Sun’s
surface through its evolution to 1 AU (astronomical unit) is
essential for this characterization. Such models will be tested
against in situ observations from the contemporary Parker So-
lar Probe (PSP) [1], which will provide in situ data from un-
precedented close vicinity of the Sun.

Among the outstanding issues associated with the solar
wind near 1 AU is the solar wind isotropy problem. According
to standard models, the radially expanding solar wind is sup-
posed to develop temperature anisotropy as a result of con-
servation of adiabatic moments. However, solar wind mea-
sured in the near-Earth region shows that protons and elec-
trons are predominantly characterized by quasi isotropic con-
ditions, with T⊥ ∼ T‖, that are sufficiently away from the in-
stability threshold conditions, and only a small minority of
cases exhibit mild anisotropy. In general electrons are more
isotropic than the protons [2–6].

Figures 1 and 2 display typical distributions of data near
1 AU. The proton data set comes from WIND spacecraft
SWE Faraday Cup observations [7] to which a nonlinear
least squares fitting algorithm is applied to determine solar
wind proton velocity moments, namely density, bulk speed,
temperature, and temperature anisotropy [8]. The electron
temperature anisotropy data set comes from a sophisticated
analysis algorithm that analyzes solar wind electron velocity
distribution functions measured by 3DP [9] correcting from
spacecraft charging and other instrumental effects polluting
the electrostatic analyzer measurements [10, 11]. The mag-
netic field was determined using the MFI magnetometers [12].
The resulting distributions are plotted in (β‖a,T⊥a/T‖a) pa-
rameter space, where β‖a = 8πnaT‖a/B2 (a = p,e for pro-
tons/electrons) represents the plasma beta defined via paral-
lel temperature, T‖a, for each species, na and B being the
ambient density and magnetic field intensity, respectively,

and T⊥a denotes the perpendicular temperature [2–6]. Vari-
ous temperature anisotropy-driven instabilities partially define
the outer boundaries for departures from isotropy. The em-
pirical marginal stability curves, represented by T⊥p/T‖p =
1+ S(β‖a− β‖0)

−a, where S, β‖0 and a are empirical fitting
parameters constructed by solving linear dispersion relations
for various instabilities with bi-Maxwellian velocity distribu-
tion functions (VDFs) for protons and electrons. The values
for these parameters can be found in Refs. [13–15]. The ap-
parent boundaries to the left-hand side remain largely unex-
plained, but it could be the combined result of propagation
along the spiraling solar wind magnetic field [16] and Alfvén-
cyclotron resonant heating [17, 18]. A feature that cannot be
explained by instabilities alone is that most data points are lo-
cated far from the stability thresholds, and are broadly accu-
mulated near isotropic states. To our knowledge, few models
satisfactorily account for this feature.

Currently available self-consistent models – expanding box
hybrid simulations [19–24] and kinetic-fluid models [25–27]
– predict that the proton data distribution near 1 AU should ac-
cumulate near the firehose (FH) instability threshold curve –
see, e.g., [22, 26]. This is because in both the customary quasi-
linear (QL) theory for low-frequency instabilities [28, 29] and
hybrid simulations [19–24] the electrons are treated as a back-
ground fluid, and thus are dynamically unimportant. Recently,
however, fully kinetic simulation of expanding box solar wind
is being carried out, which may partially confirm the theory to
be presented subsequently [30]. Note, however, that this work
does not have explicit collisional dissipation in the simulation
scheme, but finite electron mass may allow dynamical cou-
pling of protons and electrons via collective effects.

Collisions in the solar wind are infrequent, but the cumu-
lative “collisional age” effect is known to contribute toward
the isotropization of the proton temperatures [17, 31]. Other
mechanisms proposed to resolve the isotropy problem include
the large scale variations of background density and magnetic
field [27, 32], or intermediate-scale saptio-temporal variations
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FIG. 1: Proton data distribution, which shows that marginal mirror
instability condition defines the upper-right boundary, although elec-
tromagnetic ion-cyclotron (EMIC) threshold condition could also
partially contribute. For the lower-right boundary, proton (PFH for
parallel and OFH for oblique) firehose instability threshold condi-
tions can be associated with. Superposed is progression of proton
beta and temperature anisotropy from initial (open circles) to final
state (red circles) computed theoretically. The proton data set comes
from WIND spacecraft SWE Faraday Cup observations.

due to compressive fluctuations [33]. The perpendicular heat-
ing of protons by Alfvén-cyclotron resonance [17, 18] or by
turbulence [34], which may all contribute to the isotropiza-
tion.

Reference [35], on the other hand, demonstrated the pro-
ton isotropization (but not the electrons) by considering dy-
namical coupling between the protons and electrons via elec-
tron firehose (EFH) instability. This work can be contrasted
to those of Refs. [27, 31], where collisional relaxation is in-
cluded but not the dynamically coupled electrons and protons
through instability. On the other hand, while Ref. [35] does
include dynamically coupled electrons and protons, it does
not include collisional relaxation effects. The isotropization
of both species requires binary collisions in addition to the in-
stabilities. This is in agreement with Salem et al. [36], who
analyzed the WIND spacecraft data and concluded that the
Coulomb collisions are important for the electrons. A simi-
lar conclusion for ions was also reached by Kasper et al. [37]
and Kasper et al. [38], who showed that some measures of de-
parture from thermodynamic equilibrium are best organized
by collisional age. Binary collisions are customarily treated
on the basis of unmagnetized plasma theory. For solar wind
near 0.3 AU, or even closer, near ∼10 solar radii (where PSP
will eventually survey), it is more appropriate to employ the
magnetized plasma theory [39].

The present steady-state model based upon the assump-
tion of bi-Maxwellian velocity distributions (which was tested
against particle-in-cell simulation, see, e.g., Refs. [40, 41])
describes the evolution of perpendicular and parallel temper-
atures for protons and electrons subject to radial expansion

FIG. 2: Electron data distribution, which shows that the upper-right
boundary is associated with the electromagnetic electron-cyclotron
(EMEC) instability threshold, while the electron firehose (EFH) in-
stability curve defines the lower-right boundary. While they circum-
scribe the distribution for large β‖e, data points are located signifi-
cantly far away from the marginal instability curves. Superposed is
progression of electron beta and temperature anisotropy from initial
(open circles) to final state (red circles) computed theoretically. The
electron data set comes from WIND spacecraft 3DP instrument. The
magnetic field was determined using the MFI magnetometers.

(exp), plasma instabilities (inst) propagating in parallel direc-
tion, and collisional age (coll) effects:
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where normalized temperatures (beta’s) are defined by
β⊥,‖a = 8πn(r0)T⊥,‖a/[ f B2(r0)], a = p,e. In Eq. (1), X =
Ωi(r0)r/V is the normalized radial distance, r0 (or dimension-
less X0) being the “sunward” boundary, V represents (con-
stant) solar wind speed, and Ωp(r0) = eB(r0)/mpc stands
for proton gyro-frequency at r0. The quantity f (r) =
B(r)/B(r0) = n(r)/n(r0), is the inhomogeneity scale form
factor for solar wind density and magnetic field intensity. The
collisional age effect is described by(

dβ⊥p/dX
)

coll = νpp(β‖p−β⊥p),(
dβ‖p/dX

)
coll = νpe(β‖e−β‖p)−2νpp(β‖p−β⊥p),

(dβ⊥e/dX) coll = νee(β‖e−β⊥e), (2)(
dβ‖e/dX

)
coll = νpe(β‖p−β‖e)−2νee(β‖e−β⊥e),

where normalized collisional relaxation frequencies, derived
under the assumption of bi-Maxwellian particle distributions,
are given by [39]
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,
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νpe =
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[
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,

and µ = me/mp represents the electron-to-proton mass ra-
tio. The parameter g is defines the collisionality of magne-
tized plasma, g =

[
n0(r0)ρ

3
p(r0)

]−1
(c/vA0)

4, where ρp(r0) =

[2T‖p(r0)/mpΩ2
p(r0)]

1/2 designates the proton thermal gyro
radius defined at r0, and vA0 = B(r0)/

√
4πn(r0)mp is the ref-

erence Alfvén speed. Typical values for g in the solar wind
near 1 AU is of the order g ∼ O(10−6), but in the vicinity of
the coronal source region, it can be substantially higher [31].
The coefficients c0 ∼ 0.21 and c1 ∼ 0.03 are defined in Ref.
[27].

The radial expansion, which only affects parallel beta’s, is
described by(

dβ‖p,e/dX
)

exp = f−1(d f/dX)β‖p,e. (4)

The radial expansion factor f adopted in the present study is
given by a simple Lorentzian form, f (r) = [1+(r/R∗)2]−1 =
[1+(X/X∗)2]−1. Here, R∗ or its normalized form X∗ is the
scale height of the radial inhomogeneity. The contribution
from instabilities is specified by
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where W∓(κ)= δB2(k)/[ f 2B2
0(r0)] is the dimensionless spec-

tral wave magnetic field energy density, which is solved from
the wave kinetic equation, ∂W (κ)/∂X = 2 f 1/2ziW (κ)/vg.
Here, vg = ∂ z/∂κ is the wave group speed. Various quan-
tities in Eq. (5), are defined by Aa = β⊥a/β‖a − 1, for a =
e, p; z = ω/Ωp(r) and κ = ck/ωpp(r), zi being the imagi-
nary part of z; ηp = [(Ap + 1)z∓Ap]/(κθ

1/2
‖p ); ηe = [(Ae +

1)z∓Ae/µ]/(κθ
1/2
‖e ); ζp = (z± 1)/(κθ

1/2
‖p ); and ζe = (z±

1/µ)/[κ(θ‖e/µ)1/2]. Here, ωpp = [4πn(r)e2/mp]
1/2 is the

proton plasma frequency. The plasma dispersion function
Z(ζ ) = π−1/2 ∫ ∞

−∞
dxe−x2

(x− ζ )−1 is well known. The com-
plex frequency z is determined from the local dispersion rela-
tion,

0 = κ
2−Ap−Ae/µ−ηp Z (ζp)−ηe Z (ζe) . (6)

We have taken into account both left- and right-hand circu-
larly polarized modes propagating in parallel direction. We
employed the leap-frog scheme, coupled with complex root
solver.

Figures 1 and 2 superpose theoretical results on top of data
distributions. We considered a small collection of proton and
electron ensembles at the Sunward boundary X = 0 (repre-
senting 0.3 AU). The initial ensemble points are plotted with
open circles. The protons are taken to be slightly above or
close to the proton-cyclotron instability threshold near X = 0,
which is typical of solar wind conditions observed by the HE-
LIOS spacecraft [42]. The electrons at X = 0 are assumed to
be stable, which is typical of the solar wind near 0.3 AU [3].
The final states (representing 1 AU) are indicated by red dots,
with intermediate paths connecting the initial and final states.
We considered a scaled system size, which is substantially
smaller compared with actual solar wind scales. Specifically,
we chose Xmax = Ωirmax/Vsw = 4×104, with the scale height
of X∗ = 104. This was done to facilitate numerical computa-
tion. We also adopted the value g = 10−3 for the collisional
parameter. This choice is supposed to represent a situation
where collisions are significant.

Figure 1 shows that the final states are quasi-isotropic
for both protons and electrons, all being located away from
the marginal stability curves, which shows that electron
isotropization requires the inclusion of collisional relaxation
in addition to dynamically coupled protons and electrons via
instability.

To further confirm this, we chose a lower value of g= 10−5.
With such a choice, we find that, while the proton isotropiza-
tion is achieved via instability, the final states for electrons
are all close to the EFH marginal stability curve, in agreement
with Ref. [35] (for which g = 0) – see Figs. 3 and 4.

Before we close, we discuss a number of caveats. One
of them relates to the inter-relationship between the inverse
scale height R∗ and the g parameter, O

[
(R∗)−1

]
:O(g). In our

model we chose the dimensionless scale height of X∗ = 104.
For 0.3 AU = 4.486× 107 km, average proton cyclotron fre-
quency is fcp = 1.4226 Hz, or Ωp = 8.9385 Hz/rad. For solar
wind speed of ∼ hundred km/s, the choice of Xmax = 4×104

translates to rmax = XmaxVsw/Ωi ∼ 106km, which is at least
two orders of magnitude lower than the actual net distance
between 0.3 AU and 1 AU, or ∼ 108km. This implies that the
effective R∗ should be at least two orders of magnitude higher
than our choice. Since the effects of g is inversely proportional
to R∗, the realistic critical g parameter is expected to be at least
two orders lower than g = 10−3. We have in fact, ran a sample
case with two orders of magnitude higher X∗ and similar two
orders of magnitude lower g and found qualitatively similar
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FIG. 3: The same as Fig. 1, except that a lower value of g parameter
corresponding to 10−5 is adopted. Nonlinear progression of proton
beta and temperature anisotropy from initial (open circles) to final
state (red circles) shows that the proton isotropization is achieved.

FIG. 4: Nonlinear progression of electron beta and temperature
anisotropy from initial (open circles) to final state (red circles). Final
states are all close to the EFH marginal stability.

result. The precise value of realistic g parameter depends on
a number of solar wind variables, but observations generally
show that collisional effects seem to be more pronounced for
slow solar wind than fast wind conditions [43]. Observational
determination of g parameter remains an outstanding task.

In our model we adopted a simple Lorentzian density/B
field scale function f . However, in order to accurately reflect
the actual solar wind evolution from solar source to 1AU and
beyond, one could improve the form factor f . Based primarily
on averaged extrapolations from HELIOS data, it is possible to
deduce separate scaling functions for n and B, namely, fn(r)=
n(r)/n0 = (r/R�)

−1.02 and fB(r) = B(r)/B0 = (r/R�)
−2 +

10−2 (r/R�)
−1.4+3×10−4 (r/R�)

−0.8. In the future, we plan
to extend the present model calculation by incorporating the

above more realistic form factors.
It is possible to include the effect of spiraling magnetic

field, following the approach in Refs. [44] and [45], for in-
stance. Hellinger [46] employed the expanding box hybrid
simulation and demonstrated that the solar wind expansion
path along the spiraling B field is not a straight diagonal line in
(β‖p,T⊥p/T‖p) space, but is deflected depending on the spiral
angle.

It is well known that solar wind electrons consist of denser
core population and hotter tenuous halo component. The fast
wind also features a field-aligned strahl component. The pro-
tons are also sometimes observed to be composed of core
and beam components. Alpha particles are also measured to
stream away from the Sun, with a net alpha-proton relative
drift speed. In principle, our model could be generalized to
include the core and halo or beam dual component structure.
The core-halo electrons involve the heat flux relaxation and
instability excitation [47, 48].

Obliquely propagating instabilities could, in principle, be
included in the present scheme. The effects of such instabili-
ties are relevant to refined marginal stability conditions. While
all of the above aspects belong to future research, it is impor-
tant to note that the major finding of the present Letter com-
prises of identifying the mechanism of combined instabilities
and binary collisions opposing radial expansion effects, which
may contribute to a potential resolution of the solar wind tem-
perature isotropy problem.
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[12] R. P. Lepping, M. H. Acũna, L. F. Burlaga, W. M. Farrell, J. A.
Slavin, K. H. Schatten, F. Mariani, N. F. Ness, F. M. Neubauer,
Y. C. Whang, et al., Space Sci. Rev. 71, 207 (1995).

[13] S. P. Gary and J. Wang, J. Geophys. Res. 101, 10749 (1996).
[14] S. P. Gary, J. Wang, D. Winske, and S. A. Fuselier, J. Geophys.

Res. 102, 27159 (1997).
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