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Conditional-phase (CZ) gates in transmons can be realized by flux pulsing computational states
towards resonance with non-computational ones. We present a 40 ns CZ gate based on a bipolar flux
pulse suppressing leakage (0.1%) by interference and approaching the speed limit set by exchange
coupling. This pulse harnesses a built-in echo to enhance fidelity (99.1%) and is robust to long-
timescale distortion in the flux-control line, ensuring repeatability. Numerical simulations matching
experiment show that fidelity is limited by high-frequency dephasing and leakage by short-timescale

distortion.
A steady increase in qubit counts [I—1] and operation
fidelities [5—9] allows quantum computing platforms using

monolithic superconducting quantum hardware to target
outstanding challenges such as quantum advantage [10—

|, quantum error correction (QEC) [13-17], and quan-
tum fault tolerance (QFT) [18, 19]. All of these pursuits
require two-qubit gates with fidelities exceeding 99%, fu-
eling active research.

There are three main types of two-qubit gates in use
for transmon qubits, all of which harness exchange inter-
actions between computational states (|ij),%,j € {0,1})
or between computational and non-computational states
(i or j > 2), mediated by a coupling bus or capacitor.
Cross-resonance gates [2, 20] exploit the exchange inter-
action between [01) and |10) using microwave-frequency
transversal drives. Parametric gates [7, 21] employ radio-
frequency longitudinal drives, specifically flux pulses
modulating the qubit frequency, to generate sidebands of
resonance between |01) and |10) for iISWAP or between
[11) and |02) or |20) for conditional phase (CZ). The old-
est approach [22, 23] uses baseband flux pulses to tune
|11) into near resonance with |02) to realize CZ. Either
because they explicitly use non-computational states, or
because of frequency crowding and the weak transmon
anharmonicity, the three approaches are vulnerable to
leakage of information from the computational subspace.
Leakage is very problematic in applications such as QEC,
complicating the design of error decoders and/or de-
manding operational overhead to generate seepage [24—

|, generally reducing the error thresholds for QFT.
This threat has motivated the design of fast-adiabatic
pulses [29] to mitigate leakage and architectural choices
in qubit frequency and coupler arrangements [30] to ex-
plicitly avoid it. Surprisingly, many recent demonstra-
tions [7, 8, 31] of two-qubit gates place emphasis on reach-
ing or approaching 99% fidelity without separately quan-
tifying leakage.

Although baseband flux pulsing produces the fastest

two-qubit gates to date (30 — 45 ns), two challenges
have kept it from becoming the de facto two-qubit gat-
ing method. First, because the pulse displaces one
qubit 0.5 — 1 GHz below its flux-symmetry point, i.e.,
the sweetspot, the sensitivity to flux noise increases
dephasing and impacts fidelity. The second challenge
is non-atomicity. If uncompensated, distortions in the
flux-control lines originating from limited waveform-
generator bandwidth, high-pass bias tees, low-pass fil-
ters, impedance mismatches, on-chip response, etc., can
make the action of a pulse depend on the history of flux
pulses applied. To date, predistortion corrections have
been calculated in advance, requiring prior knowledge
of the timing of all the flux-pulse-based operations re-
quired by the quantum circuit, and significant waveform
memory. This standard practice is incompatible with
real-time determination and execution of operations, as
is required for control flow and feedback in a fully pro-
grammable quantum computer [32, 33].

In this Letter, we introduce a fast (40 ns), low-leakage
(0.1%), high-fidelity (99.1%), and repeatable flux-pulse-
based CZ gate suitable for a full-stack quantum computer
executing operations in real time on transmon-based
quantum hardware. These attractive characteristics are
enabled by a zero-average bipolar flux-pulsing method,
nicknamed Net-Zero (NZ), which uses the |11) < [02)
avoided crossing twice. Harnessing the analogy to a
Mach-Zehnder interferometer, NZ exploits destructive in-
terference to minimize leakage to |02) while approaching
the speed limit set by the exchange coupling in the two-
excitation manifold. The flux symmetry of the transmon
Hamiltonian makes the phases acquired by the pulsed
qubit first-order insensitive to low-frequency flux noise,
increasing fidelity relative to a unipolar pulse. Crucially,
the zero-average characteristic makes NZ insensitive to
long-timescale distortions remaining in the flux-control
line after real-time pre-compensation, making the CZ
gate repeatable. Detailed numerical simulations supplied
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FIG. 1. (a) Schematic representation of unipolar and NZ
pulses that tune into resonance with (b) |11) < |02) in or-
der to perform CZ gates. Repeated applications of unipolar
(c) and NZ (d) CZ pulses showing the target (orange), pre-
distorted (blue), and actual (red) waveforms for an imperfect
distortion correction. The insets in (c) and (d) show the dif-
fering accumulation in the required predistortion correction.

with calibrated experimental parameters and direct mea-
surement of short-timescale distortions show an excellent
match to experiment, and indicate that fidelity is limited
by high-frequency flux noise while leakage is dominated
by remaining short-timescale distortions.

The ideal CZ gate is described by the transformation:
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in the computational basis {|00),|01),|10),|11)}, where
the single-qubit phases ¢p; and ¢19 are even multi-
ples of 7 and the conditional phase defined by ¢2g =
¢11 — ¢o1 — 10 is an odd multiple of m. A CZ gate
of total duration Tcz = Thg + Tig can be realized in
two steps. First, a strong flux pulse on the higher fre-
quency qubit moves |11) into the avoided crossing with
|02) and back to acquire ¢oq. Next, simultaneous weaker
pulses on both qubits adjust the single-qubit phases. We
compare two types of flux pulses, the (unipolar) pulse
introduced in [29] and the NZ pulse [Fig. 1(a)]. The NZ
pulse consists of two back-to-back unipolar pulses of half
the duration and opposite amplitude. Experiments are
performed on a pair of flux-tunable transmons described
in the Supplemental Material [34].

Because of distortions, the waveform Vawg(t) spec-
ified in an arbitrary waveform generator (AWG) does
not result in the qubit experiencing the targeted flux
®iarget (t). These distortions can be described as a linear
time-invariant system that transduces voltage to flux and
is characterized by its impulse response h(t). To measure
h(t) at the qubit, we employ the Cryoscope technique
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FIG. 2. History dependence of flux pulses. Circuit (a)

and pulses (b) used to measure the phase acquired during a
pulse as a function of separation time Tscp to another pulse.
Pulses are calibrated to correspond to CZ gates. (c) Acquired
single-qubit phase for unipolar pulses without (red), and with
(purple) predistortion corrections and NZ pulses with predis-
tortion corrections (green).

that we introduce in Ref. 35. We then use it to construct
an inverse filter h~!, known as a predistortion correction,
to compensate the distortions. By performing a convo-
lution of the desired signal @, get (t) with A~ the qubit
experiences the pulse

B(t) = h* Vawa(t) = hx (R % Brarger) (1), (2)

The predistortion corrections are performed using a com-
bination of real-time filters implemented in a Zurich In-
struments HDAWG and a short (20 ns) FIR filter imple-
mented offline.

By eliminating the DC component of the pulse, NZ
CZ gates are resilient to long-timescale distortions [15].
Because the transmon Hamiltonian is symmetric with re-
spect to the sweetspot, it is possible to use both positive
and negative amplitudes to perform a CZ gate [Fig. 1(b)]
while satisfying the zero-average condition

Tcz
/ Branger (')t = 0. (3)
0

If Eq. (3) holds, the DC component is zero and the com-
ponents in the Fourier transform ®a.get (W) at frequencies

w < % are suppressed. Writing Eq. (2) in the Fourier

domain: ®(w) = H(w) - 7-l_1(w) - Pparget (W), it follows
that if ®yareet(w) does not contain any components at

w < %, then ®(w) does not depend on any components

of H(w) at frequencies w < % As a consequence, the
required corrections for NZ pulses do not accumulate,
eliminating the need for accurate long-timescale distor-
tion corrections and the resulting history-dependent er-
rors [Fig. 1(d)].
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FIG. 3. Echo effect in NZ pulses. (a) Level diagram showing
the effect of a drift in flux on a NZ pulse: a NZ pulse will move
to the interaction point on both sides (red); when the bias is
offset (green), one side will overshoot while the other side
will undershoot the interaction point, canceling the acquired
extra phase. (b) Measured dependence of conditional phase
on applied DC flux offset for both NZ (diamond) and unipo-
lar (circles) Tcz = 60 ns pulses (1o = 40 ns). Solid lines
correspond to simulation [34], dashed line indicates 180 deg.
The unipolar (NZ) is first-order (second-order) sensitive to
the applied offset.

To measure the repeatability of CZ gates, the phase
(¢o1) acquired by the pulsed qubit during a CZ gate is
measured as a function of the separation time Tge, be-
tween pulses (Fig. 2). Because of the detuning from the
sweetspot, a small change in amplitude during the pulse
leads to a significant change in frequency. This makes
the acquired phase sensitive to distortions. We observe
that not correcting distortions leads to significant phase
errors (~ 80 deg). Correcting distortions using a predis-
tortion filter keeps the error small (< 10 deg) for the first
500 ns but shows history-dependent behavior for longer
timescales. Using NZ pulses in combination with a pre-
distortion filter eliminates all history dependence. Hence,
we conclude that NZ pulses are robust against remaining
long-timescale distortions.

We next investigate a built-in echo effect that provides
protection against flux noise. Because the derivative of
the flux arc is equal and opposite in sign at the posi-
tive and negative halves of the NZ pulse, we expect ¢g1
and ¢9¢ to be first-order insensitive to low-frequency flux
noise. As a test, we measure the dependence of ¢2¢ on
an applied DC flux offset for both a unipolar and NZ
CZ gate [Fig. 3]. As shown in Fig. 3(b), ¢oq is first-
order (second-order) sensitive for a unipolar (NZ) pulse.
We have also measured how the dephasing time depends
on the detuning for both a square flux pulse and two
half-square flux pulses with opposite sign [31]. We find
that the dephasing rate is significantly reduced when the
opposite-sign flux pulses are used, confirming that NZ
pulses have a built-in echo effect.

The pulse shape is intended to minimize leakage and
is described by two parameters [34]. Parameter 6; is a
measure of the flux at the middle of the unipolar pulse,

and at the middle of each half of NZ. States |11) and
|02) are resonant at 8y = 7/2. Parameter Ay tunes the
sharpness of the pulse rise and fall. We follow [37] in
defining the leakage (L) of an operation as the average
probability that a random computational state leaks out
of the computational subspace.

In order to gain insight into how ¢2¢g and L; depend on
the pulse shape, we perform an experiment and compare
this to simulations. The conditional oscillation experi-
ment (Fig. 4) consists of a Ramsey-like experiment that
allows us to measure ¢oq and estimate L;. This exper-
iment measures the phase acquired during an (uncali-
brated) CZ gate by the target qubit (giars.) while either
leaving the control qubit (geontr.) in the ground state, or
adding an excitation to geontr.. The difference between
the phase acquired when gcontr. is in |0) and when geonty.
is in |1) gives ¢og. If leakage from |11) to |02) occurs,
Geontr. is in |0) when the second 7 pulse is applied, adding,
instead of removing, an excitation to ) eontr. - The leakage
probability L; can be estimated as Ly = m/2, where m
is the population difference on the control qubit between
both variants of the experiment. Because of relaxation
effects, L1 slightly overestimates L.

The simulations model the system realistically and al-
low us to extract ¢og, L1 and the average gate fidelity
F for a single application of the gate [34]. The pulse is
modeled as a trajectory in a two-qutrit Hamiltonian. The
noise model accounts for relaxation and dephasing effects
as well as the effect of remaining distortions. The latter
are measured using the Cryoscope technique [35]. For the
dephasing we take into account the different timescales
on which flux noise acts as well as the measured depen-
dence on the flux bias.

Both experiment and simulation show a fringe of low
leakage [Fig. 4(b,d)]. This fringe can be understood as
“leakage interference” between |11) and |02) by analogy
to a Mach-Zehnder interferometer [34]. Such analogy has
been exploited in a variety of platforms [39-12, 10] to
demonstrate coherent control of a single qubit by show-
ing Stiickelberg oscillations [33] as a consequence of peri-
odic driving of the qubit into an avoided crossing. Here
we pulse in-and-out of |11) «» |02) twice to realize low-
leakage two-qubit gates. The states |11) and |02) cor-
respond to two paths of the interferometer. The first
part of the NZ pulse (red in Fig. 1) corresponds to the
first (imbalanced) beamsplitter. In general, after the first
beamsplitter most of the population remains in |11) but
part is transferred to |02). Pulsing through the sweetspot
(green in Fig. 1) corresponds to the arms of the inter-
ferometer. The two paths are detuned by ~ 800 MHz,
causing a phase to be acquired before the paths are re-
combined at the second half of the NZ pulse (blue in
Fig. 1) corresponding to the second beamsplitter. The
phase difference between the two paths will cause inter-
ference that either enhances or suppresses the leakage to
|02).

Given the good correspondence between experiment
and simulation (Fig. 4), we can use simulations to ex-
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FIG. 4.  Conditional phase (a, ¢) and leakage (b, d) for
a Tcz = 60 ns (Teo = 40 ns) NZ flux pulse as a function
of pulse parameters 6y and A2 for both experiment (a, b)
and simulation (c, d). The conditional phase increases with
0r and A2, since both of these have the effect of making the
pulse spend more time close to the interaction point. Leakage
tends to increase significantly with larger values of 8 with the
exception of a diagonal fringe.

plore the parameter space (67, A2, Tog) to find the short-
est Thg enabling a high-fidelity, low-leakage CZ gate. The
minimum CZ gate duration is fundamentally limited by
the coupling strength J; as the time required to acquire
180 degrees of conditional phase at the avoided crossing:
Trg > - = 25 ns. We find a Tog = 28 ns NZ pulse
using leai(age interference to achieve low leakage. The
use of interference is demonstrated by the fact that the
corresponding half pulse displays high leakage [34]. We
append T1¢g = 12 ns flux pulses on both qubits to correct
the single-qubit phases, making the total duration of the
phase-corrected CZ gate Tcz = 40 ns. We ensure that
these phase-correction pulses satisfy Eq. (3) and have a
sufficiently low amplitude to not affect ¢2g and L; sig-
nificantly.

We characterize the performance of the CZ gate
using an interleaved randomized benchmarking proto-
col [5, 44] with modifications that allow us to quan-
tify leakage [34, 37, 43]. The randomized benchmark-
ing sequences are based on 300 random seeds. For each
seed, every data point is measured 104 times. We mea-
sure an average gate fidelity F' = 99.10% 4= 0.16% and
leakage L; = 0.10% =+ 0.07% for the NZ pulse with
Tcz = 40 ns [Fig. 5(a,b)]. We could not perform sim-
ilar measurements for the unipolar pulse since this gate
is not repeatable, as demonstrated in Fig. 2.

It is possible to investigate the limits to the perfor-
mance of the NZ CZ using simulation and compare to
the unipolar CZ, even though this is not possible in ex-
periment since the unipolar CZ lacks the required char-
acteristic of being repeatable. We simulate these gates
for a range of different error models [Fig. 5(c,d)]. For

each we optimize over 8y and Mg to find the lowest € and
the corresponding L;. A first observation is that the in-
fidelity (¢ =1 — F) of the NZ gate does not significantly
increase when the low-frequency flux-noise components
are included, whereas this does affect the unipolar pulse.
It appears that the difference in € between the unipolar
and NZ pulses for the full model can be attributed com-
pletely to this effect. This observation is consistent with
the echo effect demonstrated in Fig. 3. Looking at the
Ly error budgets, L, is limited by short-timescale distor-
tions. This is understandable as minimizing L requires
the pulse to follow a precise trajectory. Distortions also
increase € through Lq [34]. The simulations also indicate
that dephasing causes leakage. This can be understood
as dephasing effectively corresponds to an uncertainty in
the energy levels. The simulated L is larger than the
measured Lp. This could be explained in two ways, ei-
ther the distortions are less severe than our estimate, or
the simulations, only concerned with a single application
of the gate, do not take into account all the relevant ef-
fects. Specifically, because the population in the leakage
subspace does not completely decohere, this population
can seep back into the computational subspace due to an
interference effect (similar to that in the NZ pulse itself)
at subsequent applications of the gate. Because the first
CZ gate cannot benefit from this coherence, the simu-
lations, which only deal with a single CZ gate, slightly
overestimate the effective leakage.

In summary, we have demonstrated a flux-based CZ
gate for transmon qubits that is fast, low-leakage, high-
fidelity and repeatable. The gate is realized using a
bipolar Net-Zero flux pulse that harnesses leakage inter-
ference to achieve speed while maintaining low leakage.
The NZ pulse exploits the flux symmetry of the pulsed
transmon to build in an echo effect on its single-qubit
phase and the conditional phase, increasing fidelity rel-
ative to a unipolar pulse. Finally, the action of the NZ
pulse is robust to long-timescale distortions in the flux-
control line remaining after real-time pre-compensation,
enabling the repeatability of the CZ gate. These fea-
tures make the realized NZ CZ gate immediately useful
in high-circuit-depth applications of a full-stack quantum
computer in which a controller issues operations to exe-
cute on the quantum hardware in real time. For example,
current work in our group uses NZ CZ gates to stabilize
two-qubit entanglement by multi-round indirect parity
measurements [16]. Future work will incorporate NZ CZ
gates into our scheme [30] to realize a surface-code-based
logical qubit [18] with monolithic transmon-cQED quan-
tum hardware.
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