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In magnetically doped thin-film topological insulators, aligning the magnetic moments generates a
quantum anomalous Hall phase supporting a single chiral edge state. We show that as the system de-
magnetizes, disorder from randomly oriented magnetic moments can produce a ‘quantum anomalous
parity Hall’ phase with helical edge modes protected by a unitary reflection symmetry. We further
show that introducing superconductivity, combined with selective breaking of reflection symmetry
by a gate, allows for creation and manipulation of Majorana zero modes via purely electrical means
and at zero applied magnetic field.

Introduction. Thin films of magnetically doped topo-
logical insulators (TIs) provide an experimental realiza-
tion of the quantum anomalous Hall (QAH) effect [1–15],
wherein a quantized Hall response emerges in the absence
of an external magnetic field. For a ‘pure’ TI thin film
(without magnetic dopants), the top and bottom sur-
faces host Dirac cones [16–21] that can gap out via hy-
bridization through the narrow bulk—naturally yielding
a trivial insulator. When the Zeeman energy from po-
larized magnetic moments overwhelms the inter-surface
hybridization, the TI film instead enters a QAH phase
that exhibits a nontrivial Chern number together with a
single chiral edge state that underlies conductance quan-
tization. Studies of the magnetic structure [22–24] sug-
gest that the magnetic dopants form weakly interacting,
nanometer-scale islands and interact via easy-axis ferro-
magnetic coupling within each island. In typical experi-
ments, these islands—which generically exhibit different
coercive fields—are polarized by an external magnetic
field, though ferromagnetic interactions allow the sam-
ple to remain magnetized even as the field is eliminated.

In this paper we examine the de-magnetization pro-
cess for the TI film, focusing on the regime in which
the net magnetization vanishes. While one might ex-
pect that a trivial insulator supplants the QAH phase
here, we show that a more interesting scenario can quite
naturally emerge. In particular, a TI film with zero net
magnetization experiences strong magnetic disorder and
features locally polarized magnetic domains that cancel
only on average. We show that this magnetic disorder
can drive the system into a quantum-spin-Hall-like phase
(first described in Ref. 25 in a different context) support-
ing helical edge modes that can be detected via standard
transport measurements. Unlike the canonical quantum-
spin-Hall state that is protected by time-reversal sym-
metry [26–28], these modes are protected by a unitary
reflection symmetry that interchanges the top and bot-
tom surfaces. The local magnetization in a thin TI film is
not expected to vary appreciably along the perpendicular
direction [see Fig. 1(a)]; the magnetically disordered film
can then at least approximately preserve this reflection
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Figure 1. (a) Magnetically doped TI thin film probed by
metallic leads. Red and blue regions denote islands in which
the magnetization points along +ẑ and −ẑ, respectively. (b)
Phase diagram of the TI film as a function of the average
magnetization, m̄ = 〈m(x, y)〉, and the magnetic-disorder
strength, quantified by δm =

√
〈m2(x, y)〉 − m̄2; color rep-

resents the two-terminal conductance extracted from Eq. (8)
using parameters v = 2, t2 = 1, t0 = 0.1, ξ = 2t2/v, EF = 0,
and Lx = Ly = 150 [29]. Sufficiently strong magnetic disor-
der drives the system into a ‘quantum anomalous parity Hall’
(QAPH) phase with helical edge modes that are protected by
z → −z reflection symmetry and yield quantized 2e2/h con-
ductance. At weak magnetic disorder, either a QAH phase
or trivial phase emerges depending on the average magnetiza-
tion. Blue dashed lines indicate approximate analytical phase
boundaries obtained within the self-consistent Born approxi-
mation; see Eq. (7).

symmetry under appropriate gating conditions.
The physics we uncover can be viewed as a disorder-

driven, zero-field counterpart to the very recently re-
ported ‘quantum parity Hall effect’ in trilayer graphene,
where edge channels protected by mirror symmetry
arise [30] (see also Ref. 31). We therefore refer to our heli-
cal phase as a ‘quantum anomalous parity Hall’ (QAPH)
state. As an appealing application, we argue that the
helical edge channels in a magnetically disordered TI
film provide an ideal venue for pursuing Majorana zero
modes [32–35]. In a usual quantum-spin-Hall state, Ma-
jorana zero modes bind to domain walls separating re-
gions of the edge gapped by proximity-induced supercon-
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ductivity and by time-reversal symmetry breaking [36].
Our QAPH phase requires only breaking of reflection
symmetry—thereby eschewing applied magnetic fields al-
together and enabling dynamical manipulation of Majo-
rana zero modes using purely electrical means.
Model. We consider a magnetically doped thin TI film

[25, 37–40] described at low energies by

H = v(kxσx + kyσy)τz + t(k)τx +m(r)σz. (1)

Here r = (x, y) is a coordinate along the film, kx,y =
−i∂x,y is the momentum, σx,y,z are Pauli matrices acting
in spin space, and τx,y,z are Pauli matrices in the basis
of states belonging to the top and bottom surfaces. The
first term encodes the Dirac spectrum for each surface (v
is the velocity). The second hybridizes the two surfaces
with tunneling matrix element t(k) = t0 + t2k

2. In the
last term, m(r) is a Zeeman field induced by easy-axis
magnetic dopants; note that the Zeeman field depends on
r but is identical for the top and bottom surfaces. Upon
disorder averaging we assume

〈m(r)〉 = m̄ , 〈m(r)m(r′)〉 − m̄2 = δm2K(r − r′), (2)

where K(r − r′) decays with correlation length ξ and is
normalized so that K(0) = 1. With this normalization
the disorder strength is set by δm.

Equation (1) commutes withM = τxσz, which imple-
ments a reflection about the (x, y) plane. In the basis
that diagonalizesM, the Hamiltonian therefore acquires
a block diagonal form, H = h+ ⊕ h−, with

h± = −v(kxσx + kyσy) + [m(r)± t(k)]σz. (3)

Each block describes a single Dirac cone with a disor-
dered mass term. As an illuminating primer, let us ex-
amine the clean limit where m(r) = m̄. We assume a
regularization of Eq. (3) such that the Chern number for
block h± in this case is given by [27, 41]

C± = [sgn(m̄± t0)∓ sgn(t2)] /2. (4)

For |m̄| > |t0|, only one of the blocks has zero Chern
number, and the overall Chern number is C = sgn(m̄).
This regime corresponds to the QAH phase that hosts a
single chiral edge mode. For |m̄| < |t0|, the total Chern
number necessarily vanishes. When t0t2 > 0 a trivial
phase with C± = 0 arises. However, if t0t2 < 0 then
the two blocks have nonzero and opposite Chern num-
ber: C± = ±sgn(t0). Here the system realizes a pristine
QAPH phase supporting helical edge modes, with a right-
mover coming from one block and a left-mover from the
other. These edge modes are protected from gapping only
when reflection symmetry is maintained. Henceforth we
will assume t0t2 > 0—which precludes the QAPH phase
in the clean limit. Below we show that introducing mag-
netic disorder through a spatially varyingm(r) neverthe-
less stabilizes the QAPH phase in a mechanism akin to
that of the ‘topological Anderson insulator’ [42–47].

Analysis of magnetic disorder. We now restore
spatially non-uniformm(r) in Eq. (1). The phase bound-
aries separating the QAH, trivial, and QAPH states high-
lighted above can be analytically estimated using the self-
consistent Born approximation (SCBA), wherein disor-
der effects are captured by a self-energy term Σ±(ω,k)
associated with block h±. The self-energy follows from
the self-consistent equation

Σ±(ω,k) = δm2

∫
d2q

(2π)2
K̃(q)σz

[
ω − h̄±(k − q)

−Σ±(ω,k − q)]
−1
σz.

(5)

Here K̃(q) is the Fourier transform of K(r), and h̄± is
defined as h± evaluated with m(r) → m̄. Hereafter we
set ω = 0, which allows us to extract the Chern numbers
for the disordered system from an effective Hamiltonian
heff
± (k) = h̄±(k) + Σ±(ω = 0,k).
To facilitate analytical progress, we choose the func-

tion describing disorder correlations to be K(r) =
2(ξ/r)J1(r/ξ), where J1 is a Bessel function. The Fourier
transform then takes a particularly simple form: K̃(q) =
4πξ2Θ(1 − ξq) with Θ(x) the Heaviside step function.
The low-momentum expansion of the self-energy takes
the form [48]

Σ±(0,k) = Σ
(1)
± (kxσx + kyσy) + (Σ

(0)
± + Σ

(2)
± k

2)σz, (6)

which allows us to obtain corrections to v, t2, and m̄±t0.
We are after the critical disorder strength, δm±c , at which
heff
± changes Chern number. This transition occurs when

Σ
(0)
± = −(m̄± t0). Using Eq. (6) and expanding the right

side of Eq. (5) to O(k2) yields [48]

δmc
± =

 t′2,± (t0 ± m̄)

ξ2 ln
{

1 +
[
t′2,±/

(
v′±ξ

)]2}
1/2

, (7)

where v′±, t′2,± are the disorder-renormalized v and t2 pa-
rameters [48]. Note that v′± ≈ v and t′2,± ≈ t2 when
either (m̄± t0)t2/v

2 or vξ/t2 are sufficiently small.
Dashed lines in Fig. 1(b) sketch the corresponding

phase boundaries (see caption for parameters). Most in-
terestingly, when δm > δmc

+, δm
c
−, the two blocks have

nontrivial and opposite Chern numbers, and the sys-
tem realizes the QAPH phase as advertised. If instead
δm < δmc

+, δm
c
− a trivial insulator emerges; otherwise

the QAH state appears.
The physical picture underlying Eq. (7) can be under-

stood from the limit of long disorder-correlation length,
ξ � v/δm, |t2|/v. Suppose first that t0 = m̄ = 0 and
t2 = 0+. In this limit, the h+ block in Eq. (3) describes
domains of characteristic size ξ with either magnetiza-
tion δm (yielding trivial Chern number C+ = 0) or −δm
(yielding C+ = −1); a chiral edge state propagates along
each domain wall, reflecting the change in Chern num-
ber. Since the typical sizes for trivial and topological do-
mains are equal here, the h+ block overall is critical, in
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Figure 2. Physical picture for the quantum anomalous par-
ity Hall phase in the long disorder-correlation-length limit.
(a) At t0 = m̄ = 0 and t2 = 0+, the sector described by
h+ realizes randomly oriented trivial (white) and topological
(shaded) domains occupying equal areas, yielding critical be-
havior. Finite t2 shifts the edge states at the domain walls by
a distance r⊥ (see dashed line), thus enlarging the topological
domains and pushing the h+ block into the topological phase.
(b) A similar picture holds for the h− block, but with trivial
and topological domains switched and the edge-state chirality
reversed.

accordance with the percolation picture of the Chalker-
Coddington network model [49].

We can then examine the effect of a finite t2 > 0 on
the position of the boundary mode between two domains,
described by the Schrödinger equation ivσx∂x|φ(x)〉 +[
δm · sgn(x)− t2∂2

x

]
σz|φ(x)〉 = 0 where x = 0 is taken

as the boundary (see the Supplemental Material for de-
tails [48]). The position of the edge mode with respect
to the boundary can be quantified by the difference be-
tween the decay lengths towards either side of the bound-
ary ∆x = λ+−λ−, where λ± = limx→±∞

∣∣x/ ln[|φ(x)|2]
∣∣.

One obtains that to first order in t2δm/v2, the edge state
shifts into the trivial domain by a distance ∆x = t2/v
[see Fig. 2(a)], thereby enlarging the topological region
and pushing the block into the topological phase. Al-
ternatively, introducing small but finite average magne-
tization and inter-surface tunneling, m̄, t0 6= 0, instead
shifts the edge state by ∆x = −v(t0 + m̄)/δm2. The
phase transition therefore occurs when these shifts can-
cel, corresponding to δmc

+ = v[(t0 + m̄)/t2]1/2, which
indeed agrees with Eq. (7) in the limit of ξ � t2/v and
(m̄+ t0)t2/v

2 � 1. Similarly, for the h− block [Fig. 2(b)]
one finds a transition at δmc

− = v[(t0 − m̄)/t2]1/2, again
in agreement with Eq. (7).

The above analytic results can be corroborated numer-
ically. To this end we discretize Eq. (1) on an Lx × Ly
square lattice, resulting in

H =

Lx∑
nx=1

Ly∑
ny=1

{
c†n (t′0τx +mnσz) cn

+
∑

d=x̂,ŷ

[
c†n

(
i
v

2
σ · dτz − t2τx

)
cn+d + h.c.

]}
,

(8)

where c†n,ρ,s creates an electron with spin s on site n
of surface ρ (we suppress ρ, s indices above); lengths

are measured in units of the lattice constant; and t′0 =
t0 + 4t2. The Zeeman field mn is now taken to be nor-
mally distributed, with average 〈mn〉 = m̄ and corre-
lations 〈mnmn′〉 − m̄2 = δm2 exp

{
− [(n− n′) /2ξ]2

}
.

We connect the system to two leads, as depicted in
Fig. 1(a), and compute the scattering matrix for incom-
ing and outgoing electrons [48] using a recursive pro-
cedure that involves gradually increasing the system’s
length in the x direction [50]. The two-terminal conduc-
tance obtained from the Landauer-Büttikker formalism
is G =

(
e2/h

)
Tr(t†t), where t is the transmission matrix

between the leads for electrons at the Fermi energy, EF.
The color map in Fig. 1(b) displays the conductance G

versus m̄ and δm. Each edge mode contributes e2/h to
the conductance. The trivial, QAH, and QAPH phases
are thus readily diagnosed by quantized conductances
G = 0, e2/h, and 2e2/h, respectively. In the clean limit
(δm = 0) one obtains the familiar scenario where the
system passes from the trivial to the QAH phase phase
when |m̄| > t0. Magnetic disorder instead drives the
system into the QAPH state, as found analytically; note
the good agreement between the analytical and numerical
phase boundaries, despite the different disorder correla-
tions used.
Reflection symmetry breaking. To study the ef-

fects of breaking the reflection symmetry M = τxσz
that protects the QAPH edge states, we include an elec-
tric potential near the sample boundary that is oppo-
site for the top and bottom surfaces; experimentally
such a term can be controllably generated via asym-
metric gating of the TI film. We specifically perturb
Eq. (1) [or its lattice counterpart, Eq. (8)] with H′ =
VA(r)τz, where VA(r) = V 0

A within a distance Wedge

from the edges and VA(r) = 0 otherwise. Figure 3(a)
presents the two-terminal conductance versus VA for dif-
ferent linear system sizes Lx = Ly ≡ L, assuming sys-
tem parameters corresponding to the QAPH phase. For
V 0

A = 0, the conductance reaches the quantized value
of G = 2e2/h as expected, independent of system size.
Increasing V 0

A generates backscattering among the heli-
cal edge states and thus reduces the conductance. The
system-size dependence is further explored in Fig. 3(b),
which plots the conductance versus L for three values
of V 0

A. For a given V 0
A 6= 0, the probability of edge-

mode backscattering increases with system size, thereby
decreasing the conductance—albeit rather slowly. Inter-
estingly, since the counter-propagating modes are not re-
lated by symmetry, they generally do not overlap in space
(see also [48]). This property can suppress backscattering
by reflection-symmetry breaking terms such as V 0

A.
Superconductivity and Majorana modes. The he-

lical edge states in the QAPH phase serve as a natu-
ral platform for realizing Majorana zero modes (MZMs)
upon coupling the edge to a conventional superconduc-
tor [36]. In this setup a MZM localizes to the bound-
ary between a section of the edge gapped by super-
conductivity, and a section gapped due to a reflection-
symmetry-breaking potential VA (see above). The lat-
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Figure 3. (a) Conductance G versus reflection-symmetry-
breaking potential V 0

A applied near the edge, for m̄ = 0,
δm = 2, ξ =

√
2t2/v, EF = 0.05, Wedge = 10 and for dif-

ferent system sizes, Lx, Ly. Other parameters are the same
as in Fig. 1(b). Each data point is a result of averaging over
50 disorder realizations. Nonzero V 0

A allows backscattering
between the helical edge modes, and therefore suppresses the
conductance below the quantized 2e2/h value. (b) Depen-
dence of G on system size for different V 0

A values; error bars
represent the standard deviation.

ter gapped regions can be accessed by making VA ar-
bitrarily large without deleteriously impacting the par-
ent superconductor—contrary to applied magnetic fields
which alternative approaches typically require [36, 51–
53]. Furthermore, locally controlling VA through gates
enables all-electrical manipulation of MZMs.

To demonstrate the realization of MZMs, we simulate
superconductivity in the setup from Fig. 4(a) by adding a
pairing term, ∆nc

†
n↑c
†
n↓+ h. c., to Eq. (8). Proximitizing

the superconductor generally also induces an asymme-
try in the chemical potential, which is simulated by a
term VA,ncn

†τzcn. The potentials ∆n and VA,n assume
the values ∆0 and V 0

A beneath the superconductor but
otherwise vanish. We then recalculate the scattering ma-
trix, which now includes a block rhe describing Andreev
reflection [48]. Figure 4(b) presents the total Andreev
reflection, Rhe = Tr[r†herhe], for incident electrons at zero
energy, for different values of VA,n (see caption for param-
eters). For |m̄| <∼ 0.8, the system forms a QAPH phase
whose helical edge states are gapped by superconductiv-
ity, and accordingly Andreev reflection occurs with near-
unit probability. The perfect Andreev reflection at zero
energy signals the emergence of a MZM at the bound-
ary of the superconducting section of the edge [54, 55].
For m̄ >∼ 0.8, the QAH phase appears, accompanied by
a precipitous suppression of Rhe due to the inability of
a chiral mode to be reflected (either through normal or
Andreev processes).
Discussion. We have shown that experimentally mo-

tivated disorder originating from randomly oriented mag-
netic islands in TI thin films can stabilize a QAPH state.
This phase harbors helical edge states that are protected
by a reflection symmetry that interchanges the top and
bottom surfaces, and can be straightforwardly detected:
In a two-terminal measurement, the QAPH state is char-
acterized by a quantized 2e2/h conductance that is en-
hanced compared to that of the proximate QAH phases;

(a)

-1.5 -1 -0.5 0 0.5 1 1.5
0

0.5

1(b)

Figure 4. (a) QAPH phase whose helical edge states are
gapped by proximity-coupling to a conventional supercon-
ductor. Majorana zero modes (MZMs) form at the edges
of such pairing-gapped regions. (b) Andreev reflection Rhe

for electrons incident at zero energy from the bottom lead
as a function of the average Zeeman field, m̄. Data corre-
spond to magnetic disorder of strength δm = 2.5, correlation
length ξ =

√
2t2/v, superconductor dimensions WSC = 50,

LSC = 80, Fermi energy EF = 0, pairing potential ∆0 = 0.5,
and are averaged over 50 disorder realizations; other param-
eters are the same as in Fig. 3. When the system forms the
QAPH state (|m̄| <∼ 0.8), the MZM that emerges between the
lead and the superconductor induces perfect Andreev reflec-
tion.

recall Fig. 1(b). In a Hall-bar measurement, the QAPH
should appear as a σxy = 0 plateau [56], together with
σxx = 2e2/h.

Breaking reflection symmetry suppresses the conduc-
tance below 2e2/h, though edge conduction should still
be observable in a finite system (see Fig. 3). Tuning in
and out of the reflection-symmetric regime, while keep-
ing the chemical potential fixed, can be achieved by em-
ploying both bottom and top gates. We argued that the
ability to electrically control the helical edge modes in
this manner renders the proximitized QAPH system an
ideal venue for exploring MZMs. Furthermore, having
local control over the breaking of reflection symmetry
(e.g. using gates) can allow for binding fractional charges
at domain walls between regions where the reflection-
symmetry-breaking term switches sign, analogous to the
bound states discussed in Ref. 57.

We close by providing a complementary perspective
on our findings. In a clean integer quantum Hall sys-
tem, populating a spin-degenerate Landau level changes
the Hall conductivity σxy from 0 to 2e2/h. Including
disorder that breaks spin conservation generically splits
this plateau transition and opens an intervening quan-
tum Hall phase with σxy = e2/h [58]; see Fig. 5(a). In
a clean magnetic TI film with no inter-surface tunnel-
ing, reversing the magnetization similarly changes σxy
from −e2/h to +e2/h. By analogy with the plateau
transition, it is natural to expect that disorder can open
up an intervening phase with σxy = 0 [5] as sketched
in Fig. 5(b). Interestingly, we have shown that this
disorder-induced phase need not be trivial—even though
the Hall conductivity vanishes—when reflection symme-
try is present. This viewpoint may prove useful for
discovering other disorder-induced symmetry-protected



5
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Figure 5. (a) Adjusting the chemical potential µ to populate
a spin-degenerate Landau level changes σxy from 0 to 2e2/h
in the clean limit (solid line). Spin-non-conserving disorder
splits the plateau transition and opens an intervening phase
with σxy = e2/h (dashed line) [58]. (b) In a magnetic TI
film with no inter-surface tunneling, the picture is ‘shifted’:
Flipping the magnetization m̄ takes the system between QAH
phases with σxy = −e2/h and +e2/h in the clean limit (solid
line). Magnetic disorder can open an intervening phase with
σxy = 0 (dashed line) corresponding to a QAPH state pro-
tected by reflection symmetry.

phases, e.g., in bands with higher Chern numbers.
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