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To accurately attribute sources and sinks of molecules like CO2, remote sensing missions require line 
intensities ( ) with relative uncertainties  < 0.1 %. However, discrepancies in  of ≈1 % are 
common when comparing different experiments, thus limiting their potential impact. Here we report a 
cavity ring-down spectroscopy multi-instrument comparison which revealed that the hardware used to 
digitize analog ring-down signals caused variability in spectral integrals which yield . Our refined 
approach improved measurement accuracy twenty-five-fold, resulting in  = 0.06 %. 
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The oscillator strengths of atoms and molecules are, to a high degree of precision, considered invariants 
of nature and therefore benchmark values for testing fundamental theories of physics and chemistry. 
The simplest many-body system in nature is the neutral helium atom, whose accurately known oscillator 
strengths enable validations of various electronic structure theory approximations [1]. Accurate 
oscillator strengths for molecular hydrogen (and other molecules) are used to model spectra from 
distant parts of the Universe, and thus constrain variations in the proton-electron mass ratio [2-4], while 
improved observational and modeling capabilities have leveraged known oscillator strengths to 
constrain the isotope composition of our solar system [5] and the Universe [6]. More generally, accurate 
measurements of oscillator strengths for both resonant molecular transitions [7] as well as collision-
induced absorption [8] provide important constrains on ab initio dipole moment surfaces which predict 
light-matter interactions for such seemingly intractable extreme environments as exoplanetary 
atmospheres (e.g., [9]). 

 Closer to home, remotely located spectrometers designed to answer fundamental questions 
concerning the Earth’s atmosphere also leverage accurately known oscillator strengths (and their 
derived quantities) to predict light-matter interactions and quantify trends in atmospheric composition. 
Often, however, independent validation of the dynamic and spatially variable atmospheric samples 
under study is extremely difficult, if not impossible. In those cases, improved accuracy in the 
spectroscopic models would reduce or eliminate the need for costly validation experiments. 

 For example, the high-resolution JAXA Greenhouse Gases Observing Satellite (GOSAT) [10] and 
NASA Orbiting Carbon Observatory (OCO) [11] passive remote sensing missions have, for more than a 
decade, relied upon accurate spectroscopic forward models of carbon dioxide (CO2) and molecular 
oxygen (O2) to retrieve CO2 column densities:  the measurement target being a precision of 1 μmol/mol, 
or approximately 0.3 % of the nominal mean column density [12-14]. Additionally, monitoring global 
trends in atmospheric methane (CH4) [15-18] and performing point-source attribution [19] currently 
motivates laboratory research into accurate first-principles models in congested spectral regions [20, 
21], and open-path dual-comb spectroscopy has achieved the following low relative instrumental 
variations for mole fractions at 30 s of integration:  0.14 % for CO2, 0.35 % for CH4, and 0.40 % for water 
(H2O) [22]. Consequently, reference values for the absorption cross-sections (derived from the oscillator 
strengths) of these and many more molecules (e.g., [23]) must be known with sufficiently low relative 
uncertainty (≤0.1 %) to ensure accurate retrievals from highly precise instruments. 

 The spectroscopic model for light-matter interactions which relates an observable like spectral 
transmittance ( ) to the mole fraction of absorbing molecules ( ) along a path length ( ) is expressed as 

 , (1) 

where  is the Boltzmann constant,  is the temperature,  is the pressure, and  is the absorption 
cross-section. Assuming that  is the experimental observable (along with , , and ), a suitable model 
for  will yield an accurate measurement of . At values of  and  routinely encountered within the 
Earth’s atmosphere,  can comprise a relatively smooth function of frequency, , in congested spectral 
regions (e.g., volatile organic compounds in air [24, 25]), or when the absorber lifetime is short (e.g., 
collision-induced absorption [8]). When clusters of overlapping lines are resolved (e.g., the overtone 
spectrum of methane [20, 21]), we can express  as a summation over a physically justified choice of 
line shape profiles (including line mixing) scaled by the respective molecular line intensities ( ), which 
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can be calculated in terms of invariants of nature. Importantly, this approach yields first-principles 
models for . 

 In the simplest line-by-line spectral model,  for small molecules like CO2 can be expressed as a 
sum over  well-isolated spectral lines using their known values of  and the real-parts of their 
respective line shape functions, . 

 ∑  (2) 

In Eq. (2),  is the speed of light and the ellipsis implies additional broadband terms (e.g., spectral 
baseline). Together, Eqs. (1-2) illustrate a well-known fact:  uncertainties in the values of  (and more 
generally ) will propagate linearly into uncertainty in atmospheric retrievals of  (e.g., [12]). 

 Currently, state-of-the-art ab initio calculations of  report relative standard uncertainties, , of about 1 %, and preliminary comparisons with the most accurate available experimental data 
suggests agreement better than 1 % for some rotationally resolved vibrational bands (e.g., [7, 26-29]). 
However, comparisons between theory and a single optical instrument may be insufficient to capture all 
type-B (systematic) uncertainty. Unfortunately, line intensities measured across experiments like 
Fourier-transform spectroscopy (FTS), cavity-enhanced absorption spectroscopy (CEAS), and/or cavity 
ring-down spectroscopy (CRDS) are known to vary by 1 % to 2 % [29]. Therefore, establishing by 
consensus the most accurate values and uncertainties for  remains a work in progress [30]. 

 Here we report a multi-instrument comparison between  recorded using three unique CRDS 
instruments at the National Institute of Standards and Technology (NIST) in Gaithersburg, Maryland. The 
experiments were performed over a time-period of greater than one year.  Our goal was to evaluate the 
origin and magnitude of the dominant sources of systematic uncertainty in the measurement of  of an 
individual CO2 transition, an experimental observable that is proportional to an invariant of nature [29]. 
We find that, in addition to the standard controls and measures of sample temperature, pressure, 
optical frequency, line shape profile, and certified absorber mole fraction, a quantitative evaluation of 
previously uncharacterized CRDS signal digitizer nonidealities was required to reduce  to our 
minimum achieved value of  = 0.06 %. By calibrating numerous CRDS digitizers using a metrology-
grade reference digitizer with high static linearity and synthetic exponential decay signals (SEDS), we 
achieved a twenty-five-fold reduction in  relative to the current literature value of  = 1-2 % 
[29]. Using this approach, we met the longstanding goal of quantifying  with sufficient precision and 
accuracy needed in first-principles calculations of absorption cross-sections for the most ambitious 
optical remote sensing missions. Moreover, we achieved this goal for the CO2 transition under 
consideration for active remote sensing by the NASA Active Sensing of CO2 Emissions over Nights, Days, 
and Seasons (ASCENDS) mission [31]. 

 In an idealized CRDS experiment performed with a single-frequency continuous-wave laser, the 
passive decay of optical power from a high-finesse optical resonator is purely exponential, and the cavity 
time constant ( ) encodes the round-trip intracavity losses (e.g., molecular absorption). Generally, 
optical decays are converted to analog electrical signals by a photoreceiver and then digitized by an 
analog-to-digital converter (ADC) for software analysis. Deviations from purely exponential behavior 
arising from common sources like photoreceiver saturation, incomplete laser shuttering, or interfering 
optical resonator modes are readily identified by systematic residuals in the fitted decays. However, 
slight nonidealities in the digitizer hardware are not so readily identified and could be particularly 
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problematic for nonlinear CRDS methods [32]. To date, only large digitizer nonidealities have been 
discussed in the CRDS literature [33]. Here we hypothesize that each of our common digitizers has a 
unique power law response that governs its static linearity, and that slight deviations from a unity 
exponent in that power law systematically alter the observed values of  without introducing 
nonexponential time dependence of the digitized electronic signals. 

 A general illustration of the CRDS approach is shown in Fig. 1. While each of the three 
spectrometers used here were unique, they shared several common properties. The central component 
of each instrument was a high-finesse, linear two-mirror optical resonator which contained a flowing gas 
sample (actual mass flow rates of 0.02-0.04 L/min) of NIST Standard Reference Material (SRM) gas 
mixture 1721-A-29, Southern Oceanic Air, with a certified CO2 mole fraction of  = (387.98 ± 0.05) 

μmol/mol (  = 0.013 %) [34, 35]. For each instrument, a continuous-wave laser was spatially 
mode-matched and injected into the stable optical resonator to interrogate CO2 absorption, specifically 
the R 16e 12C16O2 rotational transition within the 30012 – 00001 vibrational band (center wave number 
of  = 6359.967 cm−1 [29]). Following optical buildup to a predetermined transmission threshold, the 
probe laser was optically shuttered and passive cavity decays were observed on a photoreceiver, 
digitized, and fitted in real time with an exponential decay to provide the  as a function of laser 
frequency. 

 All three CRDS instruments utilized here were previously reported in part. Spectrometer 1 (S1) 
was a frequency-stabilized (FS) CRDS [36] instrument with a nominal cavity length L = 139 cm, single-
pass base losses ℓ = 3.3 × 10−5, laser line width of  ≈ 100 kHz, photoreceiver minimum noise-equivalent 
power of NEP = 0.34 pw Hz−1/2 and an electronic bandwidth of B = 8 MHz, and optical trigger threshold of 
VTrig = 1 V [37]. Spectrometer 2 (S2) was also an FS-CRDS instrument, but with nominal L = 75 cm, ℓ = 
1.68 × 10−4,  ≈ 300 kHz, NEP = 0.34 pw Hz−1/2 and B = 6 MHz, and VTrig = 2.5 V [26]. Spectrometer 3 (S3) 
was a frequency-agile, rapid scanning (FARS) CRDS [38] instrument with nominal L = 74 cm, ℓ = 3.0 × 
10−5,  ≈ 130 Hz, NEP = 0.34 pw Hz−1/2 and B = 300 kHz, and VTrig = 2 V [39]. As a result of their design, the 
spectrometer empty-cavity time constants spanned one order-of-magnitude (from 14.9�μs for S2 to 
142�μs for S1), thus providing substantially different working parameters over which to evaluate 
digitizer biases. The considerable differences in number and identity of optical components and their 
alignment also aided to randomize baseline effects (e.g., etalons) between spectrometers, and 
variations in spectral sampling density and spectral window also served to randomize differences 
between the measurements.   

 To test for variations in digitizer nonidealities, cavity decays from each spectrometer S1-S3 were 
digitized by either the reference digitizer, one of several calibrated digitizers, or both. The reference 
digitizer (National Instruments PCI-5922 [40]) was a highly linear digitizer that has found application in 
alternating-current (AC) electrical metrology [41-42]. As such, the reference digitizer (hereafter also 
referred to as D1) was used as a transfer standard to compare the performance of other digitizers (D2-
D5), which while common in CRDS, have not been adequately characterized for their conversion fidelity. 
A summary of our independent evaluation of D1’s static linearity (DC to 10 kHz) is available in the 
Supplemental Material [43]. 

 In brief, the calibrated digitizers D2-D5 were each a direct-current (DC) coupled, full-sized 
peripheral-component interconnect express (PCIe) digitizer board with sampling rate Fs = 200 MS/s, 
digitization bandwidth B = 125 MHz, vertical range Vpp = ± 10 V, and vertical resolution Δ = 16 bits. The 
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calibrated digitizers D2-D5 were evaluated with respect to the reference digitizer D1 using SEDS from an 
arbitrary waveform generator (Agilent M8190A [40] operating at Fs = 128 MS/s). The SEDS acted as a 
proxy for a full DC-AC analysis [41-43] and enabled a direct evaluation of D2-D5 performance for CRDS. 
When necessary to reproduce experimental conditions, SEDS were amplified and offset prior to 
evaluation by the reference digitizer using linear analog electronics including amplifiers, DC voltage 
sources, and/or a summing amplifier with 1 MHz of electronic bandwidth and total harmonic distortion 
of ≤ 10−4 at 1 kHz (Stanford Research Systems Small Instrument Modules [40]). The SEDS time constants 
measured by the reference digitizer D1 ( ) were used to calibrate the apparent time constants ( ) 
measured by digitizers D2-D5. The resulting D2-D5 calibration coefficients  and  from the fitted 
equation  are listed in the Supplemental Material [43], along with the empty-cavity  
( ) measured for spectrometers S1-S3. Digitizers were interchanged in some instances, resulting in the 
following six unique combinations of digitizer and spectrometer:  D1-S1, D1-S3, D2-S3, D3-S1, D4-S2 and 
D5-S2. We therefore report a comparison across six values of  for the R 16e transition within the 30012 
– 00001 band of 12C16O2. 

 The  and  digitizer calibration coefficients were used to calculate cavity time constants ( ) 
from the measured  by the equation , and therefore resulted in absorption spectra of 
CO2 that were corrected for bias introduced by the digitizers. The empirical procedure outlined above 
ensured that all values of  measured by each unique digitizer-spectrometer combination were linked to 
the metrology-grade reference digitizer D1 with high static linearity [41-43]. Note that the empirical D2-
D5 calibration procedure accounted for all sources of electronic distortion and/or bias from the 
photoreceiver output to the digitizer input, as well as biases inherent to D2-D5. For all cases, the  and 

 coefficients were determined by replacing the spectrometer photoreceiver output with the SEDS, 
thus evaluating the entire electronic chain for each respective S1-S3 instruments preceding D2-D5. The 
electronic chain preceding each digitizer was unique for each spectrometer, and, for example, included 
various electronic cables and splitters, delay generators, filters, and/or additional digitizers and 
oscilloscopes which could result in unwanted back reflections, impedance mismatches, thermo-electric 
voltages from dissimilar connector metals, and various types of AC pickup and interference. When using 
the reference digitizer D1 to measure  (D1-S1 and D1-S3), no calibrations were performed, and all 
efforts were made to minimize biases associated with the up-stream electrical chain. 

 Representative unbiased and apparent spectra of the R 16e transition within the 30012 – 00001 
12C16O2 band recorded using the D4-S2 combination and a sample pressure of 8.88 kPa are plotted in Fig. 
2. Shown in blue open circles are the apparent loss-per-unit length (sample absorption coefficient plus 
base losses equal to 1/  in units of cm−1. The unbiased values ( 1/ ) are 
shown as solid red squares, along with the corresponding fitted model (red line). The fitted residuals are 
also plotted as a red line in the middle panel. In the bottom panel of Fig. 2, the relative difference 
between the apparent and unbiased absorption coefficients ( / 1 / 1) is plotted as black 
dots. To model the experimental line shape profiles, we used the speed-dependent Nelkin-Ghatak 
profile (SDNGP), a limiting case of the Hartmann-Tran profile (HTP) [44]. The spectral model for fitting 
was completed by including a linear baseline function and, when necessary, sine functions to model 
undesired optical etalons. 

 For each digitizer-spectrometer combination, line areas  were measured at a 
minimum of four pressures over the range of 8.7 kPa to 27 kPa (65 Torr to 200 Torr). Linear fits of  vs. 
absorber number density ( / ) yielded  for the R 16e CO2 transition (corrected to T = 296 K 
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using the known CO2 total partition function and lower state energy [29, 45]). The individual  values are 
tabulated in the Supplemental Material [43], along with the apparent values ( ) extracted from linear 
fits of the apparent line areas  versus , the relative changes in  following calibration, 
and the individual relative standard uncertainties , . Even at the highest pressure of 27 kPa, we 
observe no evidence of significant collisional effects beyond the impact approximation like those 
investigated for polar molecules like HF and HCl and in high-pressure ( �>�200 kPa) buffer gases of Xe 
and Ar, respectively [46, 47]. No systematic deviations in the residuals of the linear fits of  vs.  were 
observed. Because the buffer-gas effects (e.g., dimerization, etc.) decrease rapidly with increasing 
rotational quantum number , we anticipate little effect on the retrieved values of  at �=�296 K for 
the �=�16 transition of CO2. 

 Plotted respectively in Fig. 3 are the unbiased  (blue circles) and apparent  (orange squares) 
values for each digitizer-spectrometer combination relative to the weighted mean value of  = (1.7589 
± 0.0011) × 10−23 cm/molecule, where the weighting factors for calculating  were . Although 
the  values comprised both type-A and type-B uncertainties [43], we assumed that the individual 
type-B (systematic) uncertainties attributed to each unique digitizer-spectrometer combination were 
uncorrelated with respect to the other combinations. For example, the individual type-B uncertainties 
related to sample temperature ( ) were considered uncorrelated because each spectrometer utilized a 
different temperature probe and mounting configuration. Assuming  were uncorrelated, we 
estimated the type-A uncertainty in our final value of  to equal the standard error of the weighted 
mean of all six digitizer-spectrometer combinations ( ,A  = 0.059 %). In addition to ,A , the 
combined relative uncertainty budget for  also included two type-B uncertainties common to all 
digitizer-spectrometer combinations:  uncertainty in the sample mole fraction of 0.013 % and 
uncertainty in our evaluation of the static linearity of the reference digitizer D1 of 0.002 % [43]. A 
quadrature sum of uncertainties yielded the reported relative standard uncertainty of  = 0.06 %, 
dominated by ,A . The reported value of  = 0.06 % is a more than six-fold reduction in 
uncertainty as compared to that calculated from values of  (0.4 %), and a more than twenty-five-fold 
improvement as compared to the literature (  ≈ 2 %) [29]. 

 Figure 3 shows that we identified and corrected (orange boxes) a previously uncharacterized 
source of significant systematic (type-B) uncertainty in high-precision CRDS:  digitization nonidealities. 
Using an empirical calibration procedure and a metrology-grade reference digitizer, the newly 
considered digitizer bias was largely removed, and independent measurements of a molecular line 
intensity converged to within the measurement precision. By comparison across multiple unique CRDS 
instruments, we randomized any remaining type-B uncertainties inherent to our spectroscopic approach 
or individual instrumentation and significantly reduced the relative combined uncertainty to below the 
10−3 level. In the future, additional independent measurements will therefore provide further statistical 
reduction in uncertainty. Furthermore, comparisons between various types of cavity-enhanced 
spectroscopies [48] would provide valuable independent checks of our CRDS-based measurement 
approach. 

 The digitizer bias correction procedure presented here, with traceability to an electrical 
metrology-grade reference digitizer [41, 42], is applicable to stand-alone instruments and could be used 
to generally confirm or improve the accuracy of measured cavity ring-down spectroscopy decay times. 
The realization of accurate and precise measurements of line intensities below the 10−3 level opens the 
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possibility of pushing against other measurement boundaries related to sample conditions (e.g., 
temperature, pressure, absorber mole fraction, etc.). Ultimately, referencing digitizer static linearity at 
both VDC and VAC to traceable electrical metrology tools linked to the new international system of units 
[49, 50], or quantum-SI, could enable accuracy and SI-traceability for direct absorption spectroscopy 
below the 10−4 level. 
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Fig. 1. General illustration of a cavity ring-down spectrometer. From the top left, a continuous-wave 
laser (blue lines) was injected into an optical cavity (yellow curved mirrors) containing a flowing gas 
sample of CO2-in-air (gray:  carbon, red:  oxygen, blue:  nitrogen). Upon reaching a predefined 
transmission threshold, an optical switch shuttered the laser and passive cavity decays were observed 
incident on a photoreceiver (PR). The electrical output of the PR (black dashed arrow) was coupled to an 
analog-to-digital converter (ADC, or digitizer), and the resulting digitized decay signals were fitted in real 
time using home-built acquisition software and a personal computer (PC). 
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Fig. 2. A portion of representative unbiased (red squares) and apparent (blue circles) spectra of the R 
16e CO2 transition with  = 6359.967 cm−1 are shown in the top panel. Fitted spectra spanned a 
frequency detuning range of 0 GHz to 28 GHz, the sample pressure was 8.88 kPa, and the sample CO2 
mole fraction was  = (387.98 ± 0.05) μmol/mol. The apparent spectrum was recorded by the 
digitizer-spectrometer combination D4-S2, and  were corrected to yield  using the coefficients in the 
Supplemental Material [43]. A fitted model of the unbiased absorption coefficient ( 1/ ) is also 
shown as a red line and fitted residuals are plotted as another red line in the middle panel. In the 
bottom panel, the relative difference / 1 (equal to / 1, where  is the apparent absorption 
coefficient) is plotted as black dots. 
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Fig. 3. Unbiased ( , blue circles) and apparent ( , orange squares) values of the R 16e CO2 line intensity 
at T = 296 K (30012 – 00001 band). Error bars show ±1σ standard uncertainties. The gray shaded region 
comprising D1-S1 and D1-S3 (far left) highlights values of  measured by the metrology-grade reference 
digitizer. For values of  with corresponding values of , light orange boxes indicate the magnitude of 
each digitizer correction. The light blue dashed lines bound the standard deviation of the weighted 
mean value of  (solid blue line). 

 


